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Abstract: In recent years, video research has dealt with high-frame-rate (HFR) content. Even though
low or standard frame rates (SFR) that correspond to values less than 60 frames per second (fps) are
still covered. Temporal conversions are applied accompanied with video compression and, thus, it is
of importance to observe and detect possible effects of typical compressed video manipulations over
HFR (60 fps+) content. This paper addresses ultra-high-definition HFR content via Hurst index as a
measure of long-range dependency (LRD), as well as using Legendre multifractal spectrum, having in
mind standard high-efficiency video coding (HEVC) format and temporal resolution recovery (TRR),
meaning frame upconversion after temporal filtering of compressed content. LRD and multifractals-
based studies using video traces have been performed for characterization of compressed video, and
they are mostly presented for advanced video coding (AVC). Moreover, recent studies have shown
that it is possible to perform TRR detection for SFR data compressed with standards developed before
HEVC. In order to address HEVC HFR data, video traces are analyzed using LRD and multifractals,
and a novel TRR detection model is proposed based on a weighted k-nearest neighbors (WkNN)
classifier and multifractals. Firstly, HFR video traces are gathered using six constant rate factors
(crfs), where Hurst indices and multifractal spectra are calculated. According to TRR and original
spectra comparison, a novel detection model is proposed based on new multifractal features. Also,
five-fold cross-validation using the proposed TRR detection model gave high-accuracy results of
around 98%. The obtained results show the effects on LRD and multifractality and their significance
in understanding changes in typical video manipulation. The proposed model can be valuable in
video credibility and quality assessments of HFR HEVC compressed content.

Keywords: video; high frame rate (HFR); temporal resolution recovery; change detection; constant
rate factor; multifractals

1. Introduction

Video content evolves to more complex forms of media, with a variety of different
combinations of spatial resolution, dynamic range, color range, codecs, containers and
frame rates. Among others, it is well known that high-frame-rate (HFR) video content is
important for high-quality consummation and especially further relevant video investiga-
tion, since transmission bandwidth and storage is affected by new frame rate formats [1].
Generating new video and immersive media comes with a lot of challenges for traditional
infrastructures and sharing possibilities, particularly for higher resolutions, like temporal.
HFR contributes to the increase in perceived quality, but in most practical applications,
video still rarely exceeds 60 frames per second (fps) [1,2].

Low frame rates (LFR) or standard frame rates (SFR) have become an obvious lim-
itation, especially when it comes to sport, fast action genres (as in cinema and gaming)
and immersive virtual reality (VR) and augmented reality (AR) content [2]. This is also
recognized in BT.2020 or the ultra-high-definition (UHD) television standard, where up
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to 100- and 120-frame frequencies are adopted for further exploitation [3]. Moreover, in
the Advanced Television Systems Committee (ATSC) 3.0 ecosystem, high or very high
frame rates are expected, as well as video services developed by interconnecting 5G com-
munication networks and ATSC 3.0 broadcasting. Currently, in these cases, high-efficiency
video coding (HEVC or H.265) is adopted to deal with novel video technology formats like
HFR [4–6]. Progressive formats are accompanied by picture rates with possible dealing
with SFR and HFR (like 120 fps) recovery and temporal filtering [5,6]. Media over Internet
Protocol (IP) provides a high level of flexibility, and new broadcast systems are already
using IP infrastructures [7]. The infrastructures enable HFR distribution, but dealing with
video in such manner also leads to significant changes in bandwidth requirements. Besides
future formats and services, compression technologies are of crucial interest [6]. The per-
ceptual quality improvement resulting from HFR is recognized in industrial and academic
communities [8]. HFR is preferable for applications in order to enhance the smooth end-
user experience and to produce different effects [9,10]. It is not easy to select and adopt
frame rates, since frame frequency changes produce distortions. In typical workflows,
the frame rate is decided before any acquisition. This leads to general suggestions that
production needs to be as high as possible during the production phase, where end-user
deliverables are adopted/modified to final needed frame rates [10]. An increasing number
of modern content creator captures show their activities using HFR on social networks and
sharing IP platforms [11–13]. Working with fast-forward video and similar content that is
not the result of temporal consecutive frames is especially challenging, since the quality is
jointly dependant on frame rate and compression [14]. Video reproductions in HFR have
been reported and analyzed in [13–23]. Video conversion, on the other hand, usually means
frame rate upscaling or upconversion, often referred to as frame interpolation [24,25]. One
should have in mind that it also comes with compression format [26–32].

There has been extensive analysis of video tracing by long-range dependency (LRD)
and multifractals [33–38]. One of the most popular tracing tools is the Fast Forward Moving
Picture Experts Group (Fast Forward MPEG or ffmpeg) solution [33], while self-similarity
is considered as one of the most powerful properties [34], where LRD and multifractals
have been used in many applications related to different types of sequences [35], statistical
modeling and analysis of video traffic [36,37] and queuing performance [38]. Video traces
after frame parsing have been examined for two main purposes: the purpose of traffic
modeling [39–55] or towards characterization of compressed video by focusing on specific
standard [56–59]. For traffic modeling, studies are related to specific protocols [39], queu-
ing [40], variable bitrates [41], specific prediction models [41–51], buffering [52], dynamic
bandwidth allocation [53], attacks [54] and various content [55]. On the other hand, charac-
terizations of compressed video using specific standard and video traces are considered
using MPEG-4 Advanced Simple Profile (ASP) [56], MPEG-4 version 2 and H.263 in [57]
and advanced video coding (AVC or H.264) [58] and its extensions in [59]. So far, to the au-
thor’s knowledge, LRD- and multifractals-based studies oriented towards characterization
of compressed video by focusing on specific standard and different compression factors
have only been examined up to MPEG-4/AVC content [56–59], while HEVC should deal
with modern HFR video content. Since each standard affects tracing differently, it is crucial
to understand the LRD and multifractal behavior of HEVC HFR compressed content while
having in mind different compression quality. Moreover, studies related to detection of
frame rate upconversions, i.e., temporal resolution recovery (TRR), are presented in [60–63].
In recent works, MPEG-4 traces have been investigated [60]. They are mostly investigated
for original LFR content: frame rates of 24 fps upconverted to 30 fps [61], frame rates of
15 fps [62] and frame rates of 15 to 30 fps [63]. Recent previous studies have shown that it is
possible to perform TRR detection [60–63] using MPEG-4/AVC SFR video content/traces.

The purpose of this work is to analyze video traces corresponding to HFR HEVC
compressed content using LRD and multifractals and to tackle issue of TRR detection by
examining effects found in TRR. Namely, this paper addresses HEVC (or H.265) frame size
traces extracted from HFR video content that are considered from an LRD and multifractal
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point of view. As a consequence of the above, the analysis of HFR should go hand in hand
with compression observed using constant rate factors. Here, the focus is on UHD HEVC
video traces collected from data corresponding to HFR and frequency up to 120 fps, where
tests have been performed using publicly available reference HFR video content. Temporal
resolution recovery (TRR) has also been examined. The contributions of this paper are
as follows:

− HFR HEVC frame size traces show specific behavior in LRD- and multifractal-based
analysis, where difference before and after temporal resolution recovery (TRR) exist.

− The experimental results are obtained for HEVC compressed HFR video frame size
traces for the first time in multifractal domain, which may contribute to recognition of
possible changes like TRR.

− Having in mind the obtained results and spectra behavior, a novel detection method
is proposed for TRR detection regardless of compression level expressed through
constant rate factors.

− The proposed TRR detection model based on weighted k-nearest neighbors (weighted
kNN or WkNN) classifier shows high accuracy detection percentage in the performed
experimental analysis using a relatively low number of features.

This paper is organized as follows. After the introduction, in Section 2, a brief descrip-
tion of HFR, video quality and coding is given. In Section 3, additional details on works
related to multifractal analysis of compressed video content are presented. Video frame
size traces and data gathering are explained in Section 4. Applied methods for LRD and
multifractal spectrum calculation are described in Section 5. HFR content is characterized
using LRD and multifractal properties before and after TRR. Moreover, novel model for
TRR detection is proposed based on HFR video multifractal analysis, WkNN classifier and
a relatively low number of multifractal features. The experimental results on 4k 120 fps
HFR content are shown in Section 6, where a high accuracy percentage is obtained for
different content and compression rate factors. Finally, conclusions are given in Section 7.

2. HFR Processing and Challenges

It is well known that frame rate impacts quality of experience related to how realistic
content being consumed is or which style one desires to obtain, like motion blur, slow
motion or fast forward. HFR video is expected to approach realism when there are a lot
of actions happening, as in sports, busy scenes in movies and gaming but also in live and
realistic experience with crisp information. One of the benefits is increased realism, where
video seems more immersive by making the viewer’s experience more lifelike.

Frame rate is generally described as number of frames per second (fps), which is
illustrated in Figure 1, where HFR means that temporal resolution is increased and more
images are captured in a given amount of time. HFR can be described as video content
captured or displayed at a frame rate of 60 fps or higher. This is in contrast to the SFR/LFR
that is typically used for television [5,6]. Besides the realistic experience which is tied
to the perception of motion, HFR reduces motion blur when an object is moving and
enables its clearer representation, described as smooth motion given in more detail. Even
so, differences in frame rates in acquisition and reproduction may produce uneven pacing
and sometimes longer frames. Inconsistent frame times, known as judder, and decreasing
low frame rate producing so-called stutter effects are only some of the issues [12]. Video
quality estimation may produce different results due to varying video behavior when
transforms are made in frame rates according to specific quality mode selections. Wearable
and lightweight cameras like action cameras are popular in the consumer industry, meaning
that both professional and nonprofessional content has a variety of distortions [13].

Temporal resolution changes through objective measurements are still mainly an-
alyzed using standard full-reference approaches [17]. Quality assessments are usually
made by mean squared error, peak signal-to-noise ratio, structural similarity index, video
multimethod assessment fusion and similar metrics [18–20]. In [12], frame rate differences
have been considered by using video multimethod assessment fusion (VMAF) and entropy
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differences. Video collections like Youtube-UGC [21] or Konstanz KoNViD-1k [22] are made
for research using different quality scores, compression results and distortion diversity,
which can be used for purposes like constructing general no-reference models. Still, a few
studies have been specifically considering HFR with publicly video sets that are acquired
with frame rates equal to or above 60 fps for research reasons, like Waterloo HFR [16],
LIVE-YT-HFR [12] and BVI-HVR [1]. Primarily, for HFR experimental analysis, the video
tracing and compression analysis Ultra Video Group (UVG) dataset can be used, since it
consisted of 120 fps sequences of even higher spatial resolution, meaning containing RAW
video content up to 4k 120 fps [23]. This is the reason why this dataset is chosen here. The
general suggestion in production is to keep the frame rate high as much as possible, where
the choice of video frame rate may be intentionally HFR [10].
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Figure 1. High frame rate (HFR) as high number of frames per second.

One should have in mind that even if an acquired video is HFR, this can be a significant
barrier for many systems and devices. Devices with limited processing power may require
downsampling, like frame dropping. HFR may be experienced even as unnatural and
not easy to follow by the human visual system, leading to frame rates being decreased.
Moreover, interoperability between components of a system may cause lower frame rates
for HFR processing tasks. Frame rate can be downscaled, leading to significant decrease in
cost in storage or streaming. On the other hand, it is well known that decreasing the frame
rate can also result in choppy video experience. This means that video conversion can
also be followed by frame rate upscaling, usually referred as frame interpolation, where
temporal resolution is increased by adding the frames between the known frames [24,25].
This represents temporal resolution recovery or TRR.

Any conversion is difficult and comes with a lot of challenges, especially in the
temporal domain. HFR leads to higher video file size and bandwidth challenges. Since
frame rate affects storage and the capacity of telecommunication channel, HFR quality is
accompanied with compression. This inevitably introduces possible unwanted artifacts and
undesirable components in motion picture result, where coding and compression solutions
enable to decrease the video size by keeping the video quality high. Giving appropriate
insight into such content is needed.

HFR assessment goes with video compression. In a nutshell, the design of variety of
coding standards and codecs is needed to achieve specific tasks. MPEG is dedicated to
efficient coding and compression algorithms, where MPEGx and H26x standards have been
popular over the years [26–31]. Algorithms are becoming more complex, and advancements
are being made to deal with new video technologies. In general, coding steps include block-
oriented making intra- and interpredictions, transformation and quantization, filtering and
entropy coding. MPEG-2 has become popular over the years in practical applications like
broadcasting, where MPEG-4 continues to be the leading choice for streaming implementa-
tions. H.264, or AVC standard (MPEG-4 Part 10), was introduced in 2003 by International
Telecommunication Union—Telecommunication (ITU-T) Standardization Sector and Orga-
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nization for Standardization/International Electrotechnical Commission (ISO/IEC) [26–28].
It is a video compression standard based on block-oriented and motion-compensated
coding supported by a wide range of devices and systems and is still one of the most
widely accepted standards known for high compression efficiency and high-definition
television implementation.

AVC was followed by HEVC, introduced in 2013, also known as H.265 or MPEG-H
Part 2 [29,30]. HEVC, briefly speaking, enables compression of approximately half the
size of AVC as a next-generation standard. It supports streaming and broadcasting with
higher resolution, where HEVC is mostly used in action cameras and smart phones for HFR
purposes. Also, there are many other available solutions for IP delivery, like VP9 and its
successor AV1 [31–33]. Nevertheless, it should not be neglected that AVC is still in force for
various implementations, but when it comes to HFR, it is expected to transfer to standards
like HEVC [26]. HFR HEVC compressed video content effects have not been considered to a
large extent, and this is relevant to practical implementations. For example, recently, in [32],
HFR was analyzed from a perceptual quality point of view in the case of HEVC and VP9
by authors for full high-definition (HD) video sequences and five constant quality factor
values, showing the better performance of HEVC for higher rates using standard metrics.

Frame size trace sequences for AVC HD and 4k/UHD HEVC video can be seen in
Figure 2 for a sequence taken from the publicly available UVG dataset described in [23].
Comparison after frame frequency alignment in Figure 2 shows different trace sequence
behavior. Still, self-similarity-based analysis related to HFR HEVC has not been performed
so far to the best of the author’s knowledge.
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Figure 2. Frame size trace sequence for (a) high-definition (HD) low frame rate (LFR) content in
advanced video coding (AVC) format and (b) 4k or ultra-high-definition (UHD) HFR content in
high-efficiency video coding (HEVC) format, as well as (c) their comparison after frame frequency
alignment presented in a twenty seconds interval.

There are a lot of challenges related to HFR processing that need to be further inves-
tigated, such as effects due to compression and codec settings, effects due to differences
in frame rates, no-reference HFR content characterization, HFR reproduction, editing and
hardware utilization. Here, only some of these issues are tackled. Effects due to compres-
sion are considered in this paper for HEVC standard and TRR, but other standards like
VP9 and content modifications can also be taken into account. No-reference characteriza-
tion and quality estimation is of general interest for HFR processing. A relatively large
amount of different raw HFR video content is needed in the research community. Also,
HFR reproduction, decoding and editing require additional resource utilization compared
with SFR due to the high number of frames per second, where possible effects of available
acceleration approaches need to be researched further.
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3. Self-Similarity and Multifractal Analysis of Compressed Video Content

Video can be manipulated in many ways, affecting and controlling the overall quality.
The most frequent choices are setting constant quality factor or buffer size or using con-
stant, constrained or variable bit rates [33–46]. A large number of physical systems and
nonstationary signals tend to show similar behavior at different scales, known as having
self-similarity properties [34–36]. These properties have been analyzed using fractal and
multifractal theory for compressed video content and video tracing.

In order to ensure a desirable quality of service, self-similarity is investigated for
constant and variable bit rates in [37]. Self-similar patterns are explored for high-speed
network traffic in [38]. In early works, long-range dependency or LRD in video traffic repre-
sented by traces has been mostly quantified by a single-parameter Hurst exponent [37,38].
LRD means that traces exhibit correlation over a range of time scales, where among stan-
dard statistical video traffic metrics, like mean and variation in video traces, additional
self-similarity properties have been investigated under different conditions, where LRD is
only one feature of fractal-like behavior. In [39], Transport Control Protocol (TCP) traffic
collected through a number of bytes arriving per time is multifractal and is analyzed using
spectra, enabling valuable statistical estimation. Multifractals are applied for behavior of a
queuing system in [40]. Tail distributions in a multifractal sense while measuring variable
bit rate are compared in [41].

Generally, there are two main directions in analysis of video traces. The first one is
traffic modeling. Self-similarity has been widely recognized, and multifractal-based traffic
modeling has been found suitable for video tracing [39–45]. Different self-similarity models
are tested for network traffic analysis and prediction: using fractional traffic Brownian
motion model [41], wavelets [42,43], multiplicative approaches [44,45], autoregressive mod-
els [46–49] and Markov chains [50,51]. Experimental multifractal analysis is applied for di-
mensioning, buffer capacity interpretation and statistical multiplexing of video streams [52],
as well as for dynamic bandwidth allocation [53]. Multifractal spectra have been com-
pared during the normal work and force attacks in a communication network [54], while
differentiation between spectra is used to show the consistency of LRD [55].

The second direction in investigating self-similarity properties of video traces is ori-
ented towards the characterization of compressed video, having in mind specific standards.
Most of the research uses MPEG-4 traces for testing, being one of the most valuable practical
standards, like in [56,57]. MPEG-4 Advanced Simple Profile (ASP)-based encoded traffic is
tested for estimating queuing performance [56]. In [57], MPEG-4 version 2 and H.263 video
traces are compared using accompanied parsers in order to extract ten sequences, so-called
frame size traces, which are found statistically valuable for testing performance. This work
has been continued on new encoders like H.264/MPEG-4 AVC [58,59]. H.264 video com-
pressed traces are analyzed using multifractal and fractal approaches [58]. Trace analysis
with extended encoding standards is performed in [59]. The whole encoding or transcod-
ing process takes time and, due to settings, it is hard to compare the former generated
traces with the new traces [56,58]. Frame size trace sequence according to each standard
is different.

4. HFR HEVC Video Traces and Temporal Recovery Data

Temporal recovery or frame upconversion detection has been examined in [60–63]
using MPEG-4/AVC traces. In [62], motion-compensated frame rate upconversion is
proposed with the possibility of its detection via optical flow algorithm, where original
frame rates were of 15 fps. A frame rate conversion detection is also analyzed in [63], having
in mind interpolation schemes like common nearest neighbor interpolation. An automatic
approach using machine learning is proposed for four original frame rates of 15 to 30 fps
and conversions up to 30 fps. Multifractality may be useful in recovery detection, having in
mind video tracing and multifractal analysis [56–59,64–66]. For example, machine learning
and multifractal features are applied for an intrusion detection system in an unmanned
aerial system in [65]. Moreover, Legendre multifractal spectrum is applied in [66] for
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animation frame analysis and its differentiation from real and partially animated ones,
especially due to self-similarity properties found also in video traffic analysis.

In this paper multifractal analysis of HFR frame size traces of HEVC compressed video
sequences is the focus. LRD and self-similarity effects are considered for compressed video
characterization, with special attention to their application in video change/modification
detection. Here, HFR video traces are collected similarly to as is explained in the previous
section, where frame size sequences are extracted using an accompanied parser [57]. HEVC
compressed video represents input for the parser, which is applied for obtaining the xml
trace file needed for statistical analysis, as shown in Figure 3.
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Video trace sequences are generated using ffmpeg v5.1.2 for different content. If audio
exists within a file, it is removed. Constant rate factor, denoted as crf, i.e., two-pass crf,
is selected as a model for controlling the output. The crf option is available for popular
codecs and keeps the output quality level by rate control method, which is applied in
practical implementations. Lower crf values in compressed data correspond to higher
video quality. Six crf values are used, ranging here from 20 to 40. The supported preset
option focused on speed and codec complexity is set to default, meaning medium, for the
video trace collection, and no additional tuning is applied. The trace/data collection and the
experimental analysis are carried out on Intel(R) Core(TM) i7-10750H Central Processing
Unit (CPU), 2.60 GHz with 16 GB Random-Access Memory (RAM) on Windows 10 Pro
64 bit operating system without including specific graphical acceleration possibilities.

Since it is of interest to investigate the behavior of video traces, the testing circum-
stances are selected to be as simple as possible. In order to perform the analysis, the
experimental procedure employs LRD and multifractal methods for estimation of HFR. The
most common HFR video change is temporal resolution recovery, named here as TRR. The
scenario of typical TRR found in practice includes temporal filtering, followed by temporal
resolution matching. Significant savings in memory and channel capacity can be probably
temporarily made in the temporal domain by decreasing frame frequency, and this is called
temporal filtering [5,6]. Frame frequency alignment leads to HFR TRR. It is generated by the
increase in frame number after a loss of original data, where specific temporal upsampling
is ignored, as in [67], to avoid the choice of different methods and adding undesirable
artifacts. Here, it is assumed that self-similarity properties of video traces may be observed
in TRR scenario. TRR is valuable, since the practical implementations often need savings
and further comparisons in the HFR domain.

This HFR TRR after temporal filtering can be considered common in practices where
it is needed to have a matching frame rate, as in the original HFR video case. In this
paper, the focus in on differentiating these TRR and original sequences. Additionally, it
is possible to decrease frame rate to match original one expecting similar traces to the
original ones, but it is evident that in the HFR 120 fps case, this is not still common in
practice. The losses in HFR video recovery may produce specific tracing behavior that
may contribute to possible detection of such changes. Besides temporal resolution changes,
selected compression quality is expressed here through crf. For the experimental analysis,
reference and publicly available HFR video sequences are selected. Additional tests are
made using an action camera.
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The basis of the experiments represents video trace collection that is made according to
UVG dataset [23]. Recently, the benchmark was widened in 2020 for additional sequences,
where of particular interest here are the 120 fps source files, available in YUV format in
4k/UHD or 2160 p spatial resolution. Source files representing HFR YUV 8-bit video
sequences used for the analysis are listed in Table 1.

Table 1. Test source video files.

No. Source (YUV) Spatial Resolution Frame Rate Frame Number Bit Depth

1 Beauty 3180 × 2160 (2160 p) 120 fps 600 8
2 Bosphorus 3180 × 2160 (2160 p) 120 fps 600 8
3 HoneyBee 3180 × 2160 (2160 p) 120 fps 600 8
4 Jockey 3180 × 2160 (2160 p) 120 fps 600 8
5 ReadySetGo 3180 × 2160 (2160 p) 120 fps 600 8
6 YachtRide 3180 × 2160 (2160 p) 120 fps 600 8

Each source video file contributes to original and TRR video trace sequences corre-
sponding to different crf values. Applied methods are related to LRD, or to be more precise,
Hurst index evaluation, as well as multifractal spectra calculation for further comparison
and testing.

5. Methods for Estimation of HFR Video Characteristics
5.1. Hurst Index

In time series analysis, specific behavior is analyzed using common statistical measures,
as shown in Figure 3. LRD is especially of interest in order to understand behavior of a
structure/sequence, especially in the cases of video traffic analysis. Particularly, Hurst index
or exponent, H, is evaluated as a statistical measure to better determine the characteristics of
traffic, cardiac dynamics or finance [38,57,58,68,69]. Hurst exponent H can be estimated for
LRD tests in different ways via: R/S statistics, periodogram, aggregated variance method,
absolute moments method, detrended fluctuation analysis, etc. [68–72]. The Hurst index
is found in the range 0.5–1, where H equals 0.5 in the case of pure random process like
Brownian motion, with no correlation between incremental signal changes. An index is
applied for measuring dependence in a structure/sequence, and it can be considered as a
fractal-related feature. In the case when the index is less than 0.5, 0 < H < 0.5, the process
is negatively correlated. Likewise, when the Hurst index is higher than 0.5, 0.5 < H < 1, it
indicates a persistent behavior with long-term positive autocorrelation, meaning that higher
values are probably followed by another high value. This self-similarity expressed by H
values higher than 0.5 means that LRD occurs. LRD can be described having a relatively
high degree of correlation between distant data points.

In a nutshell, the complexity can be evaluated using a correlation sum C(r) calculated
for a range of distances, or points within a radius r, where the correlation sum scales with
radius as C(r) ~ rD, giving the exponent D as a correlation dimension [68,72]. It is possible
to estimate the dimension as the local slope of log(C(r)) versus log(r) for a sufficiently large
range of small r values. Since the variance of local slope can be relatively high, different
approaches may be used for as a function of distances between considered points in a
structure. In a generalized case and fractal geometry [68,71,72], Hurst index H, as a measure
of LRD, which is directly related to fractal dimension, can be described as a function of
parameter denoted as q for a time series x(t), using the scaling properties given as:

< |x(t + r)− x(t)|q >

<
∣∣x(t)∣∣q >

∼ rqH(q), (1)

where radius or lag averaging over the considered time window is denoted by < . >.
Another common algorithm is Detrended Fluctuation Analysis (DFA) [71–73]. Firstly,
integrated sequence yk is obtained based on x, and then the local trend denoted by the ym
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of boxes or subseries of length m is found. This is followed by the calculation of the root
mean square fluctuation:

F(m) =

√√√√ 1
N

N

∑
k=1

[yk − ym(k)]
2. (2)

The index is finally calculated as the slope of linear regression, which compares
log(F(m)) and log(m).

The alternative for Hurst index calculation can be periodogram method [70,71,74].
Specifically, the method relies on calculating the periodogram:

IL(ωk) =
1
L

∣∣∣∣∣ L

∑
t=1

x(t)e−2πi(t−1)ωk

∣∣∣∣∣
2

, (3)

and it is based on the discrete Fourier transform applied for a set of samples {xt: t = 1, . . .L},
where ωk = k/L, k = 1, . . ., [L/2] are corresponding frequencies. When plotting the peri-
odogram in a log–log domain, the index H can be found according to the slope of regression
line as H = (1 − slope)/2.

One of the best-known procedures for calculating the LRD is the R/S statistics or
the R/S method [70,73,74]. Firstly, a times series can be divided into d subseries or
blocks of length n, where each subseries m = 1, . . ., d is normalized in order to gener-
ate cumulative time series yi,m for I = 1, . . ., n. The range is calculated for each block
as Rm = max{yi,m: I = 1, . . .n} −min{yi,m: I = 1, . . .n} and rescaled. The mean value of all
subseries of length n can be found as

(R/S)n =
1
d

d

∑
m=1

Rm/Sm, (4)

where the ratio R/S follows the rule (R/S)n ~ nH, enabling estimation of the H index as the
slope of linear regression line in a log(R/S) versus log(n) plot.

One should have in mind that each of the abovementioned methods for Hurst index
estimation may give different H values. Here, they are used for LRD estimation of HFR data.
Hurst indices for self-similar series are in the range of 0.5–1, where it can be considered that
for higher H value that is closer to 1, the degree of self-similarity increases. The difference
between the Hurst indices of a recovered/modified and original sequence is calculated as

Hdi f f =
Hrec − Horiginal

Horiginal
, (5)

where Hrec denotes index of a recovered sequence, and Horig is the index of a corresponding
sequence where no frame rate change is made.

5.2. Multifractal Spectrum

The Hurst index is suitable to describe the behavior of self-similar processes using
a single value. Nevertheless, the asymptotical consideration of a regression slope in a
log–log domain may not always be sufficient to fully understand the video traces. Thus,
multifractal concept represents a generalization of a fractal one, where instead of one
dimension or exponent, a spectrum of exponents is defined to describe dynamics of time
series. There are different multifractal approaches for spectrum calculation [74–78].

In general, multifractal formalism is based on dimensions defined for a set of exponents
within a small range, where dimensions can be given as

Dh = infq(qh(q)− τ(q) + k), (6)
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where q describes singularity, τ(q) is a nonlinear function and k is a constant. For q = 1,
information dimension is obtained, while for q > 1, strong singular, and for q < 1 less
singular, structures are described. The Legendre transformation for α enables obtaining the
multifractal spectrum f (α) as

α =
dτ(q)

dq
, f (α) = qα− τ(q) (7)

Multifractal or singularity spectrum denoted as f (α) can be described as a distribution
of the quantity or Hölder exponent α. In practice, Legendre spectrum gives a smooth
concave function of the exponent useful in understanding the behavior of different struc-
tures [39–41,58]. Here, for the spectrum calculation, Fraclab software version 2.2 is used [78].
An example of multifractal spectrum is presented in Figure 4 as function f (α).
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Figure 4. An example of multifractal spectrum and corresponding characteristics.

The main characteristics are shown in the same figure and are used as features in
discrimination and classification models in different fields [75–77]. The structure of a spec-
trum is usually considered through its left and right sides or tails by dividing singularity
of components into two parts. The features represent width w, asymmetry a, tail slopes
and similar. Also, there are characteristic points of a spectrum that are foundation of these
features, like minimum α value (αmin), maximum α value (αmax) and α corresponding to the
curve maximum (α0). Moreover, information dimension can be found asymptotically using
f (α) = α dimension. This is applied here as well to make a difference between video traces
using multifractals in a statistical manner. Besides the Hurst exponent, these multifractal
properties are also considered.

5.3. Detection Model and Evaluation

In the analysis of multifractal properties, different features were examined, like the
left endpoint of a spectrum or the endpoint of a right tail [41]. Feature values directly rely
on the content being analyzed. Thus, it is expected that properly selected features would
enable a differentiation between temporally recovered sequences from corresponding
original sequences. So, it is convenient to have a reference or a pseudoreference which will
enable such differentiation. However, this is not an easy task in practice, where different
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motion or entropy is related to various signals/sequences. Thus, multifractal features are
performed on cumulative sums of trace sequences. Feature extraction is performed on the
corresponding spectra in order to make differentiation between no frame rate change and
the temporal recovery case [78].

In this paper, a TRR detection model is proposed. The focus is on differentiation
between 120 fps original video and corresponding TRR video recovered from 60 fps
compressed with HEVC and characterized by six crf values. The bases of the proposed
approach are new multifractal features, representing primarly the relative width and height
of multifractal spectra, calculated as

wrel =
wr

w
=

αmax − α0

αmax − αmin
, (8)

hrel =
a

f (αmax)
=

f (αmin)− f (αmax)

f (αmax)
. (9)

The different quality of signals represented through crf values may show similar
trends in the case of relative trends. Besides the slope corresponding to right side of a
spectrum [79], the left side was examined utilizing information dimension. That is, a
distance between two characteristic points is applied to describe the curve shape:

dinf =
(
(α1 − α0)

2 + ( f (α1)− f (α0))
2
)1/2

. (10)

It is thought that it is possible to identify differences between the two groups, meaning
original and TRR, i.e., to detect whether temporal recovery is performed or not in practice.
Four multifractal features are selected in experimental analysis in order to develop a de-
tection model without a reference using machine learning. Extracted features are utilized
for machine-learning-based temporal recovery detection. Several classifiers are tested, like
Support Vector Machine (SVM), decision tree and k-nearest neighbors (kNN) [80–82]. SVM
is often applied for classification, with the ability to generate a hyperplane to perform dif-
ferentiation between original and nonmodified data. The decision tree (DT) also represents
one of the common choices when it comes to classification, where results are obtained
according to a learned tree based on selected features. Also, one of the most popular picked
solutions is the kNN algorithm. During the training/learning process, the algorithm tries
to find k samples that are the closest to the targets. According to the selected metric, the
distances between the specific point and the target point in the known category/group
are calculated in a nonparametric approach. The smallest distances from the specific point
(xq, yq) are found, where the label of a point is found using majority voting:

ŷq = argmax
j

∑
xi∈kNN(xq)

I(yi = j), (11)

where kNN in (11) denotes the neighborhood, and I is the indicator function. The main
concept of kNN classification is illustrated in Figure 5a. Here, a modified kNN or weighted
kNN (WkNN)-based model is proposed for TRR detection, and it is presented in Figure 5b.
After generating trace sequences, where each video from the database contributes to
each group (TRR and non-TRR meaning original), feature extraction is applied using
the multifractal features explained in the previous paragraph. The WkNN classification
model includes the so-called Mahalanobis distance calculations in the feature domain, their
sorting, taking k-nearest neighbors, assigning weights and voting. For the WkNN model,
training and testing are performed in order to obtain results, where 1 (Yes/True) denotes
that TRR exists and 0 (No/False) denotes that the tested video is original.
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Figure 5. (a) The concept of k-nearest neighbors (kNN) binary classification and (b) the proposed
model for temporal resolution recovery (TRR) detection.

An improved version of kNN is the WkNN [81,82], where feature space is corrected.
Namely, features are assigned according to position between the points. If weights Wi
are calculated using squared inverse method based on the distances d, the voting can be
written as

ŷq = argmax
j

∑
i

Wi I(yi = j) =
∑
i

Wiyi

∑
i

Wi
, Wi =

1

d
(
xq, xi

)2 . (12)

There are various metrics [83] that can be applied for finding distance between two fea-
ture vectors x = (x1, x2, . . ., xm) and y = (y1, y2, . . ., ym) for classifying the point into one of
the groups. For example, Euclidean, Cityblock and Mahalanobis are common choices,
expressed by

d2
Euclid =

m

∑
i=1

(xi − yi)
2, (13)

dCityblock =
m

∑
i=1
|xi − yi|, (14)

d2
Mahalan = (x− y)TC−1(x− y), (15)

respectively, where C is the corresponding covariance matrix. Euclidean distance assumes
that features are somewhat independent with a spherical distribution, where Mahalonobis
is similar to Euclidean but seems to be a good alternative in such cases by taking into
account the distance between a point and a distribution [82].

The temporal recovery detection model through trace sequences is presented in
Figure 5b. The binary classification between the temporal recovered and original data
are performed similarly to [82,84] with 5-fold cross-validation. Video content that was
included in the training process for each crf was not part of the testing. The classification
performance is measured using accuracy (Acc):

Acc = (TP + TN)/(TP + TN + FP + FN), (16)
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And true positive rate (TPR) or recall, as well as positive predictive value (PPV) or
precision, are calculated as

TPR = TP/(TP + FN), PPV = TP/(TP + FP), (17)

Using true positives (TP), true negatives (TN), false positives (FP) and false negatives
(FN) in TRR detection.

6. Experimental Results and Discussion
6.1. Hurst Index Differences between Original and Temporal Recovery Data in LRD Estimation

HFR traces are collected for different video content of 120 fps of the same duration,
where the original content has been compressed according to HEVC standard. Hurst expo-
nent is calculated for LRD estimation, where it varies depending on the coarse approach
applied in the calculation. After examination, it is evidenced that in most cases it has values
in the expected range, i.e., 0.5 < H < 1. This is presented for four Hurst index methods
and ReadySetGo sequence in Table 2. LRD behavior is evident for the different index
calculation methods applied: generalized method, DFA method, Hurst exponent calculated
using periodogram and R/S statistics [68–74]. For example, the periodogram method
applied in the case of crf36 is illustrated in Figure 6 for the ReadySetGo and YachtRide
sequence. Lower Hurst values are obtained for TRR compared with the original, where
in Figure 6, the TRR trend is presented with a solid line compared with original, which is
presented with a dashed line. Still, these lower Hurst values are above 0.5, showing LRD.
The dashed lines are found for data where no frame rate change is made. In the case of R/S
statistics, it is also evident that the temporal resolution recovery case shows a decrease in
Hurst index. This is illustrated in Figure 7. Such difference between indices may be useful
for better understanding the changes found in recovered video data. The differences in
Hurst evaluation using R/S statistics for UHD 120 fps compressed ReadySetGo sequence
are shown in Table 3 for different crf values (Hdiff). The method was used repeatedly for
the other five original videos from Table 1. The averaged difference values Hdiff,average for
each tested crf are also shown in the table. The relative difference varies from −11.51 to
1.30 percent. The highest absolute relative difference is obtained for crf24. Higher crfs show
less variations in Hurst indices than the original sequences. This means that a higher differ-
ence in temporal recovered from nonrecovered data are expected in lower crfs, meaning
higher video quality. Similar calculations are made in the case which is not common in
practice for 120 fps HFR, where frame rate primarily increases and then decreases to 120 fps.
In the additional case, such modifications show behavior more similar to the original data,
as shown Figure 8. Nevertheless, temporal recovery data are still different from the original
case. This additional case and its similarity to original traces are also illustrated in Figure 8.

Table 2. Long-range dependency (LRD) estimation via Hurst index calculation for ultra-high-
definition (UHD) 120 fps compressed ReadySetGo sequence.

No. Hurst Method crf20 crf24 crf28 crf32 crf36 crf40

1 Hurst (Generalized) 0.6928 0.7058 0.7164 0.7138 0.7126 0.7089
2 Hurst (DFA) 0.7527 0.7962 0.8132 0.8024 0.7975 0.7832
3 Periodogram 0.7554 0.6036 0.5154 0.5512 0.5901 0.6113
4 R/S statistics 0.8652 0.8943 0.8848 0.8721 0.8678 0.8585

The obtained Hurst index differences between original and temporal recovery data in
LRD estimation show that TRR case generally decreases index values. If the original and
corresponding TRR sequences are available, such differences may be useful in recognizing
the TRR change. Moreover, each content shows different behavior, where maximum
absolute difference in Hurst index may vary depending on the content.
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Figure 6. Periodogram method applied for constant rate factor (crf) 36 (crf36) of the (a) ReadySetGo
and (b) YachtRide sequence, where the TRR trend is presented with a solid line and the corresponding
original is presented with a dashed line.
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Figure 7. R/S statistics method applied for crf36 of the (a) ReadySetGo and (b) YachtRide sequence,
where the TRR trend is presented with a solid line and the corresponding original is presented with a
dashed line.
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Figure 8. (a) R/S statistics method applied for ReadySetGo with crf36; (b) R/S statistics method ap-
plied for different crf values, where the TRR trend is presented with a solid line and the corresponding
original is presented with a dashed line.
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Table 3. Differences in Hurst evaluation using R/S statistics for UHD 120 fps compressed
ReadySetGo sequence.

No. Description crf20 crf24 crf28 crf32 crf36 crf40

1 Temporal recovery 0.7910 0.7840 0.7807 0.7957 0.8100 0.8212
2 Original 0.8652 0.8943 0.8848 0.8721 0.8678 0.8585
3 Hdiff −8.58% −12.33% −11.77% −8.76% −6.67% −4.34%
4 Hdiff,average −8.74% −11.51% −7.65% −7.94% −3.29% +1.30%

6.2. Differences between Original and Temporal Recovery Data in Multifractal
Spectrum Estimation

Different crf values from 20 to 40 are applied to demonstrate the effect of compression
levels in practice. The standard effect of crf selection can be seen in Figure 9. If the crf
increases, frame sizes are smaller, and the decreasing trend of trace sum is obvious in
Figure 9a. In Figure 9b, the change in crf value selection is shown in the multifractal
domain. This is demonstrated via multifractal spectra and six crf values for compressed
UHD ReadySetGo sequence of 120 fps. Six spectra are found for sequences that are named
as original here, since no TRR is applied in Figure 9b. The lowest crf values show narrower
spectra, meaning the spectrum width is relatively small and vice versa.
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Figure 9. (a) Decreasing trend of trace sum; (b) multifractal spectra for ReadySetGo with different
crf values.

Multifractal spectra for ReadySetGo with crf24 are presented in Figure 10a, where TRR
is compared with the original. Similarly, TRR spectrum is shown for crf36, where it can be
noticed that the relation is quite different, especially in terms of asymmetry (a), as opposed
to the higher quality in crf24, as shown in Figure 10b. The calculation of multifractal
characteristics enables going a step further with the analysis and the comparison between
the two scenarios/cases: TRR and original. It is believed that significant data loss in TRR
can be manifested through specific features compared with original UHD 120 fps sequences.
Each spectrum is characterized by several points: minimum α value (αmin), maximum α
value (αmax), α corresponding to curve maximum (α0), and α corresponding to information
dimension (α1). These traditional characteristics, along with spectrum width, are presented
in Table 4 for TRR and six crf values. Similarly, these characteristics are shown for original
sequences and six crf values in Table 5.

Wider widths are generally found in the TRR case, and this can be a suitable feature if
a reference/original exists. Unfortunately, this is not the case in practical implementations.
Similar results can be obtained for the right slope and other characteristics since, for
the ReadySetGo details and motion, spectra are quite different in TRR compared with
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the original, regardless of crf selection. When a compressed video has a lot of details,
particularly recovered video, the right side, for example, expressed through wr, contributes
to the wider width. This is illustrated in Figure 11a. An additional case is also represented,
and it is evident that similar results compared to the original data are obtained. Six TRR
and six original sequences are presented in Figure 11a in multifractal domain. This is
repeated for other UHD 120 fps video content as well. The spectra for HoneyBee and
YachtRide are also presented in Figure 11, precisely Figure 11b and Figure 11c, respectively.
By examining the cases and corresponding characteristics for other spectra, it can be
seen that the abovementioned features are not suitable for possible recovery detection,
regardless of crf and video content. For example, in Figure 11, the width feature values of
all spectra for HoneyBee spectra are quite different from the widths of all spectra found
in Figure 11a,c. The right side is not pointed in Figure 11b due to the video content itself,
where little motion is present. Thus, cumulative sums of trace sequences are presented in
multifractal domain in order to have a novel consideration of content from the standpoint
of the multifractal concept.
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Figure 10. Multifractal spectra for ReadySetGo with (a) crf24 and (b) crf36 for temporal recovery
compared with the original.

Table 4. Traditional multifractal characteristics of temporally recovered UHD ReadySetGo sequence.

No. Parameter crf20 crf24 crf28 crf32 crf36 crf40

1 αmin 0.8901 0.8891 0.8820 0.8899 0.9100 0.9129
2 α1 0.9888 0.9894 0.9889 0.9882 0.9876 0.9856
3 α0 1.10112 1.0106 1.0112 1.0120 1.0129 1.0154
4 αmax 1.2182 1.1941 1.2052 1.2126 1.2262 1.2314
5 w 0.3282 0.3050 0.3231 0.3227 0.3162 0.3185

Table 5. Traditional multifractal characteristics of original UHD ReadySetGo sequence.

No. Parameter crf20 crf24 crf28 crf32 crf36 crf40

1 αmin 0.9376 0.9350 0.9178 0.8949 0.8882 0.8698
2 α1 0.9921 0.9929 0.9924 0.9913 0.9906 0.9901
3 α0 1.0083 1.0073 1.0076 1.0086 1.0092 1.0095
4 αmax 1.1602 1.1285 1.1115 1.1084 1.1093 1.1010
5 w 0.2225 0.1934 0.1937 0.2135 0.2212 0.2312
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Figure 11. Legendre multifractal spectra presented for different HFR signals with different crf values:
(a) ReadySetGo, (b) HoneyBee and (c) YachtRide.

Spectra curves obtain similar concave shapes due to a cumulative trend, as presented
in Figure 12. The multifractal spectra of a cumulative sum of traces are presented for the
sequences of ReadySetGo and HoneyBee in Figure 12. The structures seem more suitable
to observe the behavior of data. Feature extraction is performed on the corresponding
spectra in order to mark the differentiation between temporal recovery and the original
case. Still, the width is not a proper selection as a feature for TRR detection. Thus, features
are selected in a manner not to deal with the width but with the relative width, as in (8).
Moreover, the right side of the spectra is zoomed for ReadySetGo and HoneyBee sequence
in Figure 12 in order to observe additional features. Besides the slope, features (8)–(10) are
applied in TRR detection.
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Differences between original and temporal recovery data in multifractal spectrum
estimation, as in the case of the Hurst index differences, show the possibility to recognize
TRR content. Common features such as spectrum width can be applied in most cases
when original data of the same compression quality are available. Nevertheless, if different
compression quality and content are taken into account, this is not an easy task, due to
spectra overlapping. Thus, in practice, common features may not be useful, and TRR
detection should be based on specific features.

6.3. Temporal Recovery Detection Results Using the Proposed Model based on
Multifractal Features

It is of practical importance to distinguish TRR from original HFR video data. Simply
reducing and recovering HFR can be considered as one of the typical procedures in order
to compensate found losses and to match original frequency. Nevertheless, it should not be
neglected that distortions exist and need not be replaced with original data in cases where
media integrity and authentication are involved. This should be available for any quality
of level expressed here through compression. The selected crf mode enables a practical and
sophisticated approach compared with setting constant quantization or output quality level.
So, such settings are beneficial in practice, since they lead to results that are dependable on
video content itself. The functional TRR detection approach presented in Figure 5b should
serve a wide purpose as a tool. Here, UHD 120 fps data are analyzed.

After preparing video data and generating video trace sequence, feature extraction is
performed according to four multifractal features that can be noted as feature1 to feature4,
respectively, they are relative width, relative height, right side slope of multifractal spectra
and left side distance based on two characteristic points of a spectrum. This is followed by
a classifier which employs features that do not apply any reference. The performance of
different classifiers in multifractal TRR detection is calculated using five randomly selected
video source files from Table 1. These files give two groups of samples by using six crf
values. In five-fold cross-validation, totally, sixty samples are used, presented in Figure 13a,
where videos numerated from 1 to 5 are included. In Figure 13a, samples are presented
as points in two feature domains. There is a linear trend of slope 1.07, and the norm of
residuals calculated as the square root of the sum of the squares is 0.037. By examining
cases, linear fits can be made for each group here. Namely, each group has similar norm
of residuals close to 0.021 but with similar regression slopes close to 1.07, implying that
appropriate fitting lines can be considered as parallel. The proposed model for temporal
recovery detection is based on WkNN using Mahalanobis metric. In Figure 13b, a cross-
validation result is presented, where one point is misdetected as temporally recovered.
In this case, this is a point corresponding to the Beauty sequence of crf20. The trends of
samples for each of the group are noticeable, even though different content is included in
the tests. The experiment is performed on data recovered from 60 fps. Additional tests in
practice were conduced in order to recover HFR HEVC data from 30 fps, showing satisfying
results, as shown in Figure 14.

This is confirmed for YachtRide numerated as the sixth source video from [23] and
TRR from 30 fps, which was not included in the cross-validation. Multifractal spectra of
TRR data from different frame rates, like 24 fps, 30 fps, 60 fps and 96 fps, are presented in
Figure 14f. Even though all YachtRide recovered data are correctly detected, one should
be aware that cross-validation is performed only on TRR from 60 fps and original data of
120 fps, and that such cases with different downsampling should probably be included in
the training. Future experiments need to include various combinations in the spatial–temporal
domain, which was not the focus of this paper. Here, it was of interest to show that the
multifractal domain and the proposed TRR detection can show high accuracy detection
percentage in the set experiment using a relatively low number of features.
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neighbors (WkNN)-based, distinguishing between TRR and original samples.
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Figure 14. (a–c) Recovered sequences from 30 fps and corresponding (d–f) spectra presented with
original data, where, in (f), temporal recovery is performed using different frequency rates.

In Figure 15a, recovered ReadySetGo is presented using several successive frames,
obtaining recovered 120 fps suitable for comparing with 120 fps original data, where the
difference between these two 120 fps is not easy to observe by a standard viewer. This is
shown in order to point out that even though video content is very similar, a difference
exists between HFR data depending on whether TRR is applied or not. Moreover, the
analysis shows that such TRR detection based on multifractal features can be developed.
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The comparison between different distance measures showed significant advantage
of the Mahalanobis metric (15) compared with other choices. In Table 6, the area under
the curve is above 0.86 for different metrics for WkNN. The outcomes of the suggested
approachbased on four features for (13)–(15) are given in Table 6, where the significant
advantage of Mahalanobis is obtained compared with other distances [83]. Moreover, the
performance is examined in the feature domain based on different classifiers, like kNN,
decision tree and SVM, based on polynomial kernel functions such as linear, cubic and
quadratic, as well as WkNN using the Mahalanobics metric, where a cross-validation
procedure is applied. This is presented in Table 7, where recall, precision and accuracy
are calculated, showing the highest value of accuracy for the proposed WkNN approach.
Similar results are obtained for different 120 fps video data from the reference UVG dataset.

For different video content included in the cross-validation, high accuracy is confirmed.
Namely, the average for six iterations for the proposed model still gives a high accuracy of
98.1%, as shown in Figure 15b. The obtained experimental results for TRR detection in the
performed analysis seem promising, giving an accuracy above 98%. All four features are
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selected in the proposed model, where the performance based on fewer features is shown
in Figure 15. The proper choice of classifier and selecting the right distance metric are
necessary to obtain high accuracy results. Video sequences of different complexities and
crf values are tested in the experiment which originated in 2160 p resolution, where only
temporal conversion was applied with TRR HEVC detection, mainly focused on 120 fps.
Compared with this, in [63], where recovery detection is tested, about 96% accuracy for
AVC 60 fps video is reported. Future work should be oriented towards spatial conversions
and other combinations. Here, HEVC compressed video content which originated in 2160 p
resolution and 120 fps is trained and tested, which is usually carried out for much lower
resolution formats and AVC [60–63]. It is expected that for proper training applied to
different content and crf values, the model could be applicable for lower frame rates and
lower spatial resolutions.

Table 6. Performance of WkNN classifier with different metrics.

No. Classifier Type True Positive Rate (TPR) Positive Predictive Value (PPV) Accuracy (Acc)

1 WkNN with Euclidean metric (13) 66.7 80 75
2 WkNN with Cityblock metric (14) 70 80.8 76.7

3 WkNN with Mahalanobis metric (15)
(proposed approach) 96.7 100 98.3

Table 7. Performance of different classifiers in temporal resolution detection.

No. Classifier Type True Positive Rate (TPR) Positive Predictive Value (PPV) Accuracy (Acc)

1 kNN 70 77.8 75
2 Decision tree 60 56.3 56.7
3 Linear SVM 46.7 56 55
4 Cubic SVM 93.3 90.3 91.7
5 Quadratic SVM 89.3 83.3 86.7

6 WkNN with Mahalanobis metric
(proposed approach) 96.7 100 98.3

All the experimental analyses were performed on the same platform, and ffmpeg
was applied for the decoding tasks. This paper’s emphasis is on the effects on LRD and
multifractality and not the hardware or power consumption. Generally, playing 4k HFR
HEVC may produce freezing. Nevertheless, the method does not require reproduction,
and the parsing enables collecting traces in the offline mode with minimal graphic utiliza-
tion. Even though tools for video reproduction can be used, specific graphical processing
acceleration possibilities were not applied, such as Nvidia-GeForce-based ones, and the
settings were kept as simple as possible. Here, CPU utilization is about twenty percent
without visualization. Also, the abovementioned information does not affect the model.
Any visualization increases both CPU and graphics unit utilization. In general, in decoding
processes, there may be slight differences in trace sequences due to testing environment.
Here, by repeating the process and testing different types of content, the model can be
considered as robust. For content creation, action cameras like GoPro can be used. Also,
for editing like audio removal, ffmpeg can be applied. Moreover, precision editing can be
one of the possible challenges which need to be further analyzed. For content creation, it is
possible to set prior acquisition time. Nevertheless, nonadequate editing such as trimming
for modern standards like HEVC may produce corrupted video as an unwanted effect,
which is well known in the forensic field. The proposed model was not developed for
any broadcasting. So far, parsing was performed for sequences of particular length in
offline mode, meaning that a significant amount of data are available for obtaining the
trace sequences and applying the model. However, the tested duration can be treated as a
minimal requirement for the method compared with the commonly used long movie trace
sequences [58].
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One of the advantages of the proposed approach is found in the selection of a small
number of features that do not rely on a reference. In opposition to this, it is expected
that including reference or pseudoreference calculations may additionally improve results,
which is conducted in recent HFR works for HEVC content of different crf values for per-
ceptual and objective quality assessment [32,67]. Also, multifractal and fractal approaches
have been applied on previous compression standards like LFR/SFR MPEG-4 content
using frame size video traces [56–59]. TRR detection related to HEVC HFR has not been
performed so far to the author’s knowledge. The effects have not yet been thoroughly
investigated in the research community due to difficulties found when dealing with HFR
and possible corresponding distortions [10]. HFR changes in temporal resolution affect
video content, which is presented here from the LRD and multifractal standpoint. Tem-
poral recovery detection results using the proposed model based on WkNN and specific
multifractal features show satisfying performance. The TRR detection approach can be
considered useful for HEVC HFR compressed data of different compression quality.

7. Conclusions

This paper presents experimental results obtained for HEVC compressed HFR video
frame size traces for the first time in a multifractal domain. In the analysis, it is presented
that HFR trace sequences manifest long-range dependence and multifractal behavior. In
comparison between temporally recovered UHD 120 fps HFR and corresponding nonre-
covered or original HFR data, lower Hurst indices are obtained, as well as often wider
multifractal spectra. By analyzing spectra for different crf compressed sequences, it is
assumed that it is possible to differentiate TRR signals from the original ones. The pro-
posed WkNN approach was able to detect recovered video data, where the Mahalanobis
measure was applied. Also, the feature vector is of low length, and features are extracted
as nonreference. Input can be a TRR sample, which can be detected without prior assump-
tion related to constant rate factors and without direct comparison between modified and
original sequence. The proposed detection approach gave above 98% in accuracy during
the cross-validation.

Overall, the differences between TRR and original HFR video are not easy to notice,
even though Hurst indices like the ones calculated using R/S statistics show these differ-
ences. Multifractal spectra and their characteristics are also indicative in differentiating
between the two groups consisting of various content and motion. By examination of
the reference UVG dataset included in the video trace analysis, this research shows that
multifractal descriptors and the trained model may be adequate for detection. The model
enabled high-accuracy results regardless of compression rate or content. However, fur-
ther development of the proposed model should be oriented towards other distortion
possibilities in HFR domain.

Integrity and authentification issues may arise, and the approach may be useful in
TRR or frame rate upconversion detection. Namely, there are a lot of challenges associated
with HFR, and HFR needs to be properly addressed in order to truly realize its potential.
The obtained results in this work can be considered valuable for future research. It can be
concluded that HFR represents a significant advancement in the field of video technologies,
and tracing analysis is important for dealing with specific behavior that HFR brings.
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Multifractal characterization and comparison of meteorological time series from two climatic zones. Theor. Appl. Climatol. 2019,
137, 1811–1824. [CrossRef]

78. Fraclab. Available online: https://project.inria.fr/fraclab/ (accessed on 20 June 2023).
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