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Abstract: With the wide spread of massive open online courses ( MOOC ), millions of people have en-
rolled in many courses, but the dropout rate of most courses is more than 90%.
Accurately predicting the dropout rate of MOOC is of great significance to prevent learners’ dropout
behavior and reduce the dropout rate of students. Using the PH278x curriculum data on the Harvard
X platform in spring 2013, and based on the statistical analysis of the factors that may affect learners’
final completion of the curriculum from two aspects: learners’ own characteristics and learners’
learning behavior, we established the MOOC dropout rate prediction models based on logical re-
gression, K nearest neighbor and random forest, respectively. Experiments with five evaluation
metrics (accuracy, precision, recall, F1 and AUC) show that the prediction model based on random
forest has the highest accuracy, precision, F1 and AUC, which are 91.726%, 93.0923%, 95.4145%,
0.925341, respectively, its performance is better than that of the prediction model based on logical
regression and that of the model based on K-nearest neighbor, whose values of these metrics are
91.395%, 92.8674%, 95.2337%, 0.912316 and 91.726%, 93.0923%, 95.4145% and 0.925341, respectively.
As for recall metrics, the value of random forest is higher than that of KNN, but slightly lower
than that of logistic regression, which are 0.992476, 0.977239 and 0.978555, respectively. Then,
we conclude that random forests perform best in predicting the dropout rate of MOOC learners.
This study can help education staff to know the trend of learners’ dropout behavior in advance, so as
to put some measures to reduce the dropout rate before it occurs, thus improving the completion rate
of the curriculum.

Keywords: MOOC learner; dropout rate prediction; dropout analysis; KNN; random forest; logistic
regression; machine learning

1. Introduction

In recent years, massive open online courses (MOOCS) have received widespread
attention. Because of their numerous resources and the excellent resources from many
famous universities and the appearance of platforms such as edX, Coursera and Udacity,
MOOCS have become more and more popular all over the world. However, due to the
lower binding force of MOOC compared with the traditional classroom, many students
have abandoned their learning courses due to some internal or external factors, resulting in
a waste of educational resources. In order to reduce the occurrence of this phenomenon,
researchers have focused on the research of MOOC learners’ dropout behavior prediction,
expecting to accurately find out the learners with dropout risk, and take intervention
measures in advance to enable them to persist in learning, so as to improve the completion
rate of the course [1]. Therefore, predicting MOOC learners’ dropout tendency based on
learning behavior has become a hot topic in MOOC big data analytics [2] and educational
data mining research [3] field nowadays.

MOOCs dropout prediction aims to find out the possibility of quitting the course at a
certain time in the future based on learners’ current learning behavior records [4]. Many
scholars have been studying the problem of MOOCs learners dropping out of school.
Some researchers used traditional classification methods such as logical regression LR [5–7],
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KNN [6], SVM [7–9] to establish prediction models. Lu Xiaohang et al. extracted 19 features
from three perspectives of click stream, homework test and forum behavior on the basis of
courses data, regarded the whole learning cycle of learners as a time series, built a sliding
window model combined with machine learning algorithm to dynamically predict the
dropout rate of learners [8]. Kloft et al. extracted 19 student behavior characteristics which
could be represented as single real numbers from click stream data, comprehensively ran
logical regression and linear SVM methods to predict students’ dropout behavior in the
coming weeks, and concluded that adding forum data to the prediction in the previous
weeks can effectively improve the prediction accuracy [7]. Liang et al. used three classi-
fication features, namely, enrollment feature (Features characterizing learner’s behavior
in particular course), user feature (Features characterizing learner’s behavior in platform)
and course feature (Features characterizing course profile), to build Gradient Boosting
Decision Tree model to predict the probability of students dropping out of school in the next
10 days [9]. Other researchers used neural network methods such as CNN [3,10,11] and
LSTM [11,12] to predict dropout behavior. Literature [10] designed a simple feature matrix
based on time series, combining time information with students’ behavior characteristics,
and using convolutional neural network model to predict dropout. The proposed CNN
model considers the local correlation of learning behaviors and improves the dropout
prediction accuracy. Literature [12] regarded dropout as a time series prediction problem,
constructed a time series of student behavior based on student click streams and forum
data, and used LSTM to predict whether students would drop out of school. LSTM network
outperforms other models in terms of AUC score. Literature [11] comprehensively consid-
ered the advantages of CNN and LSTM, proposed a hybrid network structure CLMS Net
composed of CNN, LSTM and SVM. The proposed model can automatically extract features
from student behavior data, and enhance the performance of dropout prediction.Although
the above methods can obtain a good prediction effect, they have not analyzed the factors
that affect MOOC learners’ dropout behavior from a statistical perspective. Wang Meng-
meng et al. [13] analyzed the factors affecting MOOC learners’ turnover from three aspects:
learners’ own factors, curriculum related factors and technical factors, and proposed spe-
cific strategies to stimulate and maintain MOOC learners’ learning motivation combining
with the ten principles of online learning motivation and stimulation proposed by relevant
scholars [14]. Yang et al. [15] explored the impact of forum posting and social network
behavior on school dropout from the perspective of social network analysis. The above
work focused on the theoretical analysis of the influencing factors of MOOC dropout, but
lacked quantitative analysis of each factor. In general, although there are many studies on
the dropout rate, there is no standardized research method recognized by the academic
community, and most of the studies are still in the process of exploration [5].

In this research, we select the 2013 Spring curriculum data on the HarvardX platform,
use statistical methods to conduct quantitative analysis on the factors that may affect MOOC
learners’ dropout behavior, and make feature selection based on the statistical analysis
results. Then, we establish prediction models for MOOC learners’ dropout behavior using
three traditional prediction models in machine learning: logical regression, K-nearest
neighbor algorithm and random forest algorithm(a decision tree model based on bagging
framework). The model with high prediction performance is selected through experimental
comparison to predict the dropout behavior. This research can enable the teaching staff
and managers to discover the learners’ dropout behavior tendency in advance and make
appropriate intervention as soon as possible, and make learners better adapt to the learning
process, thereby reducing the dropout rate, improving the quality of teaching, and achieving
better teaching results [16].

The main contributions of this study are: (1) dividing the factors that affect learners’
dropout behavior into two categories: learners’ own characteristics and learners’ learning
behaviors for statistical analysis; (2) conducting feature selection based on statistical analysis
of factors affecting dropout behavior; (3) establishing learner dropout behavior models
using logistic regression, random forest and K-nearest neighbor models, respectively;
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(4) carrying out extensive experiments on the data set of the Harvard X platform, train
and test the three prediction models, and drawing the conclusion that the random forest
prediction effect is better than the other two models.

The remainder of this paper is organized as follows: The second section introduces
the dataset and methodology. The third section presents the results of the study. The fourth
part fulfills the discussion, followed by the conclusion in the last section.

2. Method
2.1. Method Description

This paper uses the curriculum data on the HarvardX platform, select gender, age,
source country, academic qualification, active times, the video played time, cumulative
course days, the number of forum posts from the two aspects of learners’ own characteristics
and learning behavior, to conduct statistical analysis on the factors that affect learners’
final completion of the curriculum. Randomly select 75% of the data set as the training
sample, and the remaining 25% as the test set. Based on the results of the above statistical
analysis, Viewed, Exploded, Final_ cc_cname_DI, LoE_ DI, gender, age, events, ndays_ act,
nplay_ video, chapters, nforum_Posts, duration were used as independent variables, and
drop_out was used as the dependent variable to predict the dropout rate. L1 regularization
is used for parameter selection, and logical regression, K-nearest neighbor algorithm and
random forest model, which are more traditional prediction models in machine learning,
are fitted to establish prediction model for MOOC dropout rate. The models are trained
and predicted. Accuracy, precision, recall, F1 and AUC are utilized as evaluation metrics to
compare the performance of the three prediction models. Then, we can choose the better
one to analyze and predict MOOC learners’ dropout behavior. The framework of proposed
dropout prediction method is shown in Figure 1.

Figure 1. The framework of proposed dropout prediction method.

2.2. Dataset
2.2.1. Data Description

May 2014, Harvard University and Massachusetts Institute of Technology jointly
released the sorted open data of 16 courses on the edX platform for the 2012–2013 academic
year for global researchers [17]. This is also the first large-scale MOOC open data, providing
data support for researchers to deeply analyze and study MOOC learners and courses [18].
Here we used a more cleaner and concise version of this edX dataset from Kaggle for our
experiments [19]. There are 416,921 rows 21 columns of original data in this Kaggle dataset
including the basic information and learning behavior of learners from 2012 to 2013 on
HarvardX and MitX platforms. It includes 21 columns, including course name, semester,
number of students, number of videos watched, number of forum posts, etc. (see Table 1
for details). This research selects the 2013 spring course PH278x on the HarvardX platform
randomly. The total number of students in this course is 25,269.
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Table 1. Columns in the dataset.

ID Column Name Description

1 Institute Institute of the learner( HarvardX or MitX)
2 course_id Course ID, stands for different courses
3 year Year of the course
4 semester Semester of the course
5 userid_DI User ID
6 viewed Watched more than half of the videos
7 explored Learned more than half of the chapters
8 certified Whether it is qualified
9 final_cc_cname_DI Country or region

10 LoE_DI Educational background
11 gender Gender of learners
12 grade Test score
13 start_time_DI Course start time
14 last_event_DI Course end time
15 nevents Login learning times
16 ndays_act Active times
17 nplay_video Number of videos watched
18 nchapters Number of learned chapters
19 nforum_posts Number of posts
20 incomplete_flag Incomplete sign
21 age Age of learners

2.2.2. Data Preprocessing

Quick glancing at the whole data set, we can see that there are 1100 missing values in
the gender column. Considering that the data set has 25,269 rows in total, the number of
rows with missing values is relatively smal (4.35%, less than 10%), and the missing values
are completely independent of other data, namely the missing value is of type Missing
Completely At Random (MCAR), then we delete these rows directly [20–22]. last_event_DI
minus start_time_DI to obtain the value of the duration column . Encode the semester and
gender variables with one-pot method, delete the ID type data such as userid_ID, perform
z-score normalization for the numerical variables . Check the distribution of variables, there
is no significant outliers. After all of these operations, there are 241,6921,992 lines of data
remained. The descriptive statistics about the numerical attributes of the model is as Table 2,
and the descriptive statistics about the classes of the dependent variable is as Table 3 shown:

Table 2. The descriptive statistics about the attributes of the model.

No. Attribute Name Mean SD

1 viewed 0.573958 0.494510
2 explored 0.044189 0.205519
3 age 28.421035 8.612381
4 nevents 166.813521 421.455602
5 ndays_act 3.453432 5.092206
6 nplay_video 18.892672 110.035377
7 nchapters 1.411643 1.848194
8 nforum_posts 0.002069 0.045438
9 duration 53.254913 62.379316

Table 3. The descriptive statistics about the classes of the dependent variable.

Drop_out Number Proportion

Yes 21,186 87.6577%
No 2983 12.3423%
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2.3. Prediction Models

In this paper, we use the following three models to predict the dropout rate: logistic
regression, random forest and k-nearest neighbor. The following are their descriptions,
respectively.

2.3.1. Logistic Regression

Logistic regression model is a kind of generalized linear model, which is basically the
same form as the multiple linear regression analysis model, and both of them have w′x + b.
Logistic regression uses sigmoid function to convert the predicted value z = w′x + b
generated by linear regression model into [0,1] interval value [23]. Binary logistic regression
model is a classification model, and its distribution is as follows:

P(y = 1|x) = exp(w′x + b)
1 + exp(w′x + b)

(1)

P(y = 0|x) = exp(w′x + b)
1 + exp(w′x + b)

(2)

where x ∈ Rn, y ∈ 0, 1, w and b are weights and offset values. Given an input vector x, you
can find the value of P(y = 1|x) and the value of P(y = 0|x). By comparing the size of the
two values, you can divide x into the category with larger value.

The process of MOOC learners’ dropout behavior prediction based on logistic re-
gression model is as follows: the first step is to define the range of logistic regression
superparameters, the second step is to create a new logistic regression object, the third step
is to set AUC score as the model measurement standard, the fourth step is to cross verify
the grid search to select the optimal superparameters, the fifth step is to use the optimal
superparameters to fit the model on the training set, and the sixth step is to use the fitted
model to predict on the test set. Figure 2 is the flow chart of MOOC learners’ dropout
behavior prediction based on logistic regression model.

Start

Define the range of logistic
regression superparameters New logistic regression object

Set AUC score as the model
measurement standard

Cross check grid search to select
the optimal hyperparameter

Fitting model on training set with
the optimal super parameters

Predict on the test set
with the fitted model

Result comparisonEnd

Figure 2. Logistic Regression model prediction flowchart.



Appl. Sci. 2023, 13, 1068 6 of 17

2.3.2. K Nearest Neighbor

KNN is one of the most commonly used classification algorithms. The idea of the
algorithm is as follows: if most of the k most similar (k nearest neighbors) samples in
the feature space belong to a certain category, the sample is classified into that category.
KNN classification algorithm includes training set and test set. When new test data
comes, the classification results can be predicted according to the training dataset [24].
The training and prediction process of MOOC learner dropout behavior prediction model
based on K-nearest neighbor is as follows: the first step is to define the k-nearest neighbor
superparametric range; the second step is to create a new k-nearest neighbor object, and
the third step is to set AUC score as the model metric; the fourth step is to cross verify the
grid search and select the optimal super parameters; the fifth step is to fit the model on the
training set with the optimal super parameters; step 6 use the fitted model to predict on the
test set. Figure 3 is the flow chart of MOOC learners’ dropout behavior prediction based on
K-nearest neighbor:

Start

Define the range of k-nearest
neighbor superparameters New k nearest neighbor object

Set AUC score as the model
measurement standard

Cross check grid search to select
the optimal hyperparameter

Fitting model on training set
with optimal super parameters

Predict on the test set
with the fitted model

Result comparisonEnd

Figure 3. Prediction flow chart based on K-nearest neighbor model.

2.3.3. Random Forest

Random forest is a combined classification model composed of many decision tree
classification models. It can ensemble a variety of decision rules to learn from data sets.
Each decision tree classification model has voting rights to obtain the optimal classifi-
cation results. This algorithm is widely used in multidimensional data and has good
performance [25].

The randomness of random forest is reflected in the random selection of data sets and
the random selection of features to be selected. Random selection of data sets refers to
taking samples with return from the original data set to construct a sub data set, and the
data volume of the sub data set is the same as that of the original data set. Elements in
different sub datasets can be repeated, and elements in the same sub dataset can also be
repeated. Similar to the random selection of data sets, each splitting process of the subtree
in the random forest is to randomly select some features from all features, and then select
the optimal feature from these randomly selected ones.

The construction process of random forest algorithm is as follows: (1) Use bootstrap
method to select n samples from the original training set by sampling with replacement,
take N times in total, and generate N training sets.; (2) Select features and train the decision
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tree model for N training sets, respectively.; (3) For a single decision tree model, suppose
the sample set contain M feature attributes, randomly select m attributes from M attributes
as a subset (m < M), and select the optimal features from the subset with minimum Gini
index to split.; (4) Repeat the above steps, establish multiple decision trees to form a random
forest, use N decision trees for classification prediction, and follow the voting mechanism
to determine the prediction result of dropout rate. The key of decision tree learning is how
to choose the best feature to split. This work uses “Gini index” as the index of decision tree
to choose the best feature.

Gini index is calculated as:

GIm =
k

∑
k=1

p̂mk(1− p̂mk) (3)

The importance of feature in node m, that is, the change of index before and after node
m branching is,

VIM(Gini)
ij = GIm − GIl − GIr (4)

where, VIM(Gini) represents the fractional statistics of the variable Xj, GIl , GIr represent
the indexes of the two new nodes after branching, respectively.

If the node of the feature in the decision tree is in the set M, the importance of the
feature Xj in the tree i is

VIM(Gini)
ij =

M

∑
m=1

VIM(Gini)
jm (5)

Assuming that there are n trees in RF, the importance of features in RF is defined as

VIM(Gini)
ij =

1
n

N

∑
i=1

VIM(Gini)
ij (6)

2.4. Evaluation Metrics

The accuracy, precision, recall, F1, Area Under roc Curve (AUC) are used to evaluate
the benefits and drawbacks of the model. The definitions are as follows:

accuracy =
TP + TN

P + N
(7)

Accuracy is the most commonly used evaluation index, where TP (True Positive) is the
number of positive samples predicted as positive classes by the model, TN (True Negative)
is the number of negative samples predicted as negative classes by the model. P + N is the
number of all samples.

precision =
TP

TP + FP
(8)

where FP (False Positive) stands for negative samples predicted as positive by the model.

recall =
TP

TP + FN
=

TP
P

(9)

where FN (False Negative) is the number of negative samples predicted as positive by the
model.

F1 = 2 · precisioin · recall
precision + recall

(10)

The F1 score indicator combines the results of the outputs of precision and recall. The
value range of F1 score is from 0 to 1. 1 represents the best output of the model, and 0
represents the worst output of the model.
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AUC =
∑i∈positiveClass ranki − M∗(M+1)

2

M× N
(11)

The result of AUC shows how many pairs of positive samples scored higher than
negative samples. Classify the set of samples with known positive and negative values,
and sort them from high to low probability. Ranki refers to the sorting of the ith positive
sample. M× N represents positive and negative sample pairs, in which M refers to the
number of positive samples and N is the number of negative samples.

3. Result
3.1. Analysis on the Factors of MOOC Learners’ Dropout Behavior

In this work, we define a learner with dropout behavior if he has a zero grade value.
Add a dropout column in the dataset according to the grade column. If the grade column
has a zero value, then the dropout is labeled “0”, otherwise it is labeled “1”. This paper
analyzes the dropout behavior from two aspects: the characteristics of learners and their
different learning behaviors. (1) From the characteristics of learners, including gender,
age, different countries and regions, and educational background. (2) From the different
learning behaviors of learners, including active times, video playing time, cumulative days
of courses, and number of forum posts.

3.1.1. Analysis from the Characteristics of Learners

(1) Relationship between dropout and gender

Gender differences may lead to different energies and interests between male and
female. In order to explore the impact of gender on learners’ dropout behavior, this paper
compares the number of boys’ dropout with that of girls. The analysis results are shown in
Table 4. It can be seen that the dropout rate of male students is 88%, slightly higher than
that of female students, which is 87.2%. There is not much difference between these two, so
gender factors have little impact on the drop out rate.

Table 4. Number and proportion of dropouts by gender.

Whether
Dropout Yes No

Gender Number Proportion Number Proportion

Female 10,412 87.2611% 1520 12.7389%
Male 10,774 88.0445% 1463 11.9555%

(2) Relationship between dropout and age

Age differences will lead to differences in learners’ energy, interest, time investment,
and even academic qualifications. Therefore, this paper analyzes dropout behavior from the
perspective of age. In order to explore the influence of age on learners’ dropout behavior,
this paper compares the number of dropouts at different ages. From the statistical data, the
average age of dropout students is 28.404701, and the average age of non dropout students
is 28.537043. The average age of both is 28 years old, and the age distribution of students
who drop out of school and students who do not drop out is basically the same.; It is also
obvious from the box diagram (Figure 4) and the violin diagram (Figure 5) that there is not
much difference between the two. Therefore, age has little effect on dropout behavior.
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Figure 4. Box plot of dropout and age statistics.

Figure 5. Violin plot of dropout and age statistics.

(3) Comparison of student dropout in different countries

Different countries and regions where learners live, different national conditions
and different learning requirements in MOOC may lead to different academic pressure
and interests of learners. Therefore, this paper chooses to analyze the impact of national
factors on dropout behavior. In order to explore the impact of different countries and
regions on learners’ dropout behavior, this paper compares the number of dropouts in
various countries and regions. From the following statistics of the number of students
in Figure 6, the United States and India have the largest number of students in PH278X;
judging from the dropout rate of this course, which is shown in Table 5, China has the
highest dropout rate.
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Table 5. Dropout rates of students in different countries

Dropout No Yes
Country/Region (Decimal Fraction) (Decimal Fraction)

Australia 0.084459 0.915541
Bangladesh 0.046154 0.953846

Brazil 0.105897 0.894103
Canada 0.127566 0.872434
China 0.019685 0.980315

Colombia 0.109705 0.890295
Egypt 0.094737 0.905263
France 0.142857 0.857143

Germany 0.174274 0.825726
Greece 0.164502 0.835498
India 0.131353 0.868647

Indonesia 0.098246 0.901754
Japan 0.089552 0.910448

Mexico 0.136029 0.863971
Morocco 0.063492 0.936508
Nigeria 0.147196 0.852804

Other Africa 0.104512 0.895488
Other East Asia 0.076923 0.923077

Figure 6. Comparison of the number of total students in different countries.

(4) Comparison of dropouts among students with different academic qualifications

Different levels of knowledge will lead to different learning speeds and interests. In
addition, too slow learning speed is likely to lead to dropout behavior [26,27]. Therefore,
this paper discusses the influence of academic factors on dropout behavior. Table 6 and
Figure 7 show the statistical results of the dropout rate of students with different academic
qualifications. According to the statistical results, the dropout rate of students with differ-
ent academic qualifications are both more than 80%. The dropout rate of students with
doctorate degree is the lowest, which is 84.6%. The dropout rate of students with secondary
degree is the highest, which is 88%. The gap is not obvious. Therefore, the educational
background has a limited influence on dropout behavior.



Appl. Sci. 2023, 13, 1068 11 of 17

Table 6. Dropout rate among students with different academic qualifications

Dropout No Yes
Education Level

Bachelor’s 0.120490 0.879510
Doctorate 0.153971 0.846029

Less than Secondary 0.142091 0.857909
Master’s 0.128045 0.871955

Secondary 0.119019 0.880981

Figure 7. Dropout rate among students with different academic qualifications.

3.1.2. Analysis from the Learners’ Learning Behavior

(1) Relationship between dropout and active times

We analyze the active times of learners in a period of time (40 days). In terms of the
average active times of dropout students and students who normally complete their studies,
the average active times of students who normally complete their studies in 40 days is
10.444 days, while the average active times of dropout students is 2.469 days, as shown in
Figure 8. The results show that the active times of students is an important factor affecting
dropout, and students who are inactive for a long time are likely to drop out.

Figure 8. Average active days of dropout students and non-dropout students.
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(2) The relationship between dropout and the number of videos played

Playing video is an important way for learners to acquire knowledge in MOOC.
Therefore, this paper counts the number of videos played to analyze its relationship with
dropout behavior. The statistical results show that the average number of videos played
by students who drop out of school is only 8.105305, while the average number of videos
played by students who complete their study is 95.507208. Therefore, generally speaking,
students who rarely play videos are more likely to drop out of school. Average number of
videos played by dropout students and non-dropout students is shown as Figure 9.

Figure 9. Average number of videos played by dropout students and non-dropout students.

(3) Course cumulative days and dropout comparison

Course cumulative days refer to the days accumulated from the beginning to the end
of the course. After statistical analysis, the average learning days of dropout students are
47.189276 days, and the average learning days of students who have completed the course
are 96.334563. It is obvious from Figure 10 that the average learning days of students who
complete the course are 2x times more than those of students who dropout the course.
From this, we can conclude that the longer students continue to study, the less likely they
are to drop out of school.

Figure 10. Comparison of average learning days between dropout students and students who
normally complete their studies.
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(4) The relationship between droppout and the number of forum posts

In the MOOC learning process, because there is no face-to-face communication, learn-
ers have to attend classes alone, and their questions may not be answered. Learners’
loneliness will reduce their learning experience and engagement [28]. Posting on the forum
helps to reduce learners’ loneliness [29], so we can start from the number of posting on
the forum to analyze the dropout rate. Statistical analysis shows that the average number
of Posts posted on the forum by students who normally complete their studies in course
PH278X is 0.008716, while the number of students who drop out is 0.001133, indicating that
students generally rarely post on the forum, and the proportion of Posts posted by students
who dropout the course is less than the average number of students who complete their
studies. Because both students who complete their studies and students who drop out
seldom post, the number of posts may not effectively predict students’ dropout.

3.2. Prediction Results of MOOC Learners’ Dropout Behavior
3.2.1. Prediction Model Parameter Setting

The optimal parameters adjusted through the five-fold cross-validation are as follows:
For Logical regression model, the optimal parameter C selected based on AUC score is 1.0,
the penalty is l2, and the solver is saga. The average auc score corresponding to the model
of optimal parameter training is 0.7730286887835808.

For K-nearest neighbor model, the optimal parameter selected based on AUC score:
the number of neighbors K is 46, and the average AUC score corresponding to the optimal
parameter training model is 0.905862470667496.

For Random forest model, the optimal parameters selected based on the AUC score:
classweight is None, max_depth is 11, and ’n_estimators’ is 200. The average test AUC score
corresponding to the model trained with the optimal parameters is 0.9247321467242857.

3.2.2. Prediction Results

The comparison data of different models prediction effects is shown in Table 7.
The best performance of the experimental results is shown in bold. It can be seen from the
table that although the recall rate of MOOC learner dropout behavior prediction model
based on random forest is slightly lower than that of LR model, it has the highest accuracy,
precision, F1 value and AUC value among the three models, namely accuracy = 0.917260,
accuracy = 0.930923, F1 = 0.954145, AUC = 0.925341. Therefore, considering the five perfor-
mance evaluation metrics: accuracy, precision, recall, F1 and AUC comprehensively, we
can conclude that the MOOC learner dropout behavior prediction model based on random
forest has better prediction performance than the model based on logical regression and
the model based on K-nearest neighbor. That is, random forest has the best performance in
predicting the dropout rate of MOOC learners.

Table 7. Comparison of different models prediction effect.

Models Accuracy Precision Recall F1 AUC

LR 0.902697 0.905907 0.992476 0.947217 0.808006
KNN 0.913950 0.928674 0.977239 0.952337 0.912316

RF 0.917260 0.930923 0.978555 0.954145 0.925341

The ROC curve of model prediction effect comparison is shown in Figure 11. It can
be seen from Figure 11 that the ROC curve of random forest surrounds the ROC curve of
k nearest neighbor and the ROC curve of logistic regression, and the ROC curve of KNN
includes the ROC curve of logistic regression. Therefore, the area under the ROC curve,
that is, the AUC score of random forest is greater than that of k nearest neighbor and greater
than that of logistic regression, which is consistent with the AUC result calculated above.
The higher the AUC score, the better the prediction effect of the model, that is to say, the
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prediction effect of the random forest model is better than that of the k-nearest neighbor
model, and better than that of the logistic regression model.

Figure 11. ROC curve of model prediction effect comparison.

4. Discussion

In previous work, some scholars used traditional classification methods such as
logical regression LR [5–7], KNN [6], and SVM [7–9] to establish prediction models.
Some scholars also use neural network methods such as CNN [3,10,11] and LSTM [11,12]
to predict dropout behavior. Although the above methods have achieved good results in
predicting the dropout rate, they have not statistically analyzed and visualized the factors
affecting MOOC learners’ dropout behavior. Some other scholars theoretically analyzed the
strategies to maintain MOOC learning motivation [13] and explored the impact of forum
posting and social network behavior on dropout [15]. However, their work focus on the
theoretical analysis of the influencing factors of MOOC dropout, lacking a quantitative
analysis of each factor.

This paper selects gender, age, source country, academic qualification, active time,
video playing time, course cumulative days, and the number of forum posts to analyze
learners’ dropout behavior, from the two aspects of learners’ own characteristics and
learning behavior. The analysis results show that the dropout behavior is related to factors
including the source country, the active time, the video playing time, and the cumulative
learning days. Specifically, the dropout rate of students whose source country is China
is relatively high. This may be because learners from China are restricted by objective
conditions such as language and network access, which affects their learning behavior on
the EdX platform. Students with less active time, fewer videos playing time, and fewer
cumulative learning days are more likely to drop out of MOOC, which indicates that
students’ online participation is more accurate and objective in measuring their learning
behavior [30]. However, gender, age, academic qualification, and the number of forum
posts have little impact on the dropout behavior. Earlier, Taylor also pointed out in his
work [5] that the number of forum posts had little influence on dropout behavior.

The MOOC dropout rate prediction method proposed in this paper uses three common
machine learning methods to predict the dropout rate on the basis of statistical analysis
and visualization of various factors in the data set. The experimental results show that
the overall prediction results of the three models are significantly better than those of the
models without statistical analysis steps. Although the prediction algorithm used in this
study is relatively traditional, it has achieved good prediction results. This shows the
importance of statistics and analysis of various factors that may cause dropout. In addition,
the dropout behavior defined in this paper refers to the total score of 0 during the whole
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learning period. However, the dropout behavior defined in the previous literature refers to
learners do not have any online learning activities for seven consecutive days. The author
believes that MOOC learners are mostly part-time learners, that is, they usually do online
learning while working (or completing their offline learning). It is normal that there is no
learning activity for the whole week occasionally. This may be another reason why the
results of this paper are better than other works.

In addition to the above analyzed factors, there are many other factors that affect the
dropout behavior of MOOC learners, such as teachers’ teaching factors (teachers’ accents,
teaching contents, etc.), which cannot be fully covered in this paper, but the unselected
factors may have a great impact on the dropout rate. In future work, we will investigate
how other factors from multiple sources can be combined to enhance the dropout prediction
of MOOCs and explore other machine learning models to further improve the accuracy of
dropout prediction.

Finally, we hope that the definition and analysis method of dropout used in this
paper can have some reference significance for the follow-up research. The proposed
MOOC dropout rate prediction method can enable teaching staff and managers to quickly
determine learners’ dropout behavior tendencies.

5. Conclusions

To prevent students’ dropout behavior and reduce the dropout rate, this paper studies
the prediction of MOOC dropout. First of all, using the curriculum data on the Harvard X
platform, we selected gender, age, source country, academic qualification, active times, video
playing time, cumulative course days, and number of forum posts from the two aspects of
learners’ self-characteristics and learning behavior to statistically analyze the factors that affect
learners’ completion of the course. Then, according to the results of statistical analysis, feature
selection is carried out, and MOOC dropout rate prediction models based on logical regression,
K-nearest neighbor algorithm, and random forest algorithm are established. At last, accuracy,
precision, F1 and AUC are used to compare the performance of the three prediction models.
The experimental results show that the accuracy of random forests is the highest among the
three models, with an accuracy of 0.917260, a precision of 0.930923, F1 0.954145, and AUC
0.925341. The prediction effect of random forests is better than that of k-nearest neighbor
model and logical regression model.

Although we have analyzed many factors that may affect the final completion of
MOOC from two aspects: learners’ own characteristics and learners’ behavior, there are
still many factors that affect MOOC learners’ dropout behavior, which cannot be fully
covered in this paper. In future work, we will study how to combine other factors, such
as teachers’ teaching factors, to enhance MOOC’s dropout prediction, and explore more
machine learning models to further improve the accuracy of dropout prediction.
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The following abbreviations are used in this manuscript:

MOOC Massive open online courses
KNN K-nearest Neighbor
LR Logistic Regression
RF Random Forest
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