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Abstract

:

Damaged edges of bone tag images contain external factors such as impurities and damage, which affect the stitching process and lead to repair errors. Therefore, this paper proposes a stitching method based on image edge position feature matching. The objective is to improve the accuracy of image stitching by matching feature points based on the position of the image edge pixel so as to solve the accurate stitching of broken edge contour. In the first step of this method, the image containing the broken edge is preprocessed by edge detection, and the location of the broken edge pixel is proposed. Secondly, the feature descriptors were calculated to extract the shape and texture information of the feature points on the fracture edge. Finally, the feature points are optimized by minimum correction and image mosaic is carried out. In terms of image stitching, pre-registration is performed by finding the feature descriptors that are most similar to the edge of the optimum fracture surface profile. The matching operator is added to the overlapping region to obtain the corrected image, and the panoramic image mosaic of the image fracture surface is performed. The experimental results show that feature descriptor matching can ensure the integrity of the fracture, improve the matching accuracy, optimize the uneven deformation of the fracture, ensure the quality of image stitching, and reduce the degree of image distortion.
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1. Introduction


The bone tag unearthed in the Weiyang Palace of Chang’an City in the Han Dynasty is of great significance for the study of the official culture of the Han Dynasty. Due to the different shapes of bone tag fragments, manual splicing of bone tag fragments is time-consuming and labor-intensive, especially the splicing of tiny bone tag fragments. Wrong splicing is prone to occur in the long-term splicing state. With the development of science and technology and digital information, the digital restoration technology of cultural relics is increasing day by day. Therefore, the research on the digital splicing of the bone tag has become imperative work, and at the same time, the splicing of micro and small cultural relic fragments has extremely important practical significance. Image stitching [1] is the connection of images in the broken part of the image or the same scene so that it can be completely fused [2] to form a complete image, which is an important step in image restoration and restoration. Image stitching is the registration of a group of images with interrelationships from different viewing angles or the same viewing angle, and then sampling and fusing image information to form a wide viewing angle, complete, high-definition new image technology containing image information. Image stitching must be visually reasonable, and attention should be paid to the details of feature descriptor extraction, especially in the broken part of the image.



In the research of image edge detection [3], Roberts, Prewitt, Sobel, Canny, etc. [4] are effective edge detection operators. The Roberts operator has accurate edge location but is sensitive to image noise. The image noise has a smoothing effect, but the location of the edge is not clear. The Sobel operator can eliminate the influence of image noise, but the distinction between the subject and the background is not clear [5], and the Canny operator [6] has a good signal to noise. Compared with the inspection accuracy, the localization is strong, and its edge detection standard is relatively strict. It is a multi-stage optimization operator with filtering, enhancement and detection [7]. In the study of image feature descriptor matching, Harris et al. [8] proposed a feature-based registration algorithm. Compared with the phase correlation method, the algorithm improved the matching speed and accuracy, but the Harris response function. The calculation is related to the empirical value and lacks stability. In 2010, Calonder et al. [9] proposed a binary feature descriptor for fast computation and expression. In the ever-increasing real-time requirements, the ORB algorithm [10] also appeared, which can meet the real-time requirements, but it does not. With scale invariance, the application scenarios are constantly limited. In the study of image stitching technology, Wang et al. [11] aimed at pottery fragments with missing geometric information, the splash line method was used to extract the texture feature lines of the fragments, sample the dense points of the 3D model, and sputter two depths with different parameters, image, and generate graphics according to the difference between the two images, and complete the stitching of the images. Lin et al. [12] proposed a Smoothly Varying Affine (SVA) transformation for better local adaptation. Chen et al. proposed a Global Similarity Prior (GSP)-based warping [13] by minimizing the energy function consisting of aligned, local and global similarity terms; their method was designed to account for distortions in non-overlapping regions but linearly. The structure is not well protected. Zhang et al. constructed a global stitched image by composing a global objective function through alignment and a set of prior constraints, allowing a wide baseline of image and non-planar scene structures [14]. Lin et al. considered differences in pixel intensities instead of the well-known Euclidean distance, which works well in low-texture images [15]. Li et al. proposed Quasi-Homography (QH) warping [16], which effectively balances the distortion in non-overlapping regions and facilitates the creation of natural-looking panoramas. However, scenes with large parallax [17] are not flexible enough to reduce distortion.



In this paper, an image-splicing method corresponding to the fracture location is proposed. In order to overcome the inaccuracy of splicing the fracture edges of bone picks, feature points are extracted and matched with the edge texture feature information, and then pixel position splicing is completed. The real-time stitching of different bone sign image backgrounds was carried out, and the effect was compared with that of manual stitching. A splicing method is established in the region of the image fracture position. By detecting the edge of the image fracture position, feature descriptors are extracted, and pixel positions are matched, and edge features are applied to edge position splicing. The main contribution is to propose an accurate stitching method of edge pixel position, which can deal well with the problem of the uneven damaged position of the image and reduce the situation of dislocation stitching. The advantage of this method is that, when stitching the image fracture position, the feature descriptor of the image fracture position is extracted by detecting the contour edge of the image, and then the feature descriptor pair is matched to align the position points of the image fracture edge, and the best pixel position is stitched to ensure the integrity of the stitching image.




2. Basic Method


2.1. Contour Edge Calculation


The purpose of the image binarization processing [18] is to effectively extract the edge texture [19] information of the fracture surface when using the edge detection algorithm so as to prevent the interference of the non-edge texture information of the image. The image binarization processing needs to perform the difference calculation in the horizontal and vertical directions to highlight the edge information. The horizontal direction is recorded as the  X  direction, and the vertical direction is recorded as the Y direction. The  X  and  Y  direction operators are shown in Formula (1)


    X  d i r e c t i o n   =       − 1    0   1      − 2    0   2      − 1    0   1                     Y  d i r e c t i o n   =      1   2   1     0   0   0      − 1     − 2     − 1         



(1)







Traverse the image pixels, define a box filter with a size of 3 × 3, and calculate the filter difference in the  X  direction and the  Y  direction of the pixel, respectively. The calculation method is as follows:


   I X  =  X  d i r e c t i o n   *  I  x , y   / 4  



(2)






   I Y  =  Y  d i r e c t i o n   *  I  x , y   / 4  



(3)







In which,  x  and  y  correspond to the width and height of the image pixel coordinate point position, the value range of  x  is   x ∈ [ 3 ,  I  w i d t h   − 2 ]  , and the value range of  y  is   y ∈ [ 3 ,  I  h e i g h t   − 2 ]  . After obtaining    I X    and    I Y   , calculate the edge difference of the entire image, the calculation formula is (4)


   I  s c o r e   =   (  I X    2  +  I Y    2  )    1 2     



(4)







The image edge difference of    I  s c o r e     is inserted into the image, and the difference in the image is normalized to prevent the difference from exceeding the range of 0–1.



The Canny operator has a balance between denoising and edge details of the image and can be an ideal edge detection operator. The principle of edge detection is to select an appropriate Gaussian function to smooth the pixels of the image row and column and filter the noise. At this time, the normalized image is    I  x , y    , and the gradient magnitude and direction of each pixel are calculated. The differential operator adopts   [ − 1 , 0 , 1 ]   and     [ − 1 , 0 , 1 ]  T   , and the pixel gradient is set to     [  g x  ,  g y  ]  T   . The calculation formulas of the pixel gradient magnitude and direction are as follows:


  M ( x , y ) =    g x    2  +  g y    2     



(5)






  θ ( x , y ) = arctan (  g y  /  g x  )  



(6)







Perform non-maximum suppression operation on the gradient image, eliminate the stray noise in the process of image edge detection, calculate the high and low thresholds of the gradient edge pixels, and process the image pixels after the maximum value suppression according to the high and low thresholds. The maximum value suppression pixel grayscale is set to 0, the pixel grayscale greater than the high threshold is set to 1, and the pixels between the high and low thresholds are recorded as weak edge pixels to ensure the distinction between image texture and non-texture information. For accurate edge results, weak edges need to be suppressed. Comparing each pixel    I  x , y     Gradient direction pixel values in the surrounding 8 neighborhoods, the magnitudes of both pixels in the gradient direction are less than    I  x , y    . It is an edge pixel; otherwise, the edge pixel is filled, and its gradient value is set to 0.




2.2. Feature Descriptors


In this paper, the ORB algorithm is used to extract feature descriptors. The ORB algorithm [20] is improved on the basis of the FAST algorithm [21]. The advantage lies in the efficient completion of feature extraction and feature description. Rotation invariance. The algorithm adopts binary description, which reduces storage space, improves the speed of feature descriptor generation, and reduces the time required for feature matching. The feature key points are in the prominent area of the image, and the ORB algorithm finds a special area in the image and calculates the corresponding feature vector for each key point, which can identify specific objects in the image.



ORB determines the feature vector by the moment method, takes the feature point as the center of the circle, sets the feature point area with radius r, the moment method finds the centroid of all feature points in the area, and connects the feature point and the centroid to form a vector, this vector is used as the feature direction vector. The method of moments is defined as follows:


   m  p q   =    ∑   x q   y p  I ( x , y )                           p , q ∈ { 0 , 1 }  



(7)







On an edge-detected patch,   I ( x , y )   is the gray value at   ( x , y )   and    m  p q     is the moment of the image. The centroid  C  of the image block is calculated by the method of moments, and the coordinates are


         C x  =    m  10      m  00            C y  =    m  01      m  00            



(8)







Connect the geometric center O and the centroid  C  of the image block to obtain a direction vector, take the feature point as the original coordinate, and obtain a direction angle, which is defined as


  α = arctan (  m  01   /  m  10   )  



(9)







The orientation angle of the feature points of each ORB image patch can be represented by  α . When ORB calculates the feature descriptor, it is expressed in binary and is defined as


  τ = ( p ; x , y ) =        1                        p ( x ) ≤ p ( y )        0                        p ( x ) > p ( y )        



(10)







In which,   p ( x )   and   p ( y )   are the grayscale values of a pair of points at   ( x , y )   respectively.



While ORB extracts feature descriptors, it has the characteristics of rotation invariance and scale invariance. Scale invariance is to perform Gaussian blur transformation of different scales on the image, down-sampling, and performing FAST feature point detection for each layer of pyramids. Obtain the key points of images of different scales, and finally extract the sum of the feature points from n images of different scales as the image feature descriptor. ORB assigns orientations to key points, creating the same vector regardless of the orientation of the key points, making it rotationally invariant.




2.3. Image Stitching


In the process of image matching [22,23], the existence of wrong matching points often affects the matching accuracy, resulting in blurred fusion [24] of noise edge pixels. The ideal image stitching line is the minimum line of color and structural strength difference in the overlapping area of the image-breaking position. The minimum line of the image-breaking position is defined as follows:


  E ( x , y ) =  E  c o l o r     ( x , y )  2  +  E  g e m e t r y   ( x , y )  



(11)







In which,    E  c o l o r     ( x , y )  2    represents the difference between the color values of overlapping pixels,    E  g e m e t r y   ( x , y )   represents the difference in the structural strength. The structural strength difference is realized by modifying the gradient operator. The gradient operator in the horizontal and vertical directions of the image is Formula (1). Assumed reference image    I 1    and target image    I 2   , but    E  g e m e t r y   ( x , y ) = d i f f (  I 1  ( x , y ) ,  I 2  ( x , y ) )  ,   d i f f   it is the product of the gradient difference between the two images in the horizontal and vertical directions. According to the feature descriptor, Equation (11) is used to calculate the minimum line difference of pixel color and structural strength difference. Line i, where the current pixel is located, is obtained according to the location of the broken pixel (x,y), and the pixel values at (x + 1,y − 1), (x + 1,y) and (x + 1,y + 1) of the next line i + 1 are obtained, respectively. The SAD algorithm is used to calculate pixel matching, and the matching values are S1, S2 and S3. Take the pixel with the smallest matching value and the broken pixel (x,y) to calculate Equation (11), replace the most similar pixel to the position of the broken pixel, calculate the position of the next broken pixel, and constantly update the pixel adjacent to the broken position as the replacement pixel for position stitching. In order to avoid large error points caused by the connection at the fracture position, the extension conditions were appropriately restricted for the connection line at the fracture position, and the matching result value was compared with the mean value of the adjacent 3 pixels to prevent the pixel matching replacement error from being too large. Combined with the pair of feature descriptors, the direction of the extended method can be controlled and corrected by the feature descriptors [25].





3. The Proposed Algorithm


In the process of computational vision image processing, it is easily affected by the external environment, such as light intensity, humidity, and shooting angle. Smoothing, removing noise, extracting feature points, confirming similar pixels on the edge of the image, and finally performing image stitching processing, etc., improve the image processing process, reduce errors from external environmental factors, and ensure that image processing is practical and real-time (Figure 1).



The overall algorithm implementation steps are as follows:



Input: ordered fracture edge bone tag images, divided into upper and lower parts, the number is equal, upper part    I  t o p   (  I 1  ,  I 2  , ⋯ ,  I N  )  , the lower part    I  b o t t o m   (  I 1  ,  I 2  , ⋯ ,  I N  )  



Output: stitching complete image  I 



Step 1: Binarize all images    I  B _ t o p / b o t t o m _ i   ( i ∈ [ 1 , N ] )   according to Contour edge calculation, process the horizontal and vertical directions of image pixels and perform pixel box filtering to calculate the filtering difference and normalization of image pixels, get    I  t o p / b o t t o m _ f i l t e r _ i   ( i ∈ [ 1 , N ] )  , highlight the image edge, and facilitate image edge detection.



Step 2: Use the Canny operator to extract the edge of the binarized image    I  t o p / b o t t o m _ C a n n y _ i   ( i ∈ [ 1 , N ] )  , perform Gaussian smoothing on the image row and column pixels, calculate the row and column pixel gradient, distinguish weak and strong pixels, and clarify the texture information and non-texture information of the image edge.



Step 3: ORB builds an image pyramid, collects image features of different resolutions, obtains the key points of each layer of the pyramid image, summarizes the keys    S  F e a t u r e     of all levels, assigns the direction of the key points, creates the feature vector of the key points, calculates the feature description, and facilitates the extraction of feature points.



Step 4: Use the SAD algorithm to calculate the average similarity value    I  a v g _ R G B     of the R, G, and B channels of all image edge pixels, and set the high and low thresholds; the ORB feature description point extracts the corresponding pixel position, calculates the average pixel similarity value, and judges that the pixel average similarity is within the threshold value. The range is used as a feature descriptor pair    S  F e a t u r e _ T _ i n     for image edge pixel splicing points.



Step 5: Extract the image edge feature points in Step 4, calculate the minimum line of pixel color and structural strength difference, and then combine the horizontal and vertical gradient operators to calculate the line-by-line, pixel-by-pixel color of the image edge and the minimum line difference of structural strength. Calculate, obtain the minimum difference, and update it as the position of the image edge breaking point. When calculating the minimum difference intensity pixel by pixel, similar pixels can be controlled and corrected downward, and finally, filled in accordance with the edge position of similar pixels, a Panoramic Mosaic image  I  is obtained.




4. Experimental Results and Analysis


The purpose of edge detection is to detect the fracture edge of bone tag images. Figure 2 is the Canny edge detection. In addition to the contour edge texture information, the image contains too much non-edge texture information, with stray noise information, which is highly disturbing to the feature point matching. Multiple mismatch points, resulting in error effects.



In order to highlight the edge pixels, the binarized image can reduce the pixel texture information inside the bone tag image. Figure 3 is the edge detection image of the Canny algorithm after binarization. Compared with Figure 2, the contour edge texture is more obvious, and there is not too much texture information in the image. When extracting feature points, the accuracy of matching points is improved. Reduce the impact of noisy environments.



In the experiment, the position of the matching interval was adjusted for many times, so that there were more points at the edge break and the feature points were evenly distributed. The experimental results show the performance difference between the ORB method in this paper and the traditional ORB method in feature point extraction, as shown in Figure 4 and Figure 5. It is clearly evident from Figure 4 that the problem of matching the corresponding position of the feature points occurs when there is a matching situation of feature points within the edge contour.



As shown in Figure 5, the ORB feature point extraction has fewer feature points in the contour and is evenly distributed at the edge of the contour, which can well suppress the phenomenon of feature point aggregation, and the matching accuracy of feature points on the edge of the contour is high.



SAD is one of many similarity-matching algorithms. The implementation method of SAD is simple and has the characteristics of real-time. According to the feature obtained by the ORB algorithm, the sub-pixel position is described, and the pixel value similarity matching using SAD can improve the matching accuracy. When using feature points for matching and connection, due to the single pixel of the bone tag image, there are many cracks and traces of ancient characters in the bone tag, and the difference between the pixels on the fracture edge of the bone tag is small, which leads to the extraction of feature points, which is easy to extract errors, resulting in errors. Therefore, when extracting feature point pairs, select the 10 pairs with the highest accuracy area for comparison in order to prevent less error accuracy. It is clearly evident from Figure 6 that the 10 feature descriptor pairs with the highest accurate area range.



The unmatched feature descriptor pairs have large feature errors, which affect the splicing and accuracy. Figure 7 is the matching situation of the feature descriptor pair in this paper. It can be clearly seen that the image edge matching situation is better, thereby improving the image stitching accuracy. It is proved that the SAD matching algorithm used in this paper can effectively improve the matching accuracy of the edge region and improve the low matching accuracy in the solid color edge region.



In terms of the overall splicing effect, Figure 8 uses the feature descriptor of the traditional ORB algorithm, and there is a large gap in the splicing of the image fracture edge, and there is an error in the splicing of the feature descriptor. Follow-up research has implications.(a), (b), (c), (d) are the splicing effect pictures of different fractured bone tags.



In Figure 9, after the sub-pixel positions are matched in the feature description, there is a one-to-one correspondence between the pixel positions of the fracture edge and the pixel positions overlap, which significantly improves the accuracy of the stitched image. In this paper, in the case of obvious edge texture features, the matching results are better than the traditional ORB algorithm feature matching.(a), (b), (c), (d) are the splicing effect pictures of different fractured bone tags.



According to the order from left to right in Figure 8 and Figure 9, the splicing results of the feature descriptor pairs are a, b, c, and d in turn. Table 1 shows the matching accuracy of the feature descriptor pairs. It can be seen that the binarization in the text The accuracy of the ORB feature descriptor extraction method is higher than that of the ORB feature descriptor extraction method, but the accuracy is not above 90%. It is white, which has a certain influence on the extraction of feature descriptors, but the algorithm in this paper has a research effect on the extraction of feature descriptors.



In order to compare the splicing effect between the algorithms and objectively reflect the richness of the image information, the information entropy of the pixel value of the spliced image is used to evaluate the spliced image. In general, the larger the image information entropy, the richer the information and the better the quality of the stitched image. Table 2 shows the information entropy values of the image stitching results. Compared with Table 1, it can be found that the image stitching quality of the algorithm in this paper is significantly higher than that of the traditional ORB algorithm. Due to the influence of artificial repair factors on the contour edge of the image, it has a certain impact on the image stitching quality, and there is also image information entropy. In the case of incorrect calculation, the traditional algorithm is similar to the calculation result of the information entropy of the stitched image in the algorithm in this paper. Overall comparison, the algorithm in this paper has advantages in image stitching compared with traditional algorithms.



In Table 3, 200 groups of valid bone tag images were extracted in the limited range of bone tag images. In each group of images, the number of extracted feature point descriptor pairs was different due to the different degrees of fracture edge. Statistical analysis was made on the feature point descriptor pairs of the whole image, and matching results of the feature descriptor pairs were analyzed according to similar pixels of bone tag. It is concluded that the matching result of the proposed algorithm is better than the feature descriptor pair extracted by the traditional ORB algorithm.



In order to fully illustrate the rationality of the algorithm, an image enhancement experiment is added. The image data enhancement operation of rotation and Gaussian blurring can be seen on Figure 10. Figure 10b shows that when the traditional Canny algorithm is used for edge detection, the internal texture information of the bone tag is more obvious, and there is a risk of matching errors in the matching of feature descriptor pairs. Figure 10c shows that the importance of bone tags’ edge texture information, and it is not easy to cause splicing errors when ORB extracts feature descriptor pairs. Because the large splicing gap leads to a large matching error, the splicing effect of Figure 10e is significantly higher than that of Figure 10d in order to narrow the splicing gap at the broken edge of the bone tag. Comparing the above edge detection and image splicing effects, the algorithm in this paper has an obvious advantage.




5. Conclusions


During the splicing process, it is interfered with by the bone tag image collection environment and method, which affects the image feature extraction and matching, and may need to be manually corrected. The algorithm proposed in this paper is based on the edge feature of the image fracture surface. The algorithm performs binary Canny operator edge extraction on the reference image and the target image, uses the ORB algorithm to extract the image features, confirms the features between the reference image and the target image, matches the image contour edge feature points with pixels, and further performs fusion processing on the stitched image. The algorithm in this paper solves the influence of noise, low brightness and low resolution on the stitching accuracy of the image contour edge, matches the similarity of the feature description sub-pixels, locally optimizes the fracture edge of the bone tag image, and improves the pixel position overlap accuracy. Good effect, splicing according to the correct fracture position, preventing pixel position splicing errors during the splicing process of bone tags, and manually repairing the error repair of the missing parts of the tiny edges of the bone tags. In the implementation of the algorithm in this paper, there are also certain errors, such as feature descriptor extraction, the image pixel color is relatively single, the background is white, the background and foreground color of the image having no obvious color contrast, and the edge of the image contour is manually repaired, causing errors. Position extraction has an impact on the image stitching effect but also provides direction for subsequent research so as to achieve a more accurate stitching effect.
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Figure 1. Algorithm flow. 






Figure 1. Algorithm flow.
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Figure 2. Canny edge detection. 
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Figure 3. Binarized Canny edge detection. 
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Figure 4. ORB feature extraction. 
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Figure 5. Binarized ORB Feature Extraction. 
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Figure 6. Traditional ORB feature matching. 
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Figure 7. Binarized ORB feature matching. 
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Figure 8. Traditional ORB splicing. 
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Figure 9. ORB splicing for edge texture. 
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Figure 10. Enhanced image stitching. 
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Table 1. Feature descriptor pair matching accuracy.
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	a
	b
	c
	d





	ORB
	45.02%
	65.32%
	54.78%
	60.56%



	Binarization & ORB
	54.78%
	73.82%
	67.43%
	68.92%
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Table 2. Information entropy of different splicing algorithms.
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	a
	b
	c
	d





	ORB
	8.5640
	7.9806
	9.1043
	6.0973



	Binarization & ORB
	8.9078
	8.0652
	9.6021
	6.1071
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Table 3. 200 pairs of bone tag tabs match each other.
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	Number of Images (Group)
	Pair of Feature Descriptors
	Matching Accuracy





	ORB
	200
	10,987
	73.43%



	Binarization & ORB
	200
	11,325
	80.14%
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