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Abstract: The reliability of logistics processes is most often considered in the context of the correct
flow of materials. The information that accompanies the logistic flow is usually not considered a
potential source of errors or disruptions to the correct operation of the logistic chain. The article
presents literature studies in this field and presents a model for evaluating the logistics process,
taking into account the quality of information. An example of process evaluation based on a container
terminal was presented.
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1. Introduction

In modern technical systems, it is hard not to notice the dynamic development of new
technologies along with the development of science in the field of modern engineering
solutions. This leads to a continuous increase in the complexity of systems in which
integrated manufacturing, service-related or business processes are implemented. For these
processes, it is necessary to make key decisions based on imperfect knowledge, which
is quite often burdened with the uncertainty of data, ambiguity and incompleteness of
information available. Such complex engineering systems also comprise supply chains that
perform specific functions consisting of the movement of goods in space and time under
conditions of an ever-changing and uncertain environment and the occurrence of probable
disturbances. The challenge facing the current supply chains is ensuring the continuity of
supply reliability based on available information. Maintaining the continuity of the supply
chain can be achieved by proper management of logistic processes within the operation of
the engineering system [1].

One of the basic goals of supply chain management should be risk management and
continuity of supply, with particular attention paid to the security and resilience of the
supply chain to hazards [1]. Based on the information received, various decisions are taken,
and whether the logistics process will be carried out, and in some cases, even whether the
security within this process will be ensured is fully dependent on the said information.
The correctness and completeness of the information are necessary to perform the tasks
and sometimes to guarantee security in logistics processes. Problems with conveying
information can end up in interruption or termination of the process, and in some cases,
even a disaster.

In modern technical systems, one can notice the dynamic development of new tech-
nologies, along with the development of science in the field of modern technical solutions.
This results in a continuous increase in the complexity of systems in which integrated pro-
duction, service or business processes are implemented. For these processes, it is necessary
to make key decisions based on imperfect knowledge, which is quite often burdened with
data uncertainty, ambiguity and incompleteness of available information [2]. Such complex
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technical systems also include supply chains that perform specific functions involving
the movement of goods in space and time in conditions of a changing and uncertain en-
vironment and possible disruptions. The challenge faced by modern supply chains is to
ensure continuity of supply reliability based on available information [3]. Maintaining the
continuity of the supply chain can be achieved by proper management of logistics processes
as part of the operation of the technical system [4].

If we assume that the logistic flow is the interconnected flow of materials and accom-
panying information, then the general concept of logistic costs should also include the cost
of information flow. This topic was addressed in the publication [5]. The cost of obtaining
information was the motivation to write the article [6].

When considering logistic flows, in the vast amount of information that surrounds us,
we need to reject those that can distract us or lead to incorrect operation of processes [7,8].
Another interesting example is presented in [9], where information is a key element of
the logistics process. With regard to the flagship examples of logistics, we can find works
embedded in the area of supply logistics [10].

It should be noted that well-chosen information can lead to the success of the pro-
cess, but disruptions both in the process of informing and poorly selected ways of its
transmission will generate costs, see, e.g., [11,12].

In the practice of enterprises, one can often encounter a situation where the unreliabil-
ity of a process is not a physical or technical issue but results from insufficient reliability of
the information. Even though all the equipment works, the process does not work; it leads
to waste, and it makes the job harder instead of helping.

The authors, recognizing the above-mentioned shortcomings, present a proposal for
a method for determining process reliability, taking into account the reliability of the
information. In this case, the method is based largely on the analysis of fault trees, while the
article itself is a summary of a larger work, and the whole can be read in publication [13].

The source publication discusses the topic in more detail, taking into account the issue
of data quality, information, etc.

The definitions [14] describe logistics as the flow of materials and the accompanying
information flow. The first element being distinguished in logistics is the customer‘s
purchase order, and the last is the execution of the task specified by the customer in the
said purchase order. There are several processes related to the relocation of goods: storage,
warehousing, distribution and transportation. All these processes are accompanied by the
flow of information within the system: the transfer of information between the customer
and the company, within the company and between the supplier and the company. The
essence of logistics is to deliver the right goods at the right time to the right consignee.

In their papers conducted on logistic flows, the authors very often ignore the issues
related to information unreliability, focusing mainly on solutions in the field of technology
or economics. The purpose of the article is to present the method of assessing the logistics
process in terms of the unreliability of information flow. However, to evaluate logistic
processes concerning the reliability of the information, its components should be taken into
account, which is regarded as the quality of information. The review of the literature was
carried out in three areas:

• Information flow;
• Assessment of information quality;
• Assessment of reliability.

The summary allowed for drawing conclusions, which then resulted in the solution
described in Section 3. Section 4 presents an example of the reliability assessment of a
logistics system based on the sample container terminal. This is a curious example because,
in the system of handling container units at the contact of rail and road transportation,
there are very frequent changes in the information, its redundancy, lack of topicality, or
simply scarcity, which translates into the overall functioning of the system. The analysis
presents two approaches to calculating reliability—with the omission and consideration of
the information flow assessment.
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2. Review of Literature

The problem of the assessment of the reliability of logistics processes is related to
numerous dimensions of the analysis and evaluation of these processes. These are:

• Information flow;
• Assessment of information quality;
• Reliability of the technical systems.

The paper does not provide an overview of the basic definitions. They can be easily
found in the publications quoted. The focus was on a synthetic juxtaposition of various
aspects that were taken into consideration in the individual subject-matter areas. Hence,
the literature review was divided into the above-mentioned three groups.

2.1. Information Flow Issues

Information is inherent in engineering systems. The authors ever so often analyze this
issue due to its significance and the possibility of a disruption or hazard that may end up
not only with the interruption (or termination) of the process in the analyzed engineering
system but also with a disaster. In order to verify how the authors define the concept of
information and in what way they identify, analyze and evaluate information, a literature
review has to be carried out that introduces the current scope of knowledge in the field of
information flow.

The table presented in Appendix A provides a synthetic summary of the literature re-
lated to information flow. The first column includes information sharing and the associated
concepts of (information sharing) and communication. In the case of information sharing,
the authors considered three models of information sharing: complete, partial and lack of
information sharing. In communication, however, in some papers, the role of the sender
and the recipient of the message is precisely defined. Then, the analysis of communication
problems and the method of communication (e-mail, conversation, telephone, formal meet-
ings, informal meetings, etc.) were analyzed within the context of communication. As for
the issue of communication, the authors also put emphasis on what is in the transmitted
message (the content of the message). The next column contains the decision-making: cen-
tralized and decentralized. The next column contains the analysis of information sharing
considered within the supply chains. Depending on the adopted approach, the authors
considered various parameters: design and implementation time, demand, levels of stock
and production efficiency. The last column deals with the effects of information sharing. As
a result of information sharing, the authors calculated the costs (total costs and penalties)
as well as general benefits resulting from sharing of information between users within
the supply chain. In some papers, the researchers examined whether sharing information
reduces or removes the bullwhip effect. An indicator of the value of information sharing,
described in several papers, may be a useful indicator of the benefits of information sharing.
The last element in the line of effects of sharing information is the analysis of the result of
the process, activity and task performance. In this case, it is important to analyze the way
the information affects the process outcome (e.g., on delivering the order to the customer).

While analyzing the data from Appendix A, it can be noticed that in the case of
information exchange, the complete information-sharing model is taken into consideration
the most often. However, it should be noted that the content of the message and the
completeness of the data contained in it are not taken into account. Instead, the sharing of
information between designated users within the supply chain is analyzed. In the case of
communication, authors quite often specify the sender and recipient of the message. The
problems related to communication, as well as the content of the message, are examined
in the papers that most commonly concern communication within the pilot-to-air traffic
controller relationship, while the communication method is considered in mere 10 papers,
which amounts to 33% of all presented papers. The authors emphasize in these works that
the communication method matters, as well as whether the communication takes place at
formal or informal meetings. The content of the message, on the other hand, is considered
in the case of communication-centered papers, while centralized or decentralized decision-
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making in the papers on sharing information within the supply chains. In some papers,
the content of the information provided was taken into account; most often, it is the
demand, the lead time, the level of stocks and production efficiency. The effects of sharing
information were distinguished last. The most frequently analyzed are the total cost, costs
of penalties (for causing delays), miscellaneous benefits, service quality, elimination of
the negative impact of the bullwhip effect and the value of information. There are no
papers in the literature that examine the effects of sharing information in the context of
activities performed. For example, if the pilot receives the message that the airplane may
take-off, what time after receiving the message will the airplane take off, and what will
happen should this information be misunderstood? Therefore, dealing with the subject of
communication and sharing this information is significant not only in air transportation
but also in other logistics or transportation systems, where information plays a crucial role
in the flow of materials.

2.2. Assessment of Information Quality

This sub-chapter provides an overview of the literature on information flow in engi-
neering systems. The authors in the selected papers identify and discuss issues related
to information quality. In successive papers, on the other hand, the authors perform an
assessment of information quality based on the chosen considerations. In this sub-chapter,
the quality of information is described as per the scheme introduced in Figure 1.
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As part of this problem, it can be said that the authors of these papers base their
understanding of the subject-matter on a system consisting of a human, an engineering
facility, the environment and problems relating directly to the information. These issues
are related to the reliability of the facility as well as security. Many papers concern the
discussion of issues within the information system, i.e., for example, information barriers
or unreliability of information. Table 1 presents the classification of quality issues related to
data (provided information), the user (recipient or sender of information), as well as issues
resulting from external factors, i.e., changes in the environment.
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Table 1. Classification of information quality issues.

Data User Surroundings

- Out of date [15,16]
- Unreliable [15,16]
- Repetitive data [17]
- Lack of information, data [16–18]
- Useless [16]
- Objective [16]
- Overload (in a time unit) (over-

load) [16,19]
- Data redundancy [18,20–25]
- False data [23]
- Inaccurate [24,25]
- Incomplete [26–30]
- Unreliable [27,31–35]
- Useless [35]
- Unreliable [27]

- Psychological barriers [16,17,31,33]
- Educational barriers [32,33]
- Interpersonal barriers [32]
- Language barriers [32,33]
- Ignorance of the recipient of infor-

mation [16]
- Rociological [15]
- Reading organization error [34]
- Reading value error [34,35]
- The operator will classify the read

value as another [35]
- Response inertia error [35]
- Skills and experience (of the opera-

tor) [19,36]

- Economic barriers (costs) [15–18]
- Source of information (no access to input informa-

tion) [15,16,31–33,37]
- Physical barriers (incl. geographic) [17,20,21,33]
- Errors in translation, etc. [17]
- Modifications in the information channel [16,17]
- Reliability [15,16,27–30,33,34,38]
- Security [18,29,39,40]
- Technical condition of the information-supplying

equip. [35,37]
- Lack of documents [41–43]
- Transportation problems [39]
- Errors in the course of proced. [39]
- Writing errors in the IT sys. [39,40]
- Failure to perform the service [40]

The issue of the assessment of information quality is being considered at the level of data,
the user (sender or recipient of information), as well as the influence of the environment.

Most often, it concerns the concept of data redundancy, incomplete messages and
unreliable information. There are two similar concepts in this column, data redundancy,
which is related to the fact of an overflow of information present, while overload refers
to a unit of time, i.e., there is too much information per unit of time. In the case of the
user, it is the recipient of information that is analyzed most often; here, various problems
are distinguished, such as psychological, educational or linguistic barriers, which hamper
the understanding of the transmitted message. With respect to the machine operator, the
decisive factor is the operator’s experience which will exclude the risk of classifying the
read value as a completely different one. In the case of the environment, there are numerous
factors that can disrupt the reception of information. For example, it may be the lack of
access to necessary information. In the case of the issue of reliability and security, the
authors point out that the provided information must be reliable and delivered on time.
Problems within the information system can also result from external disturbances, such
as delivery errors or a lack of necessary documents. One of the conclusions that can be
drawn based on the literature review on the issue of information quality is that the proper
operation of the information system has a significant impact on decision-making as well as
the execution of the specified tasks. However, these papers do not describe in detail the
negative effects in the event of the occurrence of problems such as information redundancy
or misreading of the message.

The authors approach the estimation of the information quality issue differently.
However, in the available literature, multi-criteria methods are most often used to provide
an assessment of the quality of information and IT systems, in which various aspects of
the assessment are considered. Therefore, the table presented in Appendix B presents
a summary table consisting of 16 selected papers where the quality of information was
assessed utilizing various aspects. The aspects have been divided into several groupings
and dimensions based on the paper itself [44]; the “+” sign indicates the aspects that appear
in a given paper.

Furthermore, the authors most often mention the aspect of accessibility of information.
The largest number of authors pay attention to aspects related to the contextual dimension,
i.e., in the literature, the greatest emphasis is put on the message content, whether it
is complete, results in an added value, whether it is timely, etc. Then the authors give
consideration to aspects from the internal dimension, i.e., whether the information is precise,
reliable, credible, etc. Moreover, there is the representational dimension, in what way the
communicated information is useful, intelligible or concise. Next comes the availability
dimension, i.e., the ability to access information. The least popular are aspects that belong
to the external dimension, such as customer support, the right location, etc.
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In the literature on the assessment of information quality, completeness, accuracy,
subject matter-relatedness, timeliness and availability are most often accounted for. The
aspect of intelligibility and topicality receives far too little interest. For example, infor-
mation will be delivered to the recipient at the indicated time, but it will be completely
incomprehensible to them, so they will not be able to use it. The sender of the message
should simultaneously pay attention to many aspects so that the transmitted message can
be useful for the recipient.

2.3. Logistics Process Reliability Assessment

In order to develop the method for process reliability assessment, it is necessary to
review the current state of knowledge on the available and previous process assessment
methods. This chapter focuses on reliability-oriented methods and models. The literature
review was also described in relation to logistics and transportation systems. The current
challenge facing logistics and transportation systems is to ensure process reliability based
on the information available. Reliability is also described as punctuality, meaning that
processes are carried out according to a specified schedule. Therefore, this sub-chapter
describes the methods and models of reliability, taking into consideration punctuality, as
per the diagram shown in Figure 2.
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The papers presented in Table 2 most often concern the determination of reliability
and technical readiness, taking into account damage to an engineering facility—area I
(17 papers); repair and operation—area II (14 papers); and determination of the readiness
value—area III (11 papers). In 11 articles, the case of an execution of the transportation task
was analyzed; the main limitation is the lack of consideration of how information impacts
the performance of the said task. If the authors refer the information to the task execution,
they do not take into consideration the quality of the provided information, i.e., timeliness,
completeness or intelligibility, etc.
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Table 2. Summary of the review in the analysed areas of research.

Issue Information Flow
(Area I)

Information Quality
(Area II)

Reliability
(Area III)

System or process treated in its entirety + + +

Information flow + + +

Identification of the sender and recipient
of the message + − +

Determination of the data necessary for
the task execution − − −

Effects of making the information
available, e.g., costs, benefits + − +

Result of the execution of tasks − − +

Impact of the correctness of the message
on the task execution − − −

The effects of delay in relation to the
delay threshold − − −

Surveys on the message quality + + −
Reliability of devices in information flow + − +

The academic literature on the methods and models of reliability assessment mainly
refers to the systemic approach, for the most part assuming two conditions: worthiness
and unfitness. In the analyzed papers, reliability refers to the timely provision of services
in various modes of transport. In some papers, there is no reference to the effects of delays
and no indication of the precise critical value of the delay, past which it will be known
whether disruption to the process execution will occur. There are no methods for assessing
reliability in the literature, in which not only the timely execution of services is assessed
but also the quality of the information provided and the effects of its lack.

Based on the above conclusions, the table presented in Appendix C summary was
drawn up, which shows what was taken into consideration in the research on information
flows and what was missing. The summary concerns three areas in which the analysis of
the literature review was performed, i.e., information flow, information quality, as well as
reliability (methods and models), all these in relation to logistics and transportation systems.

The first issue relates to the manner the system (or process) was examined. In all
analyzed works, it was treated in its entirety; there was no assessment of individual com-
ponents, subsystems or sub-processes. It was similar in the case of information flow, where
the flow is described as an entirety, it is not assessed as a single piece of information, and
this issue was discussed in all analyzed areas. The analysis of the definition of information
showed that a specific sender or recipient was not taken into consideration in all papers.
Additionally, in the works from the first area, the sender and the recipient of the message
were precisely defined, mainly in the air transportation mode, where communication took
place between the pilot and the air traffic controller.

Furthermore, in the case of the analysis and evaluation of the provided information,
there is no reference to which data, e.g., in a specific document, are necessary for the
execution of a given task. Thus, when assessing, e.g., the aspect of completeness, the
authors infer that the information was incomplete; there is no indication as to whether or
not the task can be performed or not without this specific information. In the third area, the
sender and the recipient are also defined, most often in passenger information systems. In
the second area, however, the information received was assessed mostly from the recipient’s
point of view. Furthermore, in the first and third areas, the effects of providing information,
costs, benefits, etc., were considered, while only in the third area, in transportation systems,
the execution of tasks was taken into account, but only in two conditions, i.e., whether the
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task will be executed or not. However, in none of these areas was there any discussion
on how the correctness of the message influences the execution of tasks in the examined
system or process.

No thought was given to whether a message lacking the essential data caused the
process to be terminated or delayed. Another issue concerns the timely execution of
the process and tasks. This issue was mainly considered in the third area in relation to
punctuality in transportation systems, but the authors did not provide specific values of
the delays occurring, i.e., meaning, for example, that a delay of 10 min will have such an
effect, a 1 h delay will cause certain other changes and a delay of more than a few hours
will lead to irreversible effects. In engineering systems, it is of key importance because,
e.g., in the event of an insignificant delay, there will be no consequences, but sometimes
even the tiniest delay results in the carrier being penalized. In the first and second areas, in
the selected papers, the reliability of devices in relation to information was presented, i.e.,
what is more unreliable, devices or information flow?

Currently, engineering systems are assessed in their entirety, in the same manner as the
processes that are carried out within the operation of these systems. Hence the justification
for developing a method by which the reliability will be assessed for each component of
the process, taking into consideration the timeliness of individual operations in each of
these components. The method developed allows the identification of bottlenecks within
the process. Thanks to the determination of reliability, it will be possible to assess which
of the process components is the most unreliable. However, based on the analysis of the
quality of messages, the sender and recipient are identified, as well as the necessary data
that are needed to implement the activities of the process. Based on the above, by means of
the aspects of precision, completeness, reliability, timeliness and intelligibility, it will be
possible to judge which message within the process is the most unreliable and contains
errors. Thanks to the identification of the data necessary to perform the operation, it will
also be known what sort of data are missing and whether these data are necessary to
perform the said operation. On the basis of the obtained results, changes can be made to
optimize and improve the quality of the process, e.g., improve operations by eliminating
(as far as practically possible) the occurrence of disturbances. In terms of the quality of
information, by improving the quality of the messages transmitted after analyzing the
occurring errors, it is possible to improve communication by indicating the errors that occur
to a specific sender or recipient. Identification and assessment of bottlenecks at each level of
the process will allow for maintaining the process continuity, keeping the timely execution
of the operation, and will also allow for increasing the efficiency and effectiveness of the
process through continuous improvement and introduction of changes.

3. The Proposed Method for Assessing the Logistics Process in Terms of Information
Flow Unreliability

The scientific literature on the reliability assessment covers mainly the systemic ap-
proach, and the reliability assessment is not carried out for individual components of the
system. Information quality is also assessed in the context of the entire engineering system,
and individual messages for a specific sender and recipient are not considered. Therefore,
in the further portion of the article, a method is presented that will assess the reliability of
the process as well as the quality of information flow at the same time.

The process has been divided into elements, where at the lowest level is the physical
execution of operations based on the received message, and the reliability of the process
refers to the timeliness of the operation performance. The literature specifies the delay
thresholds without specifying what their impact will be, depending on the value of the
delay. In turn, the quality of information is determined on the basis of the results of surveys
carried out for a given engineering system. The evaluation of the quality of information
is determined on the basis of the selected aspects; however, there are no indications as to
which specific data in the message being transferred is incorrect and what effect this may
have on the further execution of the process in the analyzed engineering system.
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3.1. The Proposal to Assess the Logistics Process Based on Five Steps

The assessment of the reliability of the logistics process in any engineering system
requires making five steps presented in the algorithm shown in Figure 3.
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The developed method allows for the assessment of reliability, taking into consid-
eration the timeliness of the performed operations as well as the quality analysis of the
messages transferred.

In the first step of the method developed, the analyzed process should be characterized,
thereby defining its purpose. Then, the sub-processes that make up this process should be
identified by decomposing the process at Level I. In the Level II decomposition, individual
activities should be identified, where operations (a set of activities or a single activity)
and messages (containing data) that must be delivered to carry out certain operations
are distinguished. Then, experimental studies should be carried out, which allow for
determining the timely execution of all operations within the activities. The analysis of
these activities consists of the analysis of the timely execution of individual operations, as
well as the quality of the messages received. In the final step, on the basis of the studies
carried out, the process reliability should be determined and assessed.

The developed method is based on the model shown in Figure 4, which demonstrates
that a message confirming the performance of this operation is needed before each operation
is performed.
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In the model (Figure 5), the execution of the action depends on the correctness of
the message. Should the data contained in this message be correct, the operation can be
executed. However, if the message is incorrect or the message is missing important data,
clarifying procedures must be performed. Only after these irregularities have been clarified
can the operation continue.
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Step 1–Characterization of the process

The achievement of the intended goals by the system requires the implementation
of several coordinated activities and the execution of a certain process [44–47]. In the
analyzed engineering system, the main process should be singled out and given a name.
The purpose of the process should result from the tasks of the entire system, in line with the
customer‘s requirements. The process input may comprise tangible resources, data and all
other elements necessary for the functioning of the process. The process output comprises
all the tangible and intangible elements that arise as a result of the functioning of this
process. The supplier and customer may be a natural person or an institution supplying
the process or collecting the result of its outcome. The owner of the process is most often
the decision-maker who supervises the course and functioning of the entire process. The
basic parameters for the assessment of the process under examination may include process
duration, timely execution of the process, process quality and cost [48].

Step 2–Process decomposition—level I

The process decomposition on level I consists of the decomposition of a process into
sub-processes. The number of sub-processes depends on the characteristics of the analyzed
process in the studied engineering system. In this step of the suggested method, it is
assumed that the process decomposition at level I can contain merely verbal descriptions.

Step 3–Process decomposition—level II

In step 3, the sub-processes should be decomposed into actions necessary for the
execution of the sub-processes. In this step, a process map should be developed, utilizing
any process mapping tool (e.g., block process flow sheet, BPMN, etc.) that will allow
for the identification of these actions. After their identification, operations (collection of
activities) and messages (data set) should be distinguished as part of the execution of
individual activities.

Decomposition of the process at level I allowed identifying sub-processes, which
in turn consist of activities (process decomposition—level II, Figure 6). Operations are
performed within the frameworks of the activities that may consist of one or more activities.
A message is required for the operations to be executed, and it may consist of one or more
data needed to perform them. In step 3 of the method developed, activities, operations and
messages should be identified.
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Therefore, the G process is a set of sub-processes, activities, operations, messages and
relations between them:

G = {A, D, B, I, W } (1)

where:

G = {A} process is a set of sub-processes, where A ={a1, . . . an};
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A = {D}, sub-processes are a set of activities, where D = {d1, . . . . dm};
D = (I, B) activity is a set of messages and operations, where B = {b1, . . . , bm} and
I = {I1, . . . , Im};
W = {Y} set of relations of the G process.

The activity is a set of operations and messages; based on the definition of activity, it
can be deduced that the number of operations and messages equals the number of activities.
For individual activities, operations and messages, the notation is as follows:

dm = (Im, bm) (2)

bm =
{

e(m,V), . . . , e(m,V)

}
(3)

Im =
{

i(m,u), . . . , i(m,U)

}
(4)

and:

G–process;
dm–activity;
Im–message in the consecutive action m;
bm–operation in the consecutive activity m;
e(m,v)–action in the consecutive activity m;
i(m,u)–data in the message in the consecutive activity m;
n–sub-process number, for n = {1, . . . , N};
m–activity number, for m = {1, . . . , M};
v–number of the consecutive activity in the execution of the operation bm, for v = {1, . . . , V};
u–consecutive number of data in the message, Im, for u = {1, . . . , U}.

Step 4–Determining the quality of operations and messages

In the studied process, an analysis of activities carried out within separate sub-
processes should be carried out. In each of these activities, messages and operations
are identified:

(a) operation quality analysis bm

The operation bm is a physical execution of a single or many activities by the contrac-
tor. Therefore, when analyzing operations, the time it takes to execute these activities is
considered. Based on the studies carried out for each operation, it should be affirmed how
many of these operations are not performed in a timely manner. If a given operation has a
“predetermined” time of execution, the task is simple because the untimely execution of
this operation is higher than the value of this predetermined threshold. However, if the
given operations within the process do not have such values specified, the time it takes to
perform these operations should be measured, and based on the results obtained, the level
above which the operation is considered to be delayed should be determined. It should
also be determined at the exceedance of what value the undesirable effects occur, e.g., the
consecutive operation commences with a delay.

(b) analysis of the message quality Im

A message is necessary for the execution of the operation (Figure 5). The following
information is needed to analyze a message: the input information, the type of message
(e.g., e-mail, document), and who is the sender and recipient of the message. On the basis
of the identified sender, recipient and all data contained in the message, it is necessary
to specify what data are necessary for the performance of a particular operation. The
content of the communicated message is of utmost importance, and on this basis, the
data quality is assessed according to specific attributes (parameters). The parameters
impacting the assessment of the message quality are accuracy, completeness, believability,
actuality and intelligibility. These attributes relate directly to the contents of the transferred
message and the data that it contains. Precision (accuracy) means that the transferred
message is prepared by the sender with the utmost care. The message may not contain
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errors. Completeness [34] is defined as the set of all data (information) handed over to the
message recipient necessary to undertake further decisions or actions. The person who
produces the message should include all the required data. Believability in paper [36] is
defined as a feature that expresses its compliance with the condition of the object described
by it. Another attribute is actuality, which in the case of the message, is defined [37]
as the compliance of the message with the real condition of the object described. The
data conveyed in the message should be up-to-date for the operation to be performed
properly. The last considered attribute that impacts the message quality is intelligibility.
The sender of the message [34] should transfer the message to the recipient in a clear and
understandable manner.

In order to assess the quality of the transferred message, the results from the tested
sample of a given message are considered nIm . The recipient, based on the number of the
received messages, determines the number of correct ones (No. of correct messages) and
how many were incorrect (No. of incorrect messages), referring only to the contents of the
message, as well as to the above attributes. If certain data are missing from the content of
the message, they are marked in the completeness cell by entering the number of messages
in which the completeness attribute was unreliable. If the message is unintelligible, they
mark the number of such messages in the intelligibility cell. The recipient receiving an
incorrect message must perform a forcing action to clarify or verify the correctness of the
message with its sender; the average duration of the clarifying action should be measured.

Step 5—Process reliability assessment

The authors assume that the object may be in a fit or unfit state. In relation to the
process under analysis, reliability is the probability of the process being performed within
the specified time limit under specific requirements. The method that is used in the paper
is the event tree analysis method. Figure 6 shows a process reliability assessment model
based on the assumption that the activity will be performed or not.

The process commences with an initiating operation. It is assumed that the given
action will end up as a success (S) or fail (F) with a set probability. The process studies shall
allow for the determination of individual probability values. The use of this method allows
for obtaining information on the probability of failure for each activity and, ultimately, the
process in its entirety.

The steps to draw up an event tree for the process under study are the following [48]:
Identifying the initiating operation;

Drawing up an event tree for each activity, assuming two states of activity execution:
success and failure;
Determining the probabilities or possibilities of two states occurring: success and failure
for each activity;
Determination of reliability;
Analysis and evaluation of the results.

After identifying and analyzing the activities involved in the sub-processes, the likeli-
hood of success or failure should be estimated. For a two-state system, it is:

PS
(

Jmk

)
+ PF

(
Jmk

)
= 1 (5)

where:

PS
(

Jmk

)
is the probability of the success sequence for the activity dm, for m = 1, . . . , M;

PF
(

Jmk

)
is the probability of the failure sequence for the activity dm, for m = 1, . . . , M;

K is the subsequent binary branching of the sequence.

Determination of reliability consists in determining the probability of realization of
the set of functioning sequences for the process under analysis, according to the event trees
method [40]. The reliability of the Rpr process is described by a set of subsequent success
sequences of the set operation, SJDmk , and each sequence is described by a set of successive
dm activities.
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Thus, the reliability of the Rpr process is [40]:

Rpr = PS
(

Jmk=1

)
+ . . . + PS

(
Jmk=K

)
(6)

where PS
(

Jmk

)
is the probability of the success sequence for the activity set D.

For any k, it is determined based on:

PS
(

Jmk

)
=

K

∏
k=1

PS
(

Dmk

)
(7)

However, the probability of the failure sequence PF
(

Jmk

)
the activity set D is calculated

as follows:

PF
(

Jmk

)
=

K

∏
k=1

PF
(

Dmk

)
(8)

3.2. Assessment of Process Reliability, Taking into Consideration the Timeliness of Operations

In logistics and transportation systems, it is important whether the process has been
executed while conforming to specific requirements or not. When analyzing processes,
attention should also be paid to whether individual activities in the specific sub-processes
were performed within the specified time, and if not, the cause of the delay should be
determined. Thanks to this, constant process improvements are constantly possible.

A reliability assessment method was developed that takes into consideration the three-
state model, utilizing the event trees method. The assumption in this method is that an
activity in each sub-process can be executed in three ways, that is, ending as a success,
partial success, or failure. Success is when the activity is completed in a timely manner,
partial success is when the action is delayed, and failure happens when the activity is not
completed, which may interrupt the process execution.

The steps to draw up an event tree for the process under study are the following [49]:

Identifying the initiating operation;
Development of the event tree for each activity assuming three states for the event: success,
partial success and failure;
Designating the probabilities or possibilities of the occurrence of three states: success,
partial success and failure for each activity;
Determination of reliability;
Analysis and evaluation of the results.

After identifying and analyzing the activities occurring, the probability of success,
partial success, or failure should be assessed. For a three-state system, it is:

PS(Hmc) + PSF(Hmc) + PF(Hmc) = 1 (9)

where:

PS(Hmc) is the probability of the success sequence for activity dm for the three-state system,
for m = 1, . . . , M;
PSF(Hmc) is the probability of the partial success sequence for the three-state system for
activity dm, for m = 1, . . . , M;
PF(Hmc) is the probability of failure sequence for the three-state system for activity dm, for
m = 1, . . . , M;
C is the consequent sequence branch for the three-state system.

Determination of reliability consists in determining the probability of the implementa-
tion of the sequence of activities for the process under study in accordance with the event
tree method, similar to the event tree for a two-state process [50]. The process reliability
using the (three-state) event tree method is described by a set of subsequent sequences
of the success of an activity SHDmc and partial success of an activity SFHDmc , and each
sequence is described by a set of subsequent activities dm.
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Thus, the process reliability for success is Rpr(S) [51,52]:

Rpr(S) = PS(Hmc=1) + . . . + PS(Hmc=C ) (10)

where PS(Hmc) is the occurrence of the success sequence for the set of activities D for any c
is determined on the basis of:

PS(Hmc) =
C

∏
c=1

PS(Dmc) (11)

In contrast, the probability of the partial success sequence PSF(Hmc); for the set of
activities, D is calculated as follows:

PSF(Hmc) =
C

∏
c=1

PSF(Dmc) (12)

and the probability of partial success sequence PF(Hmc) for the set of activities, D is
calculated from:

PF (Hmc) =
C

∏
c=1

PF(Dmc) (13)

4. Verification of the Method
4.1. Stages of the Studies in the Real System in the Case of a Sample Container Terminal

The proposed method of process evaluation was verified at a container terminal
in Poland. The study was divided into six stages. The aim of the study was to collect
the data necessary to determine the process’s reliability. The first stage concerned the
characteristics of the engineering system under study. At this stage, the focus was put on
the technical parameters of the terminal, the availability of loading devices and the nature
of the terminal’s operation. The second stage of the study was more detailed than the
previous one, where the operations performed at the terminal were thoroughly examined.
The purpose of the system was marked out, and sub-processes were identified at each level
of the process, along with the identification of information tools, as well as contractors
(operators) of particular activities. In the next stage of the study (stage III), an analysis
was performed of the information system in which internal and external information is
propagated. Senders and recipients of given messages were identified. In the examined
engineering system, documents are usually sent in printed or electronic form. By using
interviews with employees, it was possible to access documents, and it was also determined
which data included in the messages were necessary for the performance of operations. The
interviews were conducted with employees at all levels of employment, from the manager
to dispatchers, down to operators and drivers. In the fourth stage of the research, attention
was focused on the efficiency of the terminal work, the efficiency of reloading devices and
the duration of reloading activities. The duration of reloading of individual containers
and acceptance of cargo to the terminal (rail transportation, road transportation) were
measured. Thanks to access to the system, it was possible to analyze the number and types
of reloading at the terminal (per month/per annum). In the consecutive stage of the study,
the cargo handling process was analyzed along with all sub-processes carried out in the
process under study. Based on the experimental research and the documentation available,
information was collected on the number of delays in deliveries to customers, delays in
accepting cargo at the terminal, and the causes of these disruptions. The 6th stage of the
study concerned the analysis and evaluation of the obtained results.

As part of the analysis (process decomposition—level II) of the cargo handling process
at the container terminal, the process was using the BPMN (business process modeling
notation), see in Appendix D. At the inland terminal, the main contractors of the process
are the road dispatcher, the railway dispatcher, the operator of the cargo handling machines
and the driver. The mapped process contains certain simplifications that do not describe
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the ancillary events and all possible scenarios of the described activities. A situation was
presented where the containers arrive at the terminal by rail and are delivered to the
customer by road. The presented map contains the main activities and two triggered events
that describe the cargo handling process, commencing with the receipt of the customer
purchase order by the road dispatcher and finalized with the delivery of the cargo to the
customer. After receiving the purchase order from the customer, the dispatcher enters the
data into the IT system. Then, the railway dispatcher enters the data into the system from
the advice note list received from the railway carrier. Next, the road dispatcher draws up
a list of containers for shipment or storage and enters it into the system; it is then visible
to operators of reloading machines. After these activities are concluded, the terminal is
ready to accept the train according to the specified timetable. At the same time, operators
of reloading machines perform their work, and drivers are in the process of delivering
the goods to the customer or waiting at the terminal for transportation tasks. After the
train enters the terminal, it is accepted, i.e., the condition of the containers (whether they
are not damaged) is verified, and the seal numbers and the actual condition (according
to the list of containers in the IT system) are checked. If the containers did not undergo
customs clearance at the port, customs processing must be performed at the terminal before
the container is delivered to the customer. Similarly, in the case of containers arriving by
road transportation, the driver arriving at the terminal with a loaded container must wait
for customs clearance in such a case. After checking the container deliveries by rail, the
operators, having read the plan, unload the containers, partly putting them in the storage
yard, in portions loaded directly onto trucks and shipped to the customer according to
their intended use. The road dispatcher sets up a transportation order for the haulage to
the driver, which contains accurate information on the cargo to be delivered to the target
customer. After loading the container onto the vehicle and filling-in the documentation,
the driver leaves the terminal. As part of the analysis of the cargo handling process at the
container terminal, the activities necessary to achieve the goal of the cargo handling process
were selected. Thanks to the map drawn up, 5 such activities were identified, which are
always of a repeatable sort in the process of cargo handling.

4.2. Determining the Quality of Operations and Messages

The data were collected in a random manner, not in real-time, and each operation
underwent a separate analysis. Depending on the type of activity, the time the operation
was performed was measured, or it was determined on the basis of historical data from the
IT system. Based on these findings, the times of timely execution of the given operations
were set. In the case of the analysis of the quality of the received messages, interviews were
conducted with the recipients of the messages, that is, road dispatchers, railway dispatchers,
machine operators, checkers and drivers. The results of the research were processed using
the Statistica 13.0 program as well as the Expert Fit tool within the Flexim software.

Based on the process map (Appendix D), activities within which operations are per-
formed and messages that must be delivered so that the operations can be performed
have been distinguished. The cargo handling process at the container terminal consists
of 2 sub-processes, 5 activities, 5 operations and 5 messages. In the a1 sub-process, three
activities were distinguished (d1, d2, d3), and in sub-process a2, two successive activities
were distinguished (d4, d5). In summary, the cargo handling process consists of two data
completion operations within the system (b1, b2), the operation of accepting the train at the
terminal (b3), the translocation of cargo (b4) and the operation of delivering the cargo to
the customer (b5). The assumption, in this case, is that the trucks are ready to perform the
transportation order at the terminal, exactly as it is in the real-life system. Depending on
the type of operation, numerous steps occur. In the analyzed process of cargo handling, the
following 5 messages were distinguished: a list with an order from the customer (I1), an
advice note list (I2), a cargo list on a mobile device (I3), a list of containers for reloading (I4)
and a transportation order for the haulage of cargo (I5). Each message contains a specific
amount of data, including data necessary to perform the operation.
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Based on the above, the structure of the G cargo handling process is as follows:

G = {a1, a2}—a set of sub-processes;
D = {d1, d2, d3, d4, d5}—a set of activities;
B = {b1, b2, b3, b4, b5}—a set of operations;
b1 = {e(1,1), e(1,2)}, b2 = {e(2,1), e(2,2)}, b3 = {e(3,1), e(3,2), e(3,3)}, b4 = { e(4,1)}, b5 = {e(5,1), e(5,2)},—a
set of individual activities of the individual operations;
I = {I1, I2, I3, I4, I5}—a set of messages;
I1 = {i(1,1), . . . , i(1,34)}, I2 = {i(2,1), . . . , i(2,39)}, I3 = {i(3,1), . . . , i(3,10)}, I4 = {i(4,1), . . . , i(4,13)}, I5
= {i(5,1), . . . , i(5,27)},—a set of data in individual messages;
Y = {ya1d1 , ya1d2 , ya1d3, ya2d4 , ya2d5 , ya1b1 , ya1b2 , ya1b3 , ya2b4 ya2b5 , ya1 I1 , ya1 I2 , ya1 I3 , ya2 I4 ,
ya2 I5}—a set of process relationships.

For the analysis of operation b1, the time taken to perform actions as part of the
operation is taken into consideration. The first I1 message sent to the terminal is the list
that includes the customer’s order and, more specifically, from the ship’s owner. The road
dispatcher receives such a message by electronic means and completes the data in the IT
system, which is available to all employees of the terminal. Therefore, operation b1 is a set
of activities:

b1 =
{

e(1,1), e(1,2)

}
(14)

The time of the operation execution, however tb1 :

tb1 =
2

∑
v=1

te(1,v) (15)

Table 3 presents the basic statistics for 255 measurements made from the sample.
Operation b1 is performed within 0.35 h (21 min) to 1.22 h (73 min), while the dispatchers
supplement the data on average in xb1 = 0.74 h. The values of the standard deviation and
the coefficient of variation indicate that the values of the feature are slightly different from
the mean value. The average time to supplement the data in the system with a probability
of 95% ranges from 0.72 h (43 min) to 0.76 h (46 min).

Table 3. Basic statistics on the time of the execution of operation b1.

The Operation of Supplementing the Data in the System

Number of observations 255

Mean (h) 0.74

Confidence interval dg 95% (h) 0.72

Confidence interval gg 95% (h) 0.76

Min (h) 0.35

Max (h) 1.22

Standard deviation 0.17

Coefficient of variation (%) 23.48

For the results of the operation performance time b1, a histogram was drawn up
(Figure 7), in which the interval was assumed to be 0.1 h, which resulted in 13 intervals. The
dispatchers supplemented the data in the system 22 times in less than 0.5 h. The operation
of supplementing the data in the system most often (51 times) took between 0.6 h (36 min)
and 0.7 h (42 min) as well as 0.7 h and 0.8 h (48 min). The time to supplement the data
in the system that took over 1 h was exceeded 18 times. The gamma distribution density
function was also matched with the histogram. At the test significance level of α = 0.05 χ2,
the statistical value was obtained, χ2 = 3.47, and it does not exceed the critical value of the
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gamma distribution; for the 5th degree of freedom, at the significance level of α = 0.05, the
value of the statistics is equal to χ2

α,5 = 11.07.
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Based on this, it can be concluded that there are no grounds to reject the zero hypothesis
that the data takes the character of a gamma distribution; therefore, the formula of the
gamma distribution density function is:

f (x) =
1

Γ(18.04) ∗ 0.0418.04 x18.04−1e−
x

0.04 f or x ε < 0, ∞) (16)

From the analysis of results (Figure 7) and observation of the time of operation b1 as
performed by the dispatcher, it was established that 90% of all results were performed in
a timely manner; therefore, the value of the 9th decile was calculated, which amounted
to 0.98 h (59 min). The values of the operation execution above this decile are treated as
untimely performed operations. At the container terminal, operation b1, which took more
than 0.98 h to complete, is an operation in which other disruptions were being clarified or
other tasks were performed by the road dispatcher. On the basis of the adopted distribution,
the probability of a delay of 0.98 h can be calculated, which is equal to:

P(X ≥ 0.98) = 1− 0.93 = 0.07 (17)

The probability of an occurrence of a delay in operation b1 for the value of 0.98 h
is equal to 0.07. From the sample studied for operation b1, no case was noted in which
there was a failure to perform this operation. The finding of the analysis of the results of
operation b1 is also the fact that there is a high repeatability of results could be found. This
is due to the fact that one person is responsible for supplementing these data in the system,
the road dispatcher; other dispatchers do not provide these data.

The probability of an occurrence of a delay in operation b2 for the value of 0.98 h
is equal to 0.18. From the sample studied for operation b2, no case was noted in which
there was a failure to perform this operation. The finding of the analysis of the results of
operation b2 is also the fact that there is a high repeatability of results could be found. This
is also due to the fact that one specific person is responsible for supplementing these data
in the system, the railway dispatcher; other railway dispatchers do not provide these data.

For the test performed, χ2 there were no grounds for rejection of the hypothesis that
the data had a gamma distribution. The frequency of data supplementing operations in
the system within the range of up to 0.8 h (48 min) amounts to 51%, while the operations
performed for over 1 h give a cumulative frequency of 98%.
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The remaining parameters necessary to use the method were analyzed in a similar
manner.

4.3. Assessment of the Reliability of the Cargo Handling Process

Based on the cargo handling process map (Appendix D), a structural model was drawn
up, thanks to which it is possible to determine the reliability of the cargo handling process
from the time the order is accepted up to the cargo being delivered to the customer. In the
analyzed process of cargo handling, it can be concluded, based on the map (Appendix D),
that many operations within individual activities are performed in parallel. The devel-
opment of the structural model (Figure 8) is intended to facilitate further calculations.
Itemization of the basic operations within the sub-processes, as well as routing of the
parallel paths, will simplify the creation of a reliability model using the event tree method.
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Figure 8. Structural diagram of the cargo handling process at the container terminal.

On the bases of the structural model reliability may be determined using event trees.
For activity d1, the initiating operation comes in the form of sending the order by the ship’s
owner, z1 (Figure 9).

SJ11= 1, FJ12 = 0

Appl. Sci. 2022, 12, x FOR PEER REVIEW  18  of  31 
 

was a failure to perform this operation. The finding of the analysis of the results of oper‐

ation b1 is also the fact that there is a high repeatability of results could be found. This is 

due to the fact that one person is responsible for supplementing these data in the system, 

the road dispatcher; other dispatchers do not provide these data. 

The probability of an occurrence of a delay in operation b2 for the value of 0.98 h is 

equal to 0.18. From the sample studied for operation b2, no case was noted in which there 

was a failure to perform this operation. The finding of the analysis of the results of oper‐

ation b2 is also the fact that there is a high repeatability of results could be found. This is 

also due to the fact that one specific person is responsible for supplementing these data in 

the system, the railway dispatcher; other railway dispatchers do not provide these data. 

For the test performed,   χଶ  there were no grounds for rejection of the hypothesis that 

the data had a gamma distribution. The frequency of data supplementing operations in 

the system within the range of up to 0.8 h (48 min) amounts to 51%, while the operations 

performed for over 1 h give a cumulative frequency of 98%. 

The remaining parameters necessary to use the method were analyzed in a similar 

manner. 

4.3. Assessment of the Reliability of the Cargo Handling Process 

Based on  the  cargo handling process map  (Appendix D), a  structural model was 

drawn up, thanks to which it is possible to determine the reliability of the cargo handling 

process from the time the order is accepted up to the cargo being delivered to the cus‐

tomer. In the analyzed process of cargo handling, it can be concluded, based on the map 

(Appendix D), that many operations within individual activities are performed in parallel. 

The development of the structural model (Figure 8) is intended to facilitate further calcu‐

lations. Itemization of the basic operations within the sub‐processes, as well as routing of 

the parallel paths, will simplify  the creation of a reliability model using  the event  tree 

method. 

 

Figure 8. Structural diagram of the cargo handling process at the container terminal. 

On the bases of the structural model reliability may be determined using event trees. 

For activity d1, the initiating operation comes in the form of sending the order by the ship’s 

owner, z1 (Figure 9). 

 

Figure 9. Event tree for activity d1 Figure 9. Event tree for activity d1.

In the case of the consequent activity d2, the initial operation consists in sending the
advice not listed. First, the I2 advice not listed from the port is drawn up and sent to the
container terminal for the railway dispatcher (Figure 10).
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The next initiating operation is the cargo transportation by rail to the container terminal
z3. The path in the structural model shows that within the initiating operation z3, 3 actions
are performed in sequence (d3, d4, d5): transportation of the cargo from the port to terminal
z3 (Figure 11).

SJ31= 0.98, FJ32= 0.01 FJ33= 0, FJ34 = 0.01
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Therefore, the process reliability Rpr is equal to:

Rpr = SJ11 ∗ SJ21∗ SJ31 = 1 ∗ 1 ∗ 0.98 = 0.98

The reliability of the cargo handling process in the tested real-time system is Rpr = 0.98.
In the case of the binary tree from the figure, because only the fact that a given action will
be performed or not will be taken into consideration, the process of cargo handling in the
engineering system under analysis is characterized by high reliability. In the case of the
first two activities (d1 and d2), there was no situation during the study of the process when
the dispatchers did not perform these activities. After the (I1 i I2) messages are received,
the data are always entered into the system. In the case of the last path, the situation where
the advice note list is received and the train does not arrive at the container terminal does
not happen. Once, a situation arose where railway dispatchers received an advice note list;
then they received information that there were disturbances at the port, and the target train,
which was to arrive at the terminal, was reloaded and sent the next day. The last activities
(d3, d4 and d5) also confirm the high reliability of the operating process. The operator who
receives the list of containers carries out the cargo translocation operation and loads the
container onto the vehicle. If there are any disruptions at this point, it is mainly on-route the
transportation to the customer, when the driver has a loaded vehicle, leaves the terminal
and delivers the cargo to the customer.

4.4. Assessment of the Reliability of the Cargo Handling Process, Considering the Timely Execution
of Operations

On the basis of the studies presented in Section 4.1, reliability could be determined,
taking into consideration the timely execution of operations in individual activities. In this
case, the number of operations experiencing a delay was taken into account; for each bm
operation, the values were as follows:

tb1= 0.98 h, tb2= 0.98 h, tb3= 6 h, tb4= 0.058 h, tb5 = 2 h

Above these values, an operation that is part of the activity is considered delayed.
Based on the above, the following results were obtained the situation presented on the
Figure 12 (activity d1) and Figure 13 (activity d2). Transportation of cargo from the port to
the terminal for activities d3, d4 and d5 on the Figure 14 is presented.
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SH21= 0.92, SFH22= 0.08, FH23 = 0.00

SH31 = 0.31, SFH32 = 0.02, FH33 = 0.00, SH34 = 0.03, SFH35 = 0.07, FH36 = 0.00, FH37

= 0.00, SH38 = 0.52, SFH39 = 0.04, FH310 = 0.00, SH311 = 0.06, SFH312 = 0.00, FH313 = 0.00,
FH314 = 0.00, FH315 = 0.01.

Reliability for success is equal to:

Rpr(S) = SH11 ∗ SH21 ∗
(
SH31 + SH34 + SH38 + SH311

)
= 0.93 ∗ 0.92 ∗ 0.93 = 0.79
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Reliability for success is equal to Rpr(S) = 0.79, which is lower than the one obtained
using the event trees for the two modes, which was equal to Rpr = 0.98. This is due to
the fact that the timely execution of the operations performed within the activities was
considered. It also follows that the activities at the terminal are carried out, but a portion
of them are delayed. The activity d3 and, more specifically, the operation of accepting the
train at terminal b3 has the greatest impact on the reliability, i.e., the timely execution of
the operating process. This activity determines whether the cargo handling process will
be performed in a timely manner and whether the cargo will be delivered to the customer
exactly on time. Train delays are up to 48 h, and the most critical delays are already above
6 h; therefore, it is of key importance for the proper operation of the terminal.

In order to compare the value obtained with the developed method for the cargo
handling process, the global value for delays in delivery to the customer from the container
terminal was obtained. According to the data received from the terminal manager, 82% of
haulage is performed on time in accordance with the customer‘s requirements. Based on
the above, it can be determined that the reliability value of the cargo handling process for
the three-state event tree amounting to 0.79 is a more accurate value, which suggests the
validity of the developed method. It is also worth remembering that the method utilizes
delay thresholds, which, following the identification of the bottlenecks within the process,
will allow to improve the timeliness of the process or avoid penalties for delays.

5. Conclusions

The literature review analysis allowed for identifying a research gap, which is the
non-existence of a reliability assessment method that would also take into consideration
the quality and timeliness of the message transferred to the recipient. When defining the
concept of information, the authors refer the interpretation of data to the sender and the
recipient and demonstrate that by sharing information, uncertainty is reduced, and the
bullwhip effect is partially excluded. However, information becomes significant only when
it is understandable, interpretable and useful for the recipient. The exchange of information
between users of complex engineering systems forces the physical flow of materials and
the performance of activities within the framework of the ongoing process; therefore, both
these flows should be considered concurrently. In their papers, the authors adopted various
models of information sharing, often without referring to the data completeness and the
timeliness of delivering these messages. In some papers, however, the issue of overloading
is discussed, which refers to too much data transferred per unit of time. The papers ignore
the impact of incomplete information on the process execution or performance of tasks.

The aim of the article was to create a method for assessing the reliability of the
logistics process in terms of information flow unreliability. The proposed method assumes
performing five steps. The mainstream of research work was based on the issue of process
reliability, in which the crucial role is played by the timely execution of operations in the
process under analysis. A definition of process reliability was formulated, where three
states are listed: the state of fitness, the state of partial fitness and the state of unfitness. The
notion of the cargo handling process for which the verification of the proposed method was
performed was also defined. The cargo handling process is a process that is commenced
with the shipment of the order from the customer and is concluded when the cargo is
delivered to the customer. As part of this process, sub-processes and activities were
distinguished, as well as the relationships between these being part of the operation of the
cargo handling process. Each activity consists of a message (data set) and an operation (set
of activities). Based on operations and messages characterized in such a manner, it was
possible to determine reliability.

As the calculations showed, the reliability of the process based solely on technical
issues gave a much greater value than the case taking into account the flow of information.
As a result, it gives an insight into the importance of the issue of ignoring information in
decision-making and logistics processes. It also allows for reflection on the importance of
information and its failure as a cause of process failure.
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The goal was achieved by:

• Characterizing the examined logistics process;
• Determining the components of the process, including the information transferred

within a complex engineering system;
• Formulating a definition of process reliability;
• Developing a method for assessing the reliability of a logistics process;
• Verifying a method for assessing the reliability of a logistics process using the sample

cargo handling process;
• Performing analysis and evaluation of the results obtained;
• Formulation of summaries and conclusions.
• The developed method of assessing the reliability of the logistics process enables

the following:
• Determination of reliability, taking into consideration the timeliness of operations

performed within the framework of the analyzed process;
• Gaining knowledge on each component of the analyzed process and the determi-

nation of the necessary messages, as well as the data necessary for the execution of
the operation;

• Collection of data on the causes of delays;
• Determination of the quality of the transmitted messages, in quantitative terms, as

well as indicating which aspects are the most unreliable;
• Continuous improvement of the process by introducing changes and increasing the

awareness of the users of the engineering system concerning errors in messages, as
well as the untimeliness of the operations performed.

The method developed is a universal one and can be used to evaluate logistics pro-
cesses, including, e.g., manufacturing systems or transportation systems. The direction of
the development of further research papers will be the use of the multi-criteria evaluation
method that takes into account not only the criterion of the reliability evaluation but also,
for example, process efficiency.

The article drew attention to and used the fault tree analysis. This is a simple method by
which information reliability can easily be adapted. However, in the further development
of the issue of reliability of the information in the logistics process, efforts can be made to
adapt the idea using other analytical or simulation tools. The latter group is of particular
interest and will be the subject of further research.
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Appendix A

Table A1. Summary of the literature review of the issue of information flow in logistic systems.

Item
No. Information Exchange Decision Making Analysis of Information for Selected Parameters Results of Information Sharing (Valorisation)

Information Sharing Communication

Centralized Decentralized Lead
Time Demand Inventory

Level
Production
Capacity Total Cost Costs of

Penalties Benefits Service
Level

Bullwhip
Effect

Value of
Information

Result of
Tasks/Process
ExecutionComplete Partial Lack of Sender—

Recipient Problems Method (Conversation,
Email, etc.)

Content of
the Message

1 [53] +

2 [54] + + + + + + +

3 [55] + + + + + + G

4 [17] + + + + + + + + + A

5 [56] + + + + + P

6 [57] + + + + + + + +

7 [58] + + + + * + + +

8 [59] + + + + + G

9 [60] + + + + + + + A

10 [61] + + + + * + + + + + P

11 [62] + +

12 [63] + + + + + + + + + + + + +

13 [64] + + + + G

14 [26] + + + + A

15 [27] + + P

16 [28] + + + +

17 [36] +

18 [30] + + + + + + + + + + + + + G
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Table A1. Cont.

Item
No. Information Exchange Decision Making Analysis of Information for Selected Parameters Results of Information Sharing (Valorisation)

Information Sharing Communication
Centralized Decentralized Lead

Time Demand Inventory
Level

Production
Capacity Total Cost Costs of

Penalties Benefits Service
Level

Bullwhip
Effect

Value of
Information

Result of
Tasks/Process
ExecutionComplete Partial Lack of Sender—

Recipient Problems Method (Conversation,
Email, etc.)

Content of
the Message

19 [65] + + + + + + + + + + + A

20 [66] + + + + + P

21 [67] + + + + +

22 [68] + + + +

23 [35] + + + + +

24 [36] + + + +

25 [69] + + + + + + G

26 [38] + + + + A

27 [70] + + + + + P

28 [37] + + + +

29 [41] + + +

30 [71] + + + G

31 [43] + + + + + A

32 [44] + + + + P

33 [72] + + + +

+ *—in these papers, it was assumed that the design and implementation time (lead time) is equal to 0.
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Appendix B

Table A2. Dimensions of data quality assessment available in the literature.

Data Quality Dimension Aspects [44] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] Total

Internal

Believability + + + + + 5

Accuracy, no errors present + + + + + + + + + + + + + + 14

Reliability + + + + + + + + + 9

Objectivity + + + + + 5

Verifiability + 1

Contextual

Value added + + + + + + 6

Completeness + + + + + + + + + + + + + + + 15

Timeliness (on-time) + + + + + + + + + + + 11

Subject-matter relatedness, relevant + + + + + + + + + + + 11

Amount of information + + + + + + 6

Actuality (in good standing) + + + + + 5

Representative

Concise representation + + + + + + 6

Adequacy (adequate) + + + + 4

Interpretability + + + + 4

Intelligibility (ease of understanding) + + + + + + 6

Usability (ease of use) + + + + + + + + 8

Clarity, intelligibility (clear) + + + 3

Availability dimension

Availability (access, availability) + + + + + + + + + + 10

Internal connectivity + 1

Security + + + + + 5

Internal dimension

Customer support + 1

Price per request + 1

Response time + 1

External connectivity + 1

Right purpose + 1

Right location + 1

Opinion on the source of information (reputation) + + + + + 5
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Appendix C

Table A3. Reliability methods and models in transportation systems.

[88] [89] [90] [91] [92] [93] [94] [95] [96] [97] [98] [99] [100] [101] [102] [103] [104] [105] [106] [107] [108] [109] [110] [111] [112] [113] [114] [115] [116] [117] TOTAL

Information reliability + + + + 4

Travel time reliability + + + + + 5

Schedule/timetable
reliability + + + + + + 6

Reliability of IT network
infrastructure + 1

Markov + + + + + + 6

Semi-Markov + + 2

Reliability structure with
the unloaded reserve + + 2

Monte Carlo simulation + + + 3

Poisson distribution + + + 3

Exponential distribution + + + + + + + + 8

Weibull distribution + 1

Normal distribution + 1

Log-normal distribution + 1

Readiness + + + + + + + + + + + 11

Unreliability + + 2

Network capacity + + + + + + 6

Punctuality + + + + + + + + + + + + 12

Delay threshold + + 2

Punctuality threshold + 1

Damage + + + + + + + + + + + + + + + + + 17

Repair/operation + + + + + + + + + + + + + + 14

Surveys + + 2

Task execution + + + + + + + + + + + 11

Hierarchical task
analysis (HTA) + 1

Costs + + + + + 5

Availability + + + + + 5

Dispatcher‘s decisions + + 2

Schedule reliability Readiness Markov model
Transportation

system reliability
model

Information reliability
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