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Abstract

:

Fruit cracking and rust spots are common diseases of nectarines that seriously affect their yield and quality. Therefore, it is essential to construct fast and accurate disease-identification models for agricultural products. In this paper, a sparse dictionary learning method was proposed to realize the rapid and nondestructive identification of nectarine disease based on multiple color features combined with improved LK-SVD (Label K-Singular Value Decomposition). According to the color characteristics of the nectarine itself and the significant color differences existing in the three categories of nectarine (diseased, normal, and background parts), multiple color spaces of RGB, HSV, Lab, and YCbCr were studied. It was concluded that the G channel in RGB space, Y channel in YCbCr space, and L channel in Lab space can better distinguish the diseased part from the other parts. At the model-training stage, pixels of the diseased, normal, and background parts in the nectarine image were randomly selected as the initial training sets, and then, the neighboring image blocks of the pixels were selected to construct the feature vectors based on the above color space channels. An improved LK-SVD dictionary learning algorithm was proposed that integrated the category label into the process of dictionary learning, and thus, an over-complete feature dictionary with significant discrimination was obtained. At the model-testing stage, the orthogonal matching pursuit (OMP) algorithm was used for sparse reconstruction of the original data, which can obtain the classification categories based on the optimized feature dictionary. The experimental results show that the sparse dictionary learning method based on multi-color features combined with improved LK-SVD can identify fruit cracking and rust spot diseases of nectarines quickly and accurately, and the average overall classification accuracies were 92.06% and 88.98%, respectively, which were better than those of k-nearest neighbor (KNN), support vector machine (SVM), DeepLabV3+, and Unet++; the identification results of DeepLabV3+ and Unet++ were also relatively high, but their average time costs were much higher, requiring 126.46~265.65 s. It is demonstrated that this study can provide technical support for disease identification in agricultural products.
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1. Introduction


With high nutritional value, nectarines contain a variety of amino acids that are essential for the human body. At the same time, they can enhance immunity, which has high medicinal value. Hence, using hyperspectral imaging technology to realize the nondestructive identification of nectarines is a pivotal step in the process of nectarine industrialization [1]. In the process of the picking, preservation, and storage of nectarines, they are vulnerable to pests, diseases, and microbial pollution, which can lead to a great decline in product quality. Fruit surface defects caused by diseases have always been an important factor affecting the quality and price of fresh fruits. Fruit cracking and rust spot diseases are the most common physiological diseases of nectarines during their growth, and they are prone to occur from their break stage. Fruit cracking is a disease in which the fruit is exposed due to vertical or horizontal cracking nearing maturity, and the cracked fruit decays easily and become acidic [2]. The main causes of fruit cracking include deformational flowers, strong radiation, high temperature and drought, improper use of plant growth regulators, and excessive pinching. Rust spot is a fungal disease in which a layer of rust spots will appear in the fruit surface, and then, it begins to lose water and shrink as it is infested by the pathogen, resulting in a large number of fruit drops and a large-scale reduction in the yield. The main causes of rust spots include improper cultivation, an unsuitable climate and environment, pesticide and harmful dust pollution, mechanical damage, and pest infestation [3]. These diseases can seriously reduce the yield or result in a loss of commercial value. Therefore, we focus on these two diseases for research, and disease identification in nectarines is of great significance to improve their quality and market competitiveness [4].



Recently, with abundant spatial and spectral information, hyperspectral imaging systems have been widely used in the quality assessment for agricultural products [5,6]. The ripeness of strawberries has been estimated using a hyperspectral imaging system in field and laboratory conditions, which showed better performance than other methods [7]. Al-Alimi et al. [8] proposed a novel hyperspectral image classification framework using the meta-learner technique to train multi-class and multi-size datasets by concatenating and training the hybrid and multi-size kernels of convolutional neural networks (CNNs). At present, several studies on the internal and external quality assessment of nectarines have been conducted. The RPI (ripening index) and IQI (internal quality index) [9] have been used to assess the internal physicochemical properties and sensory perception of two cultivars of nectarine using VIS-NIR (visible near-infrared) hyperspectral images, showing great potential for further monitoring the evolution of intact nectarine ripeness in industrial setups. Various dimensionality reduction methods [10] have been used to extract the feature vectors from the dielectric spectrum and near-infrared spectrum, which can systematically reflect the advantages and disadvantages of the two spectrums in the quality assessment of nectarines, and the correlation coefficient and root mean squared error (RMSE) of the prediction set were 0.887 and 0.782, respectively. Hyperspectral image technology [11] combined with CARS-ELM (competitive adaptive reweighted sampling, CARS; extreme learning machine, ELM) has been successfully applied to realize the variety identification for nectarines, and the correlation coefficient and RMSE of the prediction set were 0.942 and 0.205, respectively, which provides the technical basis for the internal quality assessment of fruits. Nevertheless, most of the above studies aimed at the assessment of internal quality and variety identification of nectarines, and studies on disease identification are still in the theoretical analysis phase [12], let alone identification based on hyperspectral image technology. Since disease identification based on hyperspectral images belongs to the field of pattern recognition, sparse representation combined with dictionary learning algorithms has been widely used in face recognition [13], image classification [14], and other fields. Song et al. [15] established an HSI denoising algorithm by applying dictionary learning and sparse coding theory, extended into the spectral domain, and their experiments illustrated that the denoising result obtained using the proposed algorithm is at least 1 dB better than those of the comparison algorithms. Li et al. [16] proposed two multitemporal dictionary learning algorithms, expanding on their K-SVD and Bayesian counterparts, and the results were effective. Therefore, how to effectively apply the sparse representation and dictionary learning methods to identify the diseased area is the focus of our study.



The objective of this work was to develop a method for identifying different nectarine diseases rapidly and nondestructively. “Zhongyou NO.9” variety nectarines with fruit cracking and rust spots were taken as study objects, and visible hyperspectral images of the two diseases were collected using a hyperspectral imaging system. Firstly, addressing the problems of the high dimensionality and linear inseparability of hyperspectral image data, a recognition model for common nectarine diseases based on dictionary learning and sparse representation was studied. Secondly, as feature extraction is the most important and difficult part in pattern recognition [17]; moreover, there were significant color differences among the diseased, normal, and background parts. According to the influence of different color features on the recognition results we can obtain an optimal feature vector so as to enhance the reliability and robustness of the model. Finally, in the process of dictionary learning, as the recognition area included three categories, diseased, normal and background, an improved LK-SVD algorithm was proposed that integrated the category label into the dictionary learning process, and then a discriminant over-complete feature dictionary was obtained for the sparse reconstruction of the original data to obtain the classification categories. This study will provide a basis for nondestructive and on-line identification in nectarine and other agricultural products.



The core contributions of this paper can be summarized as follows.



We deeply analyze the color features in the nectarine hyperspectral images according to the color characteristics of the nectarine itself and the significant color differences that exist in the three categories of nectarine (diseased, normal, and background parts).



We propose an improved LK-SVD dictionary learning method that differs from the traditional machine learning method. Multiple color features combined with the improved LK-SVD are proposed.



Through dictionary optimization, a dictionary with a strong category discrimination ability and corresponding linear classifiers can be obtained, which optimizes the algorithm while reducing the amount of computation. Applications for disease identification in nectarine using hyperspectral imaging are lacking. As the research object of this study is disease identification, samples with fruit cracking and rust spots were selected for the experiment, and then, the samples were arranged based on the hyperspectral-image-acquisition system for hyperspectral data collection.




2. Materials and Methods


2.1. Data Collection


The experimental nectarines were picked from the Yuncheng orchard, Shanxi Province, in June 2021. To ensure the reliability of disease identification, the nectarine samples were similar in shape and uniform in maturity and size (each weighing 160–205 g) [18]. A total of 290 samples with four types were collected, including 70 fruit cracking samples, 72 rust spot samples, and 148 intact samples.



The HyperSIS (USA) hyperspectral-image-acquisition system used in this experiment was mainly composed of a CMOS camera, a spectrograph, an electronically controlled displacement platform with an array detector, a computer and a darkroom, as shown in Figure 1. This setup can be used for the hyperspectral data collection of agricultural products. The spectral range was 874–1734 nm, the resolution was 2.8 nm, and the sampling interval was 0.59 nm. Figure 2 shows the spectral curve of the fruit cracking samples. The light was a 150 W quartz halogen lamp. A total of 56 hyperspectral sample images were collected by the imaging system. The image size was 320 × 349, each with 256 bands. The visible nectarine sample images are shown in Figure 3, which are pseudo-color images synthesized using multiple bands.




2.2. Color Feature Analysis


The hyperspectral data and color feature analyses were conducted using ENVI 4.7 and MATLAB 2019, respectively. Since nectarines possess red and green colors, there were obvious color differences among the diseased, normal, and background parts. Therefore, we analyzed the multiple color spaces of RGB, HSV, YCbCr, and Lab [19] for feature extraction. Figure 4 shows the results of the different color spaces with fruit cracking.



As can be seen from Figure 4, since the HSV color space is composed of hue, saturation, and lightness [20], none of its channels can be used to identify the diseased part. The G channel in RGB (Figure 4b), Y channel in YCbCr (Figure 4g), and L channel in Lab (Figure 4j) can better distinguish the diseased part from the other parts; as for the remaining channels, the diseased parts were similar to the normal ones in color, and the boundaries were blurred, which cannot be used for identification. Therefore, the G channel in RGB, Y channel in YCbCr, and L channel in Lab were selected for color feature extraction. In general, the color features were pixel-level and the feature dimension of each channel was 256 × 256; thus, feature dimensionality reduction was necessary. Moments can describe the image features: low-order moments can reflect the low-frequency (main) information, and high-order moments can reflect the high-frequency (detailed) information [21]. Therefore, this study intended to extract the first, second, and third moments of the above-mentioned color channels as feature vectors for subsequent analysis. Then, the feature vector “Clolor_features” was defined as RGB_G_FM, YCbCr_Y_FM, Lab_L_FM, RGB_G_SM, YCbCr_Y_SM, Lab_L_SM, RGB_G_TM, YCbCr_Y_TM, and Lab_L_TM, which contains nine components.




2.3. Improved LK-SVD Sparse Dictionary Learning Method


2.3.1. Sparse Dictionary Learning


The main idea of dictionary learning is to use the dictionary matrix to linearly sparsely represent the original samples [22], as shown in Equation (1):


  Y = D X  



(1)




where   D ∈  R  m × k     represents the over-complete dictionary;   X ∈  R  k × n     represents the sparse matrix;   Y ∈  R  m × n     represents the original samples;  m  and  n  are the dimension and number of samples, respectively; and  k  is the number of dictionary atoms. The essence is to find  X , making D as sparse as possible.



Generally, sparse representation mainly includes two parts: sparse coding and dictionary updating [23]. In this study, OMP [24] was used to sparsely decompose the input information and calculate the reconstruction error; the improved LK-SVD algorithm was used to construct and update the dictionary.




2.3.2. Improved LK-SVD Dictionary Learning


The initial dictionary is not usually the optimal one, and there will be considerable error between the data represented by the sparse matrix that meets the sparseness with the original data. The K-SVD algorithm takes the principle of minimum error as the basic idea [25] to update the dictionary, and its objective equation is Equation (2):


    min   D . X    {     ‖  Y − D X  ‖   F 2   }        s . t . ∀ i ,    ‖   x i   ‖   0  ≤  T 0          



(2)




where    T 0    represents the upper limit of the non-zero sparse coefficient.



The K-SVD algorithm can effectively reduce the within-class deviation, but its learning process is only effective for a certain category and cannot increase the between-class variance for multi-class problems. Therefore, an LK-SVD algorithm based on category labeling was proposed, which integrates the category information to modify the K-SVD. This study involved a three-category classification issue: diseased, nectarine, and background parts. For this, sparse reconstruction mainly judges the type of test samples by solving the position where the minimum value of the residual appears in the sparse expression. Thus, the above problems can be replaced by a linear classifier, and then, the classification can be expressed as Equation (3):


  H = W X + b  



(3)




where   H ∈ [ 0 , 1 , 2 ]   represents the three categories,  W  represents the linear classification matrix, and  b  is the bias term. By integrating this into the process of dictionary learning, the optimization of solving  W  can be converted to Equation (4):


    min   H , W      ‖  H − W X − b  ‖   2 2  + β    ‖ W ‖   F 2   



(4)




Combined with the formula in Equation (2), the above formula can be converted to Equation (5):


      min   D , X , H , W     ‖  Y − D X  ‖  2 2    + λ   ‖  H − W X − b  ‖  2 2  + β   ‖ W ‖  F 2          s . t . ∀ i   ‖   x i   ‖  0  ≤  T 0     



(5)




where      ‖ W ‖   F 2    is the regular term and  λ  and  β  are the contribution values of the corresponding terms. A dictionary can be considered a combination of the primitive atom  Y  and thus can be expressed as   D = Y ⋅ Ω  , in which  Ω  is the transformation matrix. Then, the above formula can be simplified as Equation (6):


    min   D , X , H , W      ‖   [          Y      λ  H    ]  −  [    Y ⋅ Ω      λ  W    ]  X  ‖   F 2        s . t . ∀ i    ‖   x i   ‖   0  ≤  T 0   



(6)







By solving the above problems, the obtained  H  is the measured category. According to the above description, we obtain the implementation pseudocodes of the LK-SVD algorithm, as shown in Algorithm 1.



	Algorithm 1 LK-SVD algorithm



	Input: original sample matrix  Y , transformation matrix  Ω , label matrix  H .

Output: over-complete dictionary D, linear classification matrix  W .

Initialization: initialize Ω and  W .



	1: Stage 1: Model building

2:  Build a sparse representation model:   Y = D X  

3:  Build a Linear classification model:   H = W X + b  

4: Stage 2: Dictionary and classifier optimization

5:  Model fusion: Combining two optimization problems into one

6:      min   D , X , H , W      ‖   [          Y      λ  H    ]  −  [    Y ⋅ Ω      λ  W    ]  X  ‖   F 2        s . t . ∀ i    ‖   x i   ‖   0  ≤  T 0   

7:  Apply K-SVD dictionary learning to solve the above optimization problem










2.4. Algorithm-Implementation Process


Nectarine disease identification based on sparse dictionary learning is a method of supervised learning. Figure 5 shows the identification flow chart for this study. The recognition process mainly included two parts: the model training process and the model testing process. The images with fruit cracking and rust spot disease were divided into training sets (351 fruit cracking and 372 rust spot) and testing sets (117 fruit cracking and 124 rust spot) at a ratio of 3:1, and the recognition results are the statistical values of the testing sets. In order to evaluate and analyze the recognition results, the “Image Labeler” tool in MATLAB 2019 was used to label the disease images, which generated the ground truth maps. Figure 6b is the ground truth map of a sample image of fruit cracking disease, among which, “1” represents the background part, “2” represents the normal nectarine part, and “3” represents the diseased part.



2.4.1. Model Training Process


The training process for the identification of nectarine disease included four processes [26]: feature point extraction, feature vector construction, feature dictionary initialization, and dictionary learning. The operating system was Windows 10, the CPU model was an Intel (R) Core (TM) i7-12700F CPU@2.10GHz, the GPU model was an NVIDIA GeForce RTX 3080, the running memory was 32 GB, and the hard drive was 1 T. The programming environment used for the improved algorithm in this study was MATLAB 2019.




	
Feature point extraction:  N  feature points were respectively selected from the diseased, normal, and background areas as the initial training sets, and then, the initial dimension of the training sets was   3 N  . For each pixel, the   M × M   neighborhood image block was extracted for recognition, and then, the sizes of the training sets were   M × M × 3 N  .



	
Feature vector construction: The data of the G channel in RGB, Y channel in YCbCr, and L channel in Lab of each image block were extracted, respectively. Then, the first, second, and third moment features of each channel were extracted. Finally, the dimension of the feature vectors was   9 × 3 N  .



	
Feature dictionary initialization: Certain columns of the initial sample were selected as the initial feature dictionary. In this study, the  K  features of each category in 2 were randomly selected as the initial dictionary. By generating the transformation matrix between the dictionary and the initial sample randomly, the initial feature dictionary  D  was constructed, and its dimension was   9 × 3 K  .



	
Dictionary learning: It was generally considered that there was a linear classification relationship between the features and categories, so a linear classification model was constructed using the category label H with the feature dictionary  D . Here, the over-complete dictionary and the linear classifier were obtained using the LK-SVD algorithm iteratively.









2.4.2. Model Testing Process


The testing process of the nectarine disease identification included four processes [27]: feature point extraction, feature vector construction, sparse representation, and sparse reconstruction.




	
Feature point extraction: Referring to Section 2.4.1 (1.), all of the pixels of the disease image were extracted, and then, the size of the training sets was   M × M × 256 × 256  .



	
Feature vector construction: The construction process was as in Section 2.4.1 (2.), and then, the dimension of the feature vectors was   9 × 256 × 256  .



	
Sparse representation: The sparse representation matrix was obtained by adopting the OMP algorithm using the over-complete dictionary obtained in Section 2.4.1 (3.) and the feature vectors in 2.



	
Sparse reconstruction: By inputting the sparse expression obtained in Section 2.4.2 (3.) into the linear classification model, the test category can be obtained.










2.5. Model Evaluation


In general, the confusion matrix, overall accuracy of classification, user accuracy, producer accuracy, and kappa coefficient were used to evaluate the classification results. The confusion matrix is mainly used to compare the classification results with the actual measured values [28]. Here,  r  is the category;    X  i j     represents the percentage of category  i  judged as category  j  by the classifier in the total number of categories  i ;    X  i i     is the number of pixels in row  i  and column  i  in the confusion matrix (the number of correct classifications);    X  i +     and    X  + i     are the total number of pixels in row  i  and column  i , respectively; and  N  is the total pixels.



The overall classification accuracy [29] (OA) is equal to the sum of the correctly classified pixels divided by the total pixels, as shown in Formula (7):


  O A =     ∑  i = 1  r    X  i i         ∑  i = 1  r     ∑  j = 1  r    X  i j          



(7)







User accuracy [30] (UA) indicates the probability that a certain type of sample is correctly classified, as shown in Formula (8):


  U A =    X  i i      X  i +      



(8)







Producer accuracy [31] (PA) represents the probability that a certain type of sample in the classification diagram is correctly classified, as shown in Formula (9):


  P A =    X  i i      X  + i      



(9)







The kappa coefficient [32] can make full use of the information from the confusion matrix. It can be used as a comprehensive index for the evaluation of classification accuracy. Table 1 shows the relationship between classification quality and kappa statistics, and the calculation formula of the kappa coefficient is (10) as follows:


  K =   N   ∑  i = 1  r    X  i i   −   ∑  i = 1  r   (  X  i +    X  + i   )        N 2  −   ∑  i = 1  r   (  X  i +    X  + i   )      



(10)









3. Results


The initial experimental parameters set during the training process were as follows: (1) in the feature point extraction, 1500 (500 points per category) pixels were randomly selected as the training points; (2) the initial size of the neighborhood image block was 7 × 7; (3) the initial dimension of the feature vector was 9; (4) the initial dictionary size was 300, and 100 features of each category were randomly selected as the initial dictionary.



3.1. Disease Recognition Results


Figure 6 shows the recognition results of the nectarine disease identification. Figure 6c shows the fruit cracking recognition result with a feature vector dimension of 9. Table 2 shows the corresponding confusion matrix results, which are respectively expressed in numerical form and percentage form. As can be seen from Table 2, the sum of the rows is the total pixels of the predicted result for each category, the sum of the columns is the total pixels of the ground truth values for each category, and the diagonal elements are the correct prediction pixels of all categories. By calculating the sum of the diagonal elements, it can be concluded that the correct prediction pixels of all categories is 61910, and the OA is 94.47%. The classification accuracies of diseased, normal, and background parts are relatively high, achieving more than 91%, and the classification accuracy of the background parts is the highest at 98.10%, proving that this method has a better effect.



The UA and PA of each category can also be calculated using the confusion matrix. Table 3 shows the UA and PA corresponding to Figure 6c. It can be seen that the UA and PA of the background and normal parts are both higher, reaching over 91%; the UA of the diseased part is the lowest at 55.34%. This is mainly because the border between the nectarine and the background is blurred with shadows, and it is easy to be confused with the diseased part; therefore, most of the edge of the nectarine parts and a few background parts are identified as being diseased.




3.2. Acquisition of Optimal Testing Parameters


In order to verify the influence of the feature vector dimension, the number of feature points extracted, and the size of the neighborhood image block on the classification results, a comparative analysis was conducted to obtain the optimal parameters. In this study, three features with the first moment, six features with the first and second moments, and nine feature vectors with the first, second, and third moments were constructed, respectively. The feature points of 1500, 2400, and 3000 were respectively selected, and the neighborhood image block sizes of 3  ×  3, 5  ×  5, and 7  ×  7 were respectively selected. Figure 6 shows the results of the disease recognition using different feature vector dimensions, and Table 4 presents the statistical results of the different testing parameters. As can be seen from Figure 6, the classification results shown in Figure 6c,i are the best. It can also be seen from Table 5 that among the statistical results of fruit cracking and rust spot disease, when six feature vector dimensions are used, the recognition results are the highest at 90.92% and 86.86%, respectively, and the corresponding kappa coefficient classification quality is considered “excellent”. The number of feature points extracted has little effect on the recognition results; therefore, the influence on the recognition result can be ignored. The size of the neighborhood block has a significant impact on the recognition results, among which the size of 7  ×  7 is the best.




3.3. Identification Results Using Different Dictionary Sizes


In order to verify the influence of the dictionary size on the classification results, this study compared the results of different dictionary sizes, as shown in Table 5, as an average of 100 trials. Figure 7 is a line chart of the average OA of different dictionary sizes. It can be seen from Table 5 and Figure 7 that the average OA of fruit cracking disease is higher than that of rust spot; the effect of the dictionary size on fruit cracking is also more obvious than that on rust spot. When the dictionary size for fruit cracking disease is 1350, the average OA and kappa coefficient are both the highest, at 92.06% and 0.92%, respectively. When the dictionary size for rust spot disease is 450, the average OA is the highest at 88.98%. With an increase in the size of the dictionary, the average OA and kappa coefficient for rust spot disease change smoothly.




3.4. Identification Results of Different Methods


Table 6 presents the classification results compared with SVM, KNN, DeepLabV3+ [33], and Unet++ [34], in which the distance of KNN was the Euclidean distance. The kernel function of SVM is the Gaussian kernel, and the optimal values of the penalty parameter and γ were obtained using the network-searching algorithm and the 10-fold cross validation method, which were 32 and 0.005. The learning rate in the training process of DeepLabV3+ and Unet++ was 0.0001, the value of the batch_size was 8, the value of momentum was 0.9, and the number of iterations was 300. Compared with the other methods, the identification results of our method in terms of identifying fruit cracking and rust spot disease were the highest, with an average OA of 92.06% and 88.98%, respectively. Compared with deep learning methods, the average time costs of SVM, KNN, and our method are obviously smaller, and the three are similar. Though the identification results of DeepLabV3+ and Unet++ are also relatively high, their average time costs are much higher at 126.46~265.65 s. As the datasets in this study were relatively small, they are not suitable for deep learning models. Therefore, the insufficient number of samples also affects the deep learning results. The experimental results show that the method proposed in this paper can effectively identify disease from the nectarine images and that the reconstructed fruit cracking images are better than those of rust spot disease.





4. Discussion


In the disease recognition results, the classification accuracies of diseased, normal, and background parts are relatively high, achieving more than 91%, and the classification accuracy of the background parts is the highest at 98.10%, proving that this method has a better effect. In the process of the acquisition of optimal testing parameters, the size of the neighborhood block has a significant impact on the recognition results, among which the size of 7 × 7 is the best. In the identification results with different dictionary sizes, the average OA of fruit cracking disease is higher than that of rust spot, and the effect of the dictionary size on fruit cracking is more obvious than that of rust spot. In terms of the identification results of the different methods, the method proposed in this paper can effectively identify the disease nectarine images, and the reconstructed image of fruit cracking is better than that for rust spot disease. We found that the sparse dictionary learning method based on multi-color features combined with improved LK-SVD can identify fruit cracking and rust spot in nectarine quickly and accurately, which can provide technical support for disease identification in agricultural products.



Reference [35] proposed an improved discriminative K-singular value decomposition (D-KSVD) algorithm for face recognition. In the D-KSVD algorithm, the initialization of dictionary  D  was implemented manually, which should guarantee that all categories were included in the dictionary. When human error occurs, the classification ability of the dictionary is incomplete. In the algorithm used in this study, we used   D = Y ⋅ Ω   to generate the initialized  D  randomly in the early stage of dictionary optimization; thus, the dictionary selection was dynamically adjusted according to the limited conditions. Furthermore, the dictionary optimization process can be converted from semi-manual to fully automatic, so we were able to develop a dictionary with strong category discrimination ability and linear classifiers.



We added comparisons between machine learning methods and the recently advanced deep learning models of DeepLabV3+ and Unet++. Deep learning models need a GPU environment with a deep learning framework and additional acceleration libraries to conduct complex calculations, while our method does not rely on high-performance devices. Furthermore, the datasets in this study were relatively small, which are not suitable for deep learning models. In order to meet the requirements of deep learning for datasets, we used flipping, rotation, and other methods to expand the datasets. Finally, the OA results that we obtained were close to our method. Though the identification results of DeepLabV3+ and Unet++ were also relatively high and the average OAs for fruit cracking were 91.58% and 91.95%, their average time costs were much higher. Therefore, considering the high equipment costs, small sample, and long running time, the method proposed in this paper provides a basis for more effective fruit disease identification.



Research has been conducted on the identification of root rot disease in grapevine leaves [36], bacterial spot [37], yellow leaf curl disease in tomato [38], and leaf diseases in strawberry [39] using hyperspectral imaging. But, in Reference [37], only the spectral dimension information was used for disease identification, and there were no visualization identification results; in references [36,38,39], the research objects were leaves, which had no direct effect on fruit flavor. In this study, we propose an improved LK-SVD dictionary learning method focused on nectarine fruit disease identification that will affect the taste and sales of fruits directly. A dictionary with a strong category discrimination ability and corresponding linear classifiers can be obtained. We also obtained good visualization identification results, and these results can provide a basis for disease identification in other fruits.




5. Conclusions


In this paper, we proposed a sparse dictionary learning method to realize the rapid and nondestructive identification of nectarines disease based on multiple color features combined with the improved LK-SVD. Combined with the color characteristics of the nectarine itself and the diseased parts, a feature-vector-construction method based on multi-color space was proposed. At the same time, the statistical characteristics of image blocks were fully considered in the process of feature dimension reduction, which lays the foundation for subsequent experiments. An improved LK-SVD algorithm was proposed to integrate the category labels of the diseased, normal, and background parts into the process of dictionary learning so as to obtain an over-complete dictionary. As a result, the reconstructed image of fruit cracking is better than that of rust spot. The shortcoming was that the improved LK-SVD dictionary learning method can only optimize linear classifiers, but the results of the identification of nectarine diseases can meet our requirements. As the research object in this study was the identification of fruit cracking and rust spot disease, the experimental datasets may have certain limitations. In order to determine the generalizability of the model by evaluating its performance based on samples of unseen data, diseased fruits infected by other pathogens, like brown rot, bacterial spot, or peach scab ant, could be added into the training process as further research. In the future, we will continue to extend this method for other, more complex applications, and the realization of online disease identification is an important area of work as well. We also want to identify different phases of fruit disease.
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Figure 1. Hyperspectral image acquisition system. 1. Camera. 2. Spectrograph. 3. Camera lens. 4. Stepping motor. 5. Sample. 6. Conveyor. 7. Lighting controller. 8. Computer. 9. Darkroom. 






Figure 1. Hyperspectral image acquisition system. 1. Camera. 2. Spectrograph. 3. Camera lens. 4. Stepping motor. 5. Sample. 6. Conveyor. 7. Lighting controller. 8. Computer. 9. Darkroom.



[image: Applsci 13 11904 g001]







[image: Applsci 13 11904 g002] 





Figure 2. Spectral curve of fruit cracking samples. 
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Figure 3. Sample images of nectarines in near-infrared. (a) Sample images with fruit cracking. (b) Sample images with rust spot. 
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Figure 4. Different color space images of fruit cracking. (a) R channel of RGB color space. (b) G channel of RGB color space. (c) B channel of RGB color space. (d) H channel of HSV color space. (e) S channel of HSV color space. (f) V channel of HSV color space. (g) Y channel of YCbCr color space. (h) Cb channel of YCbCr color space. (i) Cr channel of YCbCr color space. (j) L channel of Lab color space. (k) a channel of Lab color space. (l) b channel of Lab color space. 
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Figure 5. Flow chart of nectarine disease identification based on sparse dictionary learning. 
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Figure 6. Classification results of nectarine disease identification using different feature vector dimensions. (a) Sample image of fruit cracking. (b) Ground truth map. (c) Classification results using nine feature vectors. (d) Classification results using six feature vectors. (e) Classification results using three feature vectors. (f) Sample image of rust spot. (g) Ground truth map. (h) Classification results using nine feature vectors. (i) Classification results using six feature vectors. (j) Classification results using three feature vectors. 
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Figure 7. Average overall classification accuracy of different dictionary sizes. 
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Table 1. Classification quality and kappa statistics.






Table 1. Classification quality and kappa statistics.





	Kappa Coefficient
	Classification Quality





	0.0–0.2
	Difference



	0.2–0.4
	Commonly



	0.4–0.6
	Good



	0.6–0.8
	Very Good



	0.8–1.0
	Excellent










 





Table 2. Confusion matrix of classification results for nine feature vectors (numerical/percentage).
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Confusion Matrix

	
Ground Truth




	
Disease

	
Nectarine

	
Background

	
Total of Row






	
Predicted result

	
Disease

	
2504/97.66

	
1884/5.59

	
137/0.47

	
4525/103.72




	
Nectarine

	
49/1.91

	
30,692/91.07

	
418/1.43

	
31,159/94.41




	
Background

	
11/0.43

	
1127/3.34

	
28,714/98.10

	
29,852/101.88




	
Total of column

	
2564/100.00

	
33,703/100.00

	
29,269/100.100

	
65,536/300.00











 





Table 3. User accuracy and producer accuracy of classification prediction results for nine feature vectors.






Table 3. User accuracy and producer accuracy of classification prediction results for nine feature vectors.





	Classification Results
	UA (%)
	UA
	PA (%)
	PA





	Disease
	55.34
	2504/4525
	97.66
	2504/2564



	Nectarine
	98.50
	30,692/31,159
	91.07
	30,692/33,703



	Background
	96.19
	28,714/29,852
	98.10
	28,714/29,269










 





Table 4. Statistical results of different parameters.
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Parameter Indexes

	
Disease Categories

	
Average OA (%)

	
Average Kappa Coefficient






	
Feature vector dimension

	
9 feature vectors

	
Fruit cracking

	
90.81

	
0.90




	
6 feature vectors

	
90.92

	
0.91




	
3 feature vectors

	
53.53

	
0.32




	
9 feature vectors

	
Rust spot

	
84.98

	
0.78




	
6 feature vectors

	
86.86

	
0.82




	
3 feature vectors

	
79.83

	
0.72




	
Feature points Number

	
1500 (500 points per type)

	
Fruit cracking

	
90.81

	
0.90




	
2400 (800 points per type)

	
90.61

	
0.87




	
3000 (1000 points per type)

	
90.32

	
0.85




	
1500 (500 points per type)

	
Rust spot

	
84.98

	
0.78




	
2400 (800 points per type)

	
83.78

	
0.75




	
3000 (1000 points per type)

	
84.95

	
0.78




	
Neighborhood block size

	
3 × 3

	
Fruit cracking

	
60.20

	
0.45




	
5 × 5

	
90.61

	
0.87




	
7 × 7

	
90.81

	
0.90




	
3 × 3

	
Rust spot

	
78.58

	
0.70




	
5 × 5

	
83.60

	
0.77




	
7 × 7

	
84.98

	
0.78











 





Table 5. Classification results of different dictionary sizes.
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Disease Categories

	
Evaluation Indexes

	
Dictionary Size

	




	
300

	
450

	
600

	
750

	
900

	
1050

	
1200

	
1350

	
1500






	
Fruit cracking

	
Average OA (%)

	
90.92

	
89.64

	
89.11

	
88.34

	
89.31

	
91.67

	
92.00

	
92.06

	
91.65




	
Average kappa coefficient

	
0.91

	
0.89

	
0.88

	
0.82

	
0.89

	
0.87

	
0.92

	
0.92

	
0.87




	
Rust spot

	
Average OA (%)

	
86.86

	
88.98

	
87.16

	
87.52

	
87.40

	
87.52

	
87.35

	
87.62

	
86.20




	
Average kappa coefficient

	
0.82

	
0.87

	
0.83

	
0.83

	
0.83

	
0.83

	
0.83

	
0.83

	
0.82











 





Table 6. Classification results of different methods.
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Methods

	
Fruit Cracking

	
Rust Spot




	
Average OA (%)

	
Average Kappa Coefficient

	
Average Time Cost (s)

	
Average OA (%)

	
Average Kappa Coefficient

	
Average Time Cost (s)






	
SVM

	
88.81

	
0.86

	
42.46

	
80.45

	
0.74

	
36.75




	
KNN

	
89.28

	
0.87

	
38.14

	
78.56

	
0.71

	
46.17




	
DeepLabV3+

	
91.58

	
0.90

	
126.46

	
85.68

	
0.84

	
185.37




	
Unet++

	
91.95

	
0.91

	
265.65

	
86.38

	
0.85

	
215.38




	
Our method

	
92.06

	
0.92

	
35.93

	
88.98

	
0.87

	
48.37
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