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Abstract: With the rapid development of Internet technology, the number of global Internet users
is rapidly increasing, and the scale of the Internet is also expanding. The huge Internet system has
accelerated the spread of bad information, including bad images. Bad images reflect the vulgar culture
of the Internet. They will not only pollute the Internet environment and impact the core culture
of society but also endanger the physical and mental health of young people. In addition, some
criminals use bad images to induce users to download software containing computer viruses, which
also greatly endanger the security of cyberspace. Cyberspace governance faces enormous challenges.
Most existing methods for classifying bad images face problems such as low classification accuracy
and long inference times, and these limitations are not conducive to effectively curbing the spread of
bad images and reducing their harm. To address this issue, this paper proposes a classification method
(RepVGG-SimAM) based on RepVGG and a simple parameter-free attention mechanism (SimAM).
This method uses RepVGG as the backbone network and embeds the SimAM attention mechanism
in the network so that the neural network can obtain more effective information and suppress useless
information. We used pornographic images publicly disclosed by data scientist Alexander Kim
and violent images collected from the internet to construct the dataset for our experiment. The
experimental results prove that the classification accuracy of the method proposed in this paper
can reach 94.5% for bad images, that the false positive rate of bad images is only 4.3%, and that
the inference speed is doubled compared with the ResNet101 network. Our proposed method can
effectively identify bad images and provide efficient and powerful support for cyberspace governance.

Keywords: bad image classification; RepVGG; SimAM attention mechanism; cyberspace governance

1. Introduction

At present, the number of global Internet users has exceeded 5.16 billion, equivalent
to 64.4% of the world’s total population. The huge Internet system has accelerated the
spread of bad information and increased its impact. Violent images and pornographic
images are the most common forms of bad information on the Internet. Violent images are
generally referred to as images that contain violence, gore, cruelty, horror, abuse, death,
etc. Such images may cause panic, disgust, pain, sadness, anger, and other undesirable
emotions, which will have a negative impact on an individual’s psychological, emotional,
and spiritual health [1]. Pornographic images are images that depict or show sexual acts,
sexual organs, or the exposure of sexual organs. Such images usually invoke strong sexual
suggestions or sexual stimulation, which can easily arouse people’s sexual impulses and
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curiosity [2]. Bad images not only have a negative impact on individuals’ psychology
and emotions but may also have a negative impact on social order and morality. The
identification and detection of bad images is of great significance to purifying cyberspace,
ensuring cyberspace security, and improving governments’ digital governance capabilities.

In recent years, artificial intelligence technology has ushered in a period of vigorous
development, and significant progress has been made in using artificial intelligence tech-
nology to identify bad images. Early research on bad images mostly focused on machine
learning methods. Pornographic-image-recognition-based machine learning uses the pro-
portion of exposed skin [3–6] in an image and the special shapes and textures [7–9] of
human private parts as the basis for recognition. The main research object of violent-image-
recognition-based machine learning is bloody images. In this approach, large red areas [10]
that may appear in an image are used for recognition. The method based on machine
learning takes the special features of bad images as the basis for recognition, but these
special features are not unique to bad images, so the recognition accuracy of these methods
is not ideal. Deep learning has achieved remarkable results in the field of computer vision.
Thanks to the powerful feature extraction ability of deep neural networks, they can discover
high-dimensional structural information [11] within data. Deep learning has achieved
success in the fields of classification [12,13], object detection [14,15], image retrieval [16],
etc. Pornographic image recognition schemes based on deep learning and violent image
recognition mostly use deep network structures [17] or deep residual structures [18] for
feature extraction. However, these complex neural network architectures bring a lot of
inference time overhead. In the current high-speed and wide-coverage computer network
environment, it is difficult to effectively suppress the spread of bad images and reduce the
harm they cause.

In order to deal with the above limitations, this paper proposes an efficient bad image
classification method (RepVGG-SimAM). In this method, the RepVGG model is used
as the backbone neural network, and the SimAM attention mechanism is added to the
backbone network. The neural network model uses the residual structure in the training
phase to improve the feature extraction ability of the network, and it also prevents the
occurrence of training overfitting. In the inference stage, the multi-branch residual structure
is transformed into a single-channel model using structural reparameterization technology,
which improves the speed of inference. The network model can not only achieve deep
feature extraction but also meet the needs of high-speed inference.

The main contributions of this paper are as follows:

• An efficient bad image recognition method is proposed. This method separates
training process from inference process and achieves both powerful feature extraction
and inference speed. In addition, the residual structure of the training process not only
alleviates the problem of gradient disappearance but also improves the convergence
speed [19] of the network.

• Adding the SimAM attention mechanism to the original network increases the scrutiny
of important features and does not introduce parameters, improving the network
effect while still maintaining the original inference speed.

• The experiments show that this method has high reasoning accuracy and low time
consumption and can effectively and quickly detect bad images in the network envi-
ronment, providing effective support for cyberspace governance.

This paper is divided into five chapters to introduce RepVGG-SimAM, an efficient
bad image classification method based on RepVGG with a SimAM attention mechanism.
The first section mainly introduces the research background, the significance of bad image
recognition in the process of cyberspace governance, and the contributions of this paper.
It also outlines the arrangement of the content of each section in this article. The second
chapter mainly introduces the related research status of bad images as well as the RepVGG
model and the SimAM attention mechanism hierarchy. The third chapter mainly introduces
the model architecture of our proposed RepVGG-SimAM model and then the structural
reparameterization technology and calculation method of the SimAM attention mechanism.
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The fourth chapter first introduces the components of the data set used in this paper and
the evaluation index of the experiment; then, it introduces the parameter settings in the
model-training stage and finally discusses and analyzes the experimental results. The fifth
section first summarizes the RepVGG-SimAM bad image recognition algorithm proposed
in this paper and then looks forward to the future work.

2. Related Work

In recent years, countries around the world, including China, have made cyberspace
governance an important part of national governance. The early detection and processing
of bad images provide favorable guarantees for cyberspace governance. Researchers
from various countries have conducted extensive theoretical and technical research on the
recognition and classification of bad images, among which the most representative concerns
machine learning methods, especially deep learning methods, which can efficiently and
accurately identify bad images.

2.1. Method Based on Traditional Machine Learning

Machine learning has been widely applied in various fields. Machine learning also
plays an important role in the field of bad image classification, including in relation to
K-neighbor algorithms [20], SVM algorithms [21], and Bayesian algorithms [22]. Bad
images include pornographic and violent images. Pornographic images often contain a
lot of nudity-related information. Based on this feature, Jones et al. [3] established a color
model in the RGB color space and determined whether a region in an image was a skin
area based on the brightness of each channel of pixel color. On this basis, Lin et al. [4] input
the correlation between skin regions and non-skin regions into an SVM, which improved
the accuracy of pornographic image recognition. In [5,6], researchers found that RGB color
space is greatly affected by light, and using YCbCr color space can improve the clustering
degree of skin color. However, such methods will misjudge normal images, such as faces
and swimsuits, as bad images, so there is still room for improvement. Using the unique
textures and shapes of sensitive parts of the human body, Zhao et al. [7] proposed the
fusion of texture and SIFT features to detect pornographic images, thereby improving
the reliability of detection. In [8], the researchers proposed a texture-based BoWV model
for bad image filtering. Lv et al. [9] improved the BoVW model by fusing high-level
semantic features to filter pornographic images. However, the contours and textures of
sensitive parts of the human body are not unique. The false positive rate of methods
based on contours and textures is not ideal. In addition, violent pictures are mostly bloody.
Yan et al. [10] proposed a region-based blood color detection algorithm that extracts color
and texture features from the bloody regions of an image and then inputs them into the
SVM classifier. This method does not work well for image recognition applied to images
with a large area of red scenes such as red flags or red paint.

2.2. Method Based on Deep Learning

The deep learning method extracts the deep features of an image via constructing a
deep neural network, which is the mainstream method in the field of bad image recognition.
In terms of pornographic image classification, Zefeng Ying et al. [23] applied a convolutional
neural network to the recognition of pornographic images. A CNN network was trained
for bad image recognition, and a method based on a deconvolution network was used to
optimize performance in different scenarios. Li et al. [24] performed pornography detection
by fusing four DenseNet121 models [25]. Compared with a single DenseNet121 network,
the model was improved by about 1%. Cai et al. [26] added a CBAM attention module
to the ResNet101 network to classify bloody and pornographic images. This approach
effectively avoids the problem of gradient disappearance during deep network training.
In the detection of violent images, most of the current methods are used to detect violent
videos. However, these methods all obtain video frames from videos and use them as
an experimental input. Therefore, these methods are essentially detecting violent images.
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Mumtaz et al. [27] used GoogleNet as a backbone network and replaced the fully connected
layer and classifier of the original network with a binary classifier. This network achieved
better classification results than previous methods. Jebur et al. [28] used the pre-trained
Xception, Inception, and InceptionResNet networks as a feature extraction layer; fused the
features extracted from the three models; and finally used the classifier for classification.
YE et al. [29] used C3D neural networks to extract features from video and sound sequences
in campus violence scenes and then used an improved Dempster–Shafer approach to fuse
the two features. This method could achieve high-accuracy detection of campus violence
incidents. Although a deep neural network can enhance the representation ability of a
network and improve the accuracy of recognition, the complexity of the network will
increase with the deepening of the network levels, which will seriously affect the inference
speed of a neural network. A summary of the references is shown in Table 1.

Table 1. Overview of references.

Characteristics References Methods Limitations

Classification based
on skin area

[3] RGB color space

The characteristics of classification
basis are not restricted to bad
images, and the accuracy of

classification is not ideal.

[4] RGB + SVM
[5,6] YCbCr color space

Classification based on
shape and texture

[7] fusing texture and SIFT features
[8] BoWV
[9] BoVWS

Classification based
on red area [10] bloody area + SVM

[23] CNN

Deep neural networks increase the
complexity of the network and

affect its inference speed

[25] fusing four DenseNet121
[26] RenNet101 + CBAM
[27] GoogleNet
[28] fusing Xception, Inception, InceptionResNet
[29] C3D

2.3. RepVGG

A convolutional neural network realizes the feature extraction and dimension reduc-
tion of input data through a multi-layer convolution operation and a pooling operation. In
2012, the success of AlexNet [30] in an image recognition competition led researchers to
believe that the deeper the layers in a neural network, the better its performance. However,
the experiment by He Kaiming et al. [18] revealed that as the number of layers increases
toward a maximum, the accuracy of the network greatly decreases with the increase in
network depth. Based on this, He Kaiming’s team proposed a neural network, ResNet, with
a branch structure. However, this multi-branch structure increased the complexity of the
network and seriously affected its inference speed. RepVGG [31] is based on the concepts
of the ResNet and VGG networks. It aims to solve the problems of high computational
complexity and poor accuracy in existing networks. The training phase of the RepVGG
network draws on the multi-branch structure of the residual network, and inferences are
made based on a single-path model. Its training and inferences are decoupled using the
structural reparameterization technique. The architecture of the RepVGG network is shown
in Figure 1. As shown in the figure, the training phase of the RepVGG network consists
of five phases, each of which is superimposed on a RepVGG-R1 structure and multiple
RepVGG-R2 structures. In the inference stage, the residual structures of RepVGG-R1 and
RepVGG-R2 are equivalently transformed into a 3 × 3 convolution matrix using the struc-
tural reparameterization technique. In this figure, N1, N2, and N3 represent the number of
layers in these structures.
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As mentioned earlier, RepVGG-R1 is a residual structure containing a 1 × 1 convolu-
tion matrix, as indicated by R1 in Figure 2. RepVGG-R2 is a residual structure containing a
1 × 1 convolution and identity (an identity-mapping layer), as indicated by R2 in Figure 2.
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2.4. SimAM

Traditional attention mechanisms include spatial attention mechanisms, channel at-
tention mechanisms, and SENet, where the spatial attention mechanism focuses on the
importance of different regions, the channel attention mechanism focuses on the represen-
tation ability of different channels [32], and SENet focuses on the relationship between
channels through a compression incentive mechanism [33]. Adding these attention modules
to a network can grant the network stronger representation ability, but new parameters will
have been introduced. Although they optimize the network, they increase the complexity
of the network, and this will affect the inference speed and performance of the network.
The SimAM [34] attention module is a simple, efficient, and lightweight three-dimensional
attention module. Different from the attention mechanism mentioned above, SimAM infers
three-dimensional (considering both spatial and channel dimension correlation) attention
weights through feature mapping [35] in the feature layer, without adding parameters to
the original network. The model of SimAM is shown in Figure 3. The SimAM module
will not add additional parameters. Adding SimAM to the network will not increase the
complexity of the network. To a certain extent, it can increase the representation ability of
the original network and will not affect the training and inference speed of a network.
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Figure 3. SimAM attention machine model.

3. Proposed Method (RepVGG-SimAM)

The RepVGG network has fast inference speed, allowing it to quickly identify bad im-
ages in cyberspace and reduce their impact. In this study, the SimAM attention mechanism
was added to the RepVGG network to improve a network’s performance without changing
its inference speed.

3.1. RepVGG-SimAM Network Architecture

In this paper, we chose the RepVGG-A2 network as the backbone network for trans-
formation. RepVGG-A2 is a lightweight model with five stages of feature extraction. Stage
1 and Stage 5 only have one layer, while Stage 2, Stage 3 and Stage 4 have two layers, four
layers, and fourteen layers, respectively. RepVGG-A2 has a total of 22 layers. We added the
SimAM attention mechanism after Stage 1 and Stage 5. The improved network architecture
of RepVGG-A2(RepVGG-SimAM) is shown in Figure 4.
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The RepVGG-SimAM network uses a more complex multi-branch structure in the
training phase, which not only allows it to obtain deep feature representation but also
more adequately solve the gradient disappearance problem of a deep network. However,
the residual branch structure needs to save a large number of intermediate results and
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introduce more parameters, which will lead to slow speed and low memory efficiency
when a deep residual network is used for inferencing. The RepVGG-SimAM network
model no longer uses the multi-branch structure in the inference stage; instead, it uses
the structural reparameterization concept to transform the multi-branch structure into a
single-channel structure, combining the advantages of the strong representation ability of
multi-branch models and the fast inference speed of single-branch models.

3.2. RepVGG-SimAM Network Structure Configuration

In accordance with the above architecture, the network structure configuration table
proposed in this paper is presented in Table 2. In Table 2, ∂ × (β−ω) indicates that there
are ∂ residual structures, ω (ω is the residual structure R1 or R2), with β channels in this
layer. As for the first layer of Stage 1, there is one residual structure, R1, with a total of
96 channels.

Table 2. RepVGG-A2 network structure configuration.

Stage Output Size First Layer of This Stage Other Layers of This Stage

1 112 × 112 1 × (96−R1)
2 56 × 56 1 × (96−R1) 1 × (96−R2)
3 28 × 28 1 × (192−R1) 3 × (192−R2)
4 14 × 14 1 × (384−R1) 13 × (384−R2)
5 7 × 7 1 × (768−R1)

In this study, the SimAM module was added to stage 1 and stage 5 of the RepVGG-A2
network so that the network can pay more attention to important neurons in the training
process and reduce the weight of neurons with lower utility. At the same time, because
the SimAM module does not need to introduce new parameters and does not change
the size of the input feature map, the SimAM module can be easily embedded into the
RepVGG network layer. The improved RepVGG-A2 network (RepVGG-SimAM) structure
configuration is shown in Table 3.

Table 3. RepVGG-SimAM network structure configuration.

Stage Output Size First Layer of This Stage Other Layers of This Stage

1 112 × 112 1 × (96−R1) SimAM
2 56 × 56 1 × (96−R1) 1 × (96−R2)
3 28 × 28 1 × (192−R1) 3 × (192−R2)
4 14 × 14 1 × (384−R1) 13 × (384−R2)
5 7 × 7 1 × (768−R1) SimAM

3.3. Structural Reparameterization

The structure reparameterization technique is an equivalent parameter conversion
technique [36]. In RepVGG-A2, the parameters of the multi-branch structure are equiva-
lently converted into the parameters required by the single-channel model. This conversion
method retains the accuracy of the original multi-branch model and improves the speed
of inference. The process of the reparameterization of RepVGG-A2 is divided into three
steps. Firstly, the convolution layer and BN layer are fused. Secondly, the fused branch
convolution kernels are transformed into a 3 × 3 convolution. Finally, the multi-branch
convolutions are added to form a single convolution layer. The process of the RepVGG-A2
network structure’s reparameterization is shown in Figure 5.
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The steps of the reparameterization of the RepVGG-A2 network’s structure are as follows.

3.3.1. Fusion of Convolutional Layer and NB Layer

Equation (1) is the calculation equation of the convolution layer. In this equation, W is
the convolution kernel, and b is the offset.

Conv(x) = W(x) + b (1)

This definition uses γ to represent the scaling factor, mean to represent the mean, var
to represent the variance, and β to represent the bias, and the equation of the BN layer can
be expressed as shown in Equation (2).

BN(x) = γ× (x−mean)√
var

+ β (2)

Bringing the results of convolution layer into the equation for the BN layer can be
expressed as shown in Equation (3). Simplifying the equation yields Equation (4).

BN(Conv(x)) = γ× W(x) + b−mean√
var

+ β (3)

BN(Conv(x)) =
γ×W(x)√

var
+

(
γ× (b−mean)√

var
+ β

)
(4)

Here, define W f used = γ×W(x)√
var , and B f used = γ×(b−mean)√

var + β. The fused equation can
be obtained in the form of Equation (5).

BN(Conv(x)) = W f used + B f used (5)

From Equation (5), it is not difficult to find that the fusion of the convolutional layer
and the BN layer leads to a new convolution.

3.3.2. Convert Branch to 3 × 3 Convolutional Kernels

After fusing the BN layers, there is still a 1 × 1 convolution and an identity branch in
all branches. In order to facilitate the fusion of multiple branches, the 1× 1 convolution and
the identity branch need to be transformed into a 3 × 3 convolution. The 1 × 1 convolution
needs to put the 1 × 1 convolution kernel into the center of a 3 × 3 convolution kernel and
place zeros at the other positions. The identity branch does not perform any operations
on the original feature map, so it only needs to use a 3 × 3 convolution kernel, with each
member having a value of 1, to replace the branch.

3.3.3. Fusion of Branches

By following the steps above, each branch will be replaced by an equivalent 3 × 3 con-
volution. Because the convolution operation is additive, the three convolution operations
are added to obtain a single convolution.

3.4. SimAM Attention Mechanism

The SimAM attention module calculates the importance of neurons in the network
and assigns higher weights to neurons with greater importance. The module defines an



Appl. Sci. 2023, 13, 11925 9 of 15

energy function et(∗) to evaluate the linear separability between the target neuron and
other neurons. The equation is as follows:

et(∗) =
4
(
σ̂2 + λ

)
(t− µ̂)2 + 2σ̂2 + 2λ

(6)

In Equation (6), t represents the target neuron, σ̂2 represents the variance of other
neurons except t, µ̂ represents the mean of other neurons except t, and λ is the coefficient.
According to this formula, the lower the energy of the neuron, the more separable it is
from other neurons, and the more important it is. The original feature map is enhanced
via Equation (7).

∼
X = sigmoid

(
1
E

)⊙
X (7)

In Equation (7), E is the sum of the energy functions of each channel, and sigmoid is
used to constrain excessive values of E. The calculation process of the Simam module is
shown in Figure 6.
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4. Experiment and Result Analysis
4.1. Experimental Data Sets

Due to the limitations of policies and regional regulations, there were few high-
quality public data sets that could be used in this study. The data set used in this pa-
per consists of three parts, in which the pornographic and normal images were derived
from the public data set project published by data scientist Alexander Kim on GitHub
(https://github.com/alexkimxyz/nsfw_data_scraper (accessed on 24 April 2023)), and the
violent images were obtained from the Internet and through manual screening. Figure 7 is
an example of this experimental data set.
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The data set published by Alexander Kim includes five categories, namely, drawings,
hentai, neutral, porn, and sexy, all of which are given in the form of network addresses of
the images. We used the method recommended by the author to build the environment in
which to download pornographic and neutral category images as part of the data set of
this experiment. Unfortunately, due to the special nature of pornographic images, there
are a large number of network address failures. There are still problems such as repetition
and mismatch between images and categories in the successfully acquired images. After
cleaning the data, we obtained 1296 pornographic images and 937 normal images. In
order to ensure the symmetry of the number of images in each data category, we collected
990 violent images from the Internet to construct the data set of this paper. In this paper, the
image data set was enhanced by changing the brightness, chromaticity, contrast, sharpness,
and fuzzy noise [37] and via mirror transformation; the number of images was increased
under the premise of ensuring the integrity of the image features. The final data set contains
11,476 pornographic images, 9290 normal images, and 8415 violent images. The data for
each category are shown in Figure 8.
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4.2. Eevaluation Criteria

In order to evaluate the performance of the different models in all aspects, in this paper,
we employ the accuracy, precision, recall, F1, and inference time of the model classification
as the evaluation criteria. In particular, it should be pointed out that due to the rapid spread
of modern networks and the large scale of Internet users, the harm caused by misreporting
bad images as normal images is much greater than that caused by identifying normal
images as bad images. Based on this, this paper further introduces the false alarm rate
of bad images as the evaluation standard of this experiment on the basis of classification
accuracy, precision rate, recall rate, F1 value, and reasoning time.

The calculation formula of classification accuracy in this paper is as follows:

Accurary =
PC
PA
× 100% (8)

Here, PC represents the number of correct images predicted by the model in the
validation dataset, and PA represents the total number of validation images incorporated
in the experiment.

In order to comprehensively evaluate the classification performance of the model,
we used the F1 value to reconcile the precision rate and the recall rate. The formula is
as follows:

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)



Appl. Sci. 2023, 13, 11925 11 of 15

F1 = 2× Precision× Recall
Precision + Recall

(11)

Here, TP is the number of samples in which the model predicts positive classes as
positive classes, FN is the number of samples in which the model predicts positive classes
as negative classes, and FP is the number of samples in which the model predicts negative
classes as positive classes.

We set up multiple sets of experimental data, with each group containing a different
number of images, and then input each set of data into the inference model to record the
respective running times. The calculation formula for inference time is as follows:

Timei = Tendi − Tstarti (12)

Here, Tendi represents the end time of group i, and Tstarti represents the beginning
time of group i.

In the real network environment, if bad images are misreported as normal pictures,
discord will be sown in society following their dispersal in the network environment. We
classify pornographic images and violent images as bad images, and the false positive rate
of bad images can be expressed as

FAR(False alarm rate) =
PFAR
PA
× 100% (13)

where PFAR represents the number of bad images misreported as normal images, and PA
represents the total number of images in the validation set.

In order to ensure the accuracy of the experimental data, all the experimental data
were obtained by averaging the same hardware equipment after conducting training many
times in the same training environment.

4.3. Training Environment and Parameter Configuration

All the experiments were performed on a server using an Intel Xeon CPU E5-2680
v4@2.40GHz, 256 GB DDR4 memory, an NVIDIA TITAN RTX graphics processing unit
(GPU) with 24 GB memory, and an Ubuntu operating system. All experiments were
performed using Python 3.9 and NVIDIA CUDA-12.0, and the compiler environment was
developed using the PyTorch 2.0.1 deep learning framework.

The setting of parameters in the model-training process has a great influence on the
performance of a model. Appropriate parameter settings can accelerate the convergence
speed of a model and improve the accuracy of classification. The parameter settings in
the training process are shown in Table 4. We set the epoch to 100 and the batch_size to
32. We used the cosine annealing method to dynamically adjust the learning rate, and we
used the stochastic gradient descent method (SGD) as an optimizer. In order to prevent a
local gradient extremum in the process of training, momentum was introduced to execute
gradient correction.

Table 4. Training parameter settings.

Parameters Setting

Optimizer SGD
Scheduler Cosine annealing

Learning rate 0.001
Batch size 32

Epoch 100
Momentum 0.9

In the model-training stage, the image size is first adjusted to 224 × 224 and converted
into a feature tensor. The data set is divided into a training set and a verification set
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according to a ratio of 8:2, and the divided data are input into the model in batches for
training after disrupting the order.

4.4. Experimental Result Analysis
4.4.1. Training Process Analysis

The variation curves of loss during the training process and accuracy during the
verification process are shown in Figure 9. It can be seen from this figure that the RepVGG-
SimAM model is faster than the RepVGG-A2 model in terms of convergence speed, and as
the number of iterations increases, the accuracy of the RepVGG-SimAM model improves.
This is mainly due to the SimAM attention module. The addition of SimAM enables the
network to focus on image features that positively contribute to the model classification
results while ignoring useless features, thereby improving the accuracy of classification
and lowering the value of loss function calculations.
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4.4.2. Comparison of Existing Algorithms

We conducted a comparative experiment between some methods mentioned in the
literature and our method proposed in this paper. The experimental results are shown
in Table 5. Through a comparison of the classification accuracy in this table, we can find
that the method mentioned in this paper can achieve ideal results when applied to the
experimental data set and results in a greater improvement in classification accuracy than
the traditional machine learning method. Compared with other deep learning methods, it
also achieved an accuracy improvement of more than 1%. In terms of the false alarm rate for
bad images, the advantages of this method are more obvious. The traditional method has a high
false alarm rate for bad images, which also proves that some special attributes of bad images
are not unique; thus, they cannot be fully used as the classification basis for bad images.

Table 5. Comparison of existing algorithms.

Paper Method Accuracy (%) FAR (%)

[3] RGB-skin 61.0 -
[4] RGB-skin + svm 75 35
[6] YCbCr-skin 75.4 10.13
[7] texture 87.6 14.7
[9] BoVWS 87.6 -
[23] CNN 86.9 -
[26] ResNet101 + CBAM 93.2 -

Ours RepVGG-SimAM 94.5 4.3
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4.4.3. Comparison of Different Classification Algorithms

In order to verify the effectiveness of the model proposed in this paper, in this ex-
periment, we compared our model with the VGG series and ResNet series models, and
the test results are shown in Table 6. The experimental data in Table 6 show that the
RepVGG-SimAM proposed in this paper is superior to other experimental models in terms
of precision, recall, and F1 value in all categories. In addition, the actual Internet environ-
ment is more sensitive to the false alarm rate of bad pictures, so we also set up experiments
to compare the different methods’ false alarm rates (FARs) for bad pictures. The experi-
mental data show that the model proposed in this paper performs best in terms of the FAR.
The experimental results show that our method is superior to other deep neural network
models in terms of feature extraction ability.

Table 6. Classification results of each model.

Methods
Precision (%) Recall (%) F1 (%) FAR

(%)
Accuracy

(%)Porn Viol Norm Porn Viol Norm Porn Viol Norm

VGG11 90.1 91.9 83.2 88.9 94 80.9 89.5 92.9 82.1 9.8 89.4
VGG13 87.6 92.3 82.6 88.9 93.9 78.2 88.3 93.1 80.3 10.2 89.8
VGG16 87.5 91.7 80.1 89.9 92.8 77.5 88.7 92.3 78.7 9.7 88.7
VGG19 89.8 90.1 81.3 86.8 94.5 79.5 88.4 92.3 80.4 9.6 88.5

Resnet26 87.4 92.1 78.7 88.6 91.3 78.9 87.9 91.7 78.8 10.9 87.7
Resnet34 89.3 92 77.8 88.7 90.5 79.1 88.9 91.3 78.4 12.1 86.9
Resnet50 88 92.4 78.1 88.2 91.4 80 88.1 91.8 79 10.9 87.7

Resnet101 87.8 92 78.8 86.9 91.1 79.8 87.4 91.6 79.3 10.6 87.9
RepVGG-A2 90.1 93.8 82.9 89.4 94.3 83.9 90.1 94.1 83.4 6.5 90.8

RepVGG-SimAM 92.4 94.9 85.2 90.5 95.1 86.4 91.4 95 85.8 4.3 94.5

In order to reduce the harm caused by the spread of bad pictures, the inference speed
of the models is also an important evaluation index. In order to verify the inference speed
of our method, we chose VGG11, VGG13, RseNet50, and ResNet101 for comparison with
our method. The inference time of each model is shown in Figure 10. It can be seen from
Figure 10 that the inference time of our proposed method is less than that of the other
models, and with the increase in the number of images, the advantage of this model will
be greater. This is mainly because although the VGG series models are single-channel
models, the deep network structure will affect the reasoning speed of a model. Otherwise,
the ResNet series models use more residual branch structures, and the neural network has
high complexity and poor inference speed.
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In summary, through experimental comparison, it has been found that the RepVGG-
SimAM network model proposed in this paper is superior to the traditional method in
terms of inference accuracy, the false alarm rate for bad images, and time consumed; it can
better adapt to the current development of the Internet.

5. Conclusions

This paper proposes an efficient bad image classification model (RepVGG-SimAM)
that solves the problem wherein accuracy and inference speed cannot be obtained simul-
taneously in the process of bad image classification. In this model, training is separated
from inferencing, and the transformation from a training model to an inference model was
realized using structural reparameterization technology. This grants RepVGG-SimAM the
powerful feature extraction ability of a multi-branch model and the fast inference speed of a
single model. Our experimental results show that the model is superior to other models in
terms of inference accuracy, its false positive rate for bad images, inference time, and other
evaluation indicators; it is more suitable for the current needs of cyberspace governance
than other models. Of course, there are also shortcomings in this paper. The content of the
data set used in this paper is not diverse enough to fully cover the various forms of bad
images. In the future, we will further collect and produce more fine-grained data sets to
achieve more fine-grained classification of neural networks.
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