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Abstract: This manuscript investigates the bias introduced by scaling aftershock ground motions
when evaluating the performance of structures subjected to earthquake sequences. The study focuses
on different hysteretic behaviors exhibited by structures and selects eight intensity measures as
scale indicators. A benchmark database comprising 274 recorded mainshock–aftershock ground
motions is utilized for analysis. The findings reveal that scaling aftershock records using intensity
measures such as SI (seismic intensity), PGV (peak ground velocity), IC (Arias intensity), and Sa

(spectral acceleration) relative to mainshock records effectively controls the mean bias within 30%
throughout the entire period range, given a maximum scale factor of 10.0. However, it is observed that
the additional damage in systems exhibiting un-degrading hysteretic behavior is more significantly
affected by aftershock ground motion scaling compared to systems with degrading hysteretic behavior.
Furthermore, scaling aftershock ground motions upwards using relative Sa tends to overestimate the
additional damage incurred by structures. These results emphasize the importance of considering
the specific hysteretic behavior of structures when applying aftershock ground motion scaling, as
well as selecting appropriate intensity measures for accurate evaluation of structural performance.

Keywords: ground motion scaling; additional damage; aftershock; bias; intensity measure

1. Introduction

Mainshock–aftershock (MSAS) sequences, which involve subsequent destructive af-
tershocks, have been observed in numerous historical earthquakes [1–4]. For example,
notable MSAS sequences occurred during the 2008 M7.9 Wenchuan earthquake in Sichuan,
China, and the 2010 M7.0 Darfield earthquake in New Zealand. In these cases, the time
intervals between the mainshock and the subsequent destructive aftershocks were relatively
short, leaving insufficient time for the damaged structures to undergo repairs before being
subjected to further aftershocks. As a result, the damaged structures tend to experience
more severe damage during the aftershocks.

The current seismic codes employed worldwide do not adequately account for the
effects of aftershocks. Consequently, structures designed according to these codes may
experience unacceptable levels of damage after an earthquake sequence. Since the current
seismic codes do not consider the influence of aftershocks, they fail to address the increased
vulnerability of structures to subsequent events in MSAS sequences. This highlights the
need for improved understanding and incorporation of aftershock effects in seismic design
practices to ensure more resilient and safe structures.

The impact of MSAS on the seismic behavior of structures has garnered significant
attention in recent years [2–47]. The objective of these studies is to quantify the additional
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damage caused by aftershocks and propose methods to incorporate their effects into
performance evaluation and seismic design. Numerous investigations [2–18] have focused
on the inelastic response spectra of MSAS sequences, aiming to develop a straightforward
tool for integrating aftershocks into seismic design or conducting rapid performance
assessments. Additionally, many studies [19–47] have used multiple-degree-of-freedom
(MDOF) structures to simulate the damage progression of structures under MSAS sequences
and evaluate the vulnerability and economic losses induced by such sequences.

One of the key considerations regarding the impact of aftershocks is the pro-
duction of MSAS ground motions. Given the limited availability of recorded MSAS
ground motions, numerous studies have resorted to generating artificial MSAS ground
motions [5–7,12–14,17,29–31,33,42,43]. This involves the random selection of aftershock
seed and appropriate amplitude scaling. Additionally, several studies have used recorded
MSAS ground motions [9–11,16,27,28,36,44–47]. However, regardless of whether artifi-
cial or recorded MSAS ground motions were employed in these studies, the aftershock
ground motions were generally scaled to a specific intensity level. For example, Hatzi-
georgiou and Beskos [5] and Hatzigeorgiou [6] scaled the peak ground acceleration
(PGA) of the aftershock record to 0.8526 or 0.7767 times the PGA of its mainshock record.
Zhai et al. [7] scaled the PGA of aftershock records to different levels (from 0.047 g to
0.2 g) based on the prediction results of the ground motion prediction equation. The
relative PGA of the aftershock record (defined as the ratio of PGA of the aftershock
record to that of the mainshock record) was scaled from 0.5 to 1.5 to study the effects
of aftershocks [12,13], while the range was further broadened (i.e., from about 0.17 to
6.0) in Ref. [14]. Similarly, the relative spectral acceleration (Sa) of the aftershock record
(defined as the ratio of Sa of the aftershock record to that of the mainshock record)
was scaled from 0.5 to 1.0 in Refs. [11,16,17,41]. In order to assess the vulnerability of
mainshock-damaged structures, the incremental dynamic analysis process was generally
applied to aftershock ground motions, and the intensities (usually quantified by PGA
or Sa) of aftershock records were scaled incrementally until the mainshock-damaged
structure collapse [27–31,33,36,42–47].

However, in the aforementioned studies, large-scale factors are often required during
the process of scaling aftershock records. Over-scaling aftershock records can introduce
unacceptable bias in the additional damage induced by aftershocks and subsequently
affect the cumulative damage caused by MSAS sequences. Moreover, the introduced bias
significantly depends on the scale indicator and scale factor used. Therefore, it is crucial
to carefully determine the scale indicator and scale factor applied to aftershock records to
avoid unacceptable bias. Nevertheless, to our knowledge, no previous work has specifically
focused on the bias introduced by aftershock ground motion scaling, and no existing
method has been developed to quantitatively determine the scale indicator and scale factor
for aftershock records.

The innovation of this study lies in assessing the impact of scaling ground motion on
additional damage by quantifying the introduced bias caused by aftershock ground motion
scaling. To achieve this, the study uses a benchmark database consisting of 274 recorded
MSAS ground motions obtained from crustal earthquakes worldwide. Single-degree-of-
freedom (SDOF) systems have been employed for assessing structure responses to select and
scale ground motions [48,49]. Various SDOF systems with different hysteretic behaviors,
such as stiffness degradation, pinching, and strength deterioration, are employed. The
manuscript proposes a methodology to measure the bias introduced by aftershock ground
motion scaling. Eight different intensity measures are chosen as alternative indicators for
scaling, and the biases resulting from aftershock ground motion scaling are analyzed using
statistical methods.

2. Ground Motions and Structures

This research study examines a total of 274 recorded MSAS ground motions obtained
from various global crustal seismic sequences [16]. The ground motions are sourced
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from four prominent strong motion databases, namely the Pacific Earthquake Engineering
Research Center (PEER) Next Generation Attenuation (NGA) relationships database, the
European Strong-Motion dataset, the Center for Engineering Strong Motion Data (CESMD),
and the China Earthquake Networks Center. To ensure consistency and comparability, the
dataset used in this study excludes records from soft soil sites (i.e., average shear--wave
velocity over the top 30 m of the site Vs30 is smaller than 180 m/s). Furthermore, only the
strongest aftershock record is chosen from each MSAS sequence, based on the criterion
of having the highest PGA. By using a diverse range of recorded MSAS ground motions
from reputable databases, this study aims to provide a comprehensive analysis of the
impact of scaling aftershock ground motions on the additional damage experienced by
structures. The exclusion of soft soil sites and the selection of the strongest aftershock
records contribute to a focused investigation and enhance the reliability and relevance of
the findings.

In this manuscript, we employ inelastic SDOF systems as a means to simulate the
response of structures under the influence of ground motions. The period of the inelastic
system spans from 0.1 to 3.0 s, with an increment of 0.1 s. A viscous damping ratio of 5% is
presumed for the system. The lateral strength of the system is ascertained by means of the
strength reduction factor R, which is computed using the subsequent equation:

R =
m · Sa, ms

Fy
(1)

where m is the mass of the system, which is assumed to be 1.0 herein; Sa,ms is the spectral
acceleration of the mainshock ground motion; and Fy is the yield strength of the inelastic
SDOF system. To examine the impacts of various yield strengths, three different values of
the strength reduction factor R (i.e., R = 2, 4, and 6) are taken into account in this study.

Four distinct hysteretic systems are chosen for analysis: (1) the elastic-perfectly-plastic
(EPP) system, (2) the modified Clough (MC) system, (3) the pinching (PH) system [50], and
(4) the stiffness strength degradation (SSD) system [51]. The objective of employing these
different hysteretic systems is to investigate the impact of stiffness degradation, pinching,
and strength deterioration on the bias introduced by aftershock ground motion scaling. For
a comprehensive understanding of the hysteretic systems and their parameter assumptions,
please refer to the detailed description provided in Reference [16]. In this study, the
modified Park–Ang damage index [51] is used to quantitatively assess the cumulative
damage caused by the MSAS ground motions. This damage index is defined as follows:

DI =
xm − xy

xu − xy
+ β

EH

xuFy
=

µ− 1
µu − 1

+ β
EH

Fyµuxy
(2)

where µ is the ductility demand; xu is the ultimate deformation capacity of the structure
under monotonic loadings; µu is the corresponding ultimate ductility capacity of the
structure under monotonic loadings, defined as the ratio of the structure’s maximum
deformation under monotonic loadings to its yield displacement, and given a value of 10
in this study; β is a positive dimensionless parameter to scale the effect of hysteretic energy
dissipation on the final damage of the structure; and EH is the hysteretic energy dissipation
of structure under ground motion. The median value of β (i.e., β = 0.15) [52] is used in this
study. The additional damage ∇DI induced by the aftershock is defined as:.

∇DI =
DIseq

DIms
(3)

where DIseq is the damage index induced by MSAS ground motions, and DIms is the
damage index induced by only mainshock ground motions.

In order to evaluate the potential impact caused by ground motions on various sys-
tems with different periods, eight distinct intensity measures are employed as alternative
indicators of magnitude. The list of eight intensity measures is: (1) Spectral acceleration,
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Sa, i.e., the spectral acceleration at the fundamental period of the structure Sa(T1); (2) peak
ground acceleration, PGA; (3) Arias intensity, IA [53]; (4) Park–Ang characteristic intensity,
IC [54]; (5) Housner spectrum intensity, SI [55]; (6) peak ground velocity, PGV; (7) root-
mean-square displacement, drms; (8) peak ground displacement, PGD. The relative intensity
measure ∇IM of the aftershock ground motion is defined as follows:

∇IM =
IMas

IMms
(4)

where IMas and IMms are intensity measures of the aftershock and mainshock ground
motions, respectively.

3. Methodology

This study aims to quantify the impact of ground motion scaling on additional damage
by assessing the bias introduced through the scaling of aftershock records. The methodol-
ogy for computing this bias is outlined in this section. To quantify the bias, the additional
damage induced by aftershocks is compared between the original unscaled aftershock
records and the scaled aftershock records. The variation in additional damage, quantified
by ∇DI in this study, versus relative intensity ∇IM of the aftershock record is firstly
studied. Figure 1 shows the variation of ∇DI versus ∇IM for a system with T = 1.0 s and
R = 4. The results for ∇Sa and ∇SI are both shown in Figure 1. It can be seen that there
is no additional damage (i.e., ∇DI = 1.0) when the intensity of the aftershock record is
small (e.g., ∇IM ≤ 0.3). Then the additional damage gradually increases with the increase
in ∇IM. Based on the aforementioned observations, a theoretical model is proposed to
elucidate the correlation between the extent of additional damage and the relative intensity
of aftershocks:

λ(∇DI|∇IM ) =


1.0 ∇IM ≤ ∇IM1

1.0 ·
(
∇IM
∇IM1

)b
∇IM > ∇IM1

(5)

where λ(∇DI|∇IM ) is the median additional damage on the condition of ∇IM; and
∇IM1 is the intensity threshold, beyond which aftershocks begin to induce the
additional damage.

Equation (5) is first fitted for the unscaled database (i.e., benchmark database in this
manuscript), and the regressed model is used as the benchmark model. Figure 1 also shows
the fitted model (i.e., the benchmark model represented by the red straight line) for the
system with T = 1.0 s and R = 4. Then each aftershock record in the benchmark database
is scaled up (i.e., SF > 1.0) gradually with a series of factors from 1.5 to 10.0, and the
corresponding values of ∇DI are computed with the scaled ground motions. The scaled
aftershock ground motions with SFj, whose ∇IM is below the scale threshold (determined
from benchmark database), are used to regress the model. In this study, the primary em-
phasis is placed on the case of scaling up the aftershock records. This is because in previous
studies, the scaling of aftershock records has typically been performed to investigate the
additional damage experienced by mainshock-damaged structures. Aftershock records
with small intensities that do not induce additional damage are considered less critical for
engineering structures and are therefore not the main focus of this research. Therefore, we
scale up each aftershock record, i.e., SF > 1.0.

The disparities between the anticipated ∇DI value of the benchmark model and the
model created from scaled ground motions (referred to as the “scaled model” hereafter)
indicate the bias introduced by scaling aftershock ground motions in terms of the median.
The bias is computed as:

B =
1
n

n

∑
i=1

∣∣∣∣∣1− λ̂i, scaled|SFj

λ̂i, unscaled

∣∣∣∣∣ (6)
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where B is the bias introduced by aftershock ground motion scaling with an given scale
factor SFj; n is the number of scaled aftershock ground motions, whose ∇IM is below the
scale threshold; λ̂i, unscaled is the median ∇DI predicted by the benchmark model, while
λ̂i, scaled|SFj is the median ∇DI predicted by the scaled model with the given scale factor
SFj. The flowchart in Figure 2 illustrates the process of calculating the bias as defined in
Equation (6).
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The availability of ground motions that can be effectively used is influenced by two
factors: the usable spectral frequency of each record and scale threshold [56]. The scale
threshold in Figure 2 is the maximum intensity measure (IM) of unscaled MSAS sequences.
The IM of the ground motions after scaling with SF should not exceed the scale threshold.
Figure 3a illustrates the quantity of unscaled mainshock–aftershock ground motions that
can be used. The number of usable ground motions in Figure 3a is computed considering
the usable spectral frequency of each record, defined as exceeding 1.25 times the high-pass
corner frequency used in the record processing, as specified in the NGA database [57].
Figure 3b,c display the number of scaled aftershock ground motions that can be used for a
period of T = 1.0 s, considering both the usable spectra frequency of each record and the
scale threshold for eight different scale indicators. The number of usable ground motions
in Figure 3b,c is determined based on the following principle: for a given IM, the IM of
the ground motions should not exceed the maximum IM in the unscaled database (i.e.,
benchmark database). It is important to note that when the aftershock ground motions are
scaled up using the PGA as the scaling indicator, the number of usable records decreases
significantly, resulting in only 40 usable records for a scale factor of 10.0. However, for the
other seven scale indicators, the number of usable records remains around or above 200
when the scale factor is 10.0.
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4. Statistical Results

In this study, a total of about 1.1 million values of ∇DI are computed (corresponding
to 274 MSAS ground motions, 30 periods of system, 3 yield strengths, 4 kinds of hysteretic
systems, and 11 SFs including SF = 1.0). It was found that no single IM could adequately
capture the potential for damage caused by ground motions across systems with varying
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periods [58,59]. Thus, the whole-period region (i.e., 0.1–3.0 s in this manuscript) is first
divided into three parts: short-period region (0.1–0.5 s), medium-period region (0.6–1.5 s),
and long-period region (1.6–3.0 s), and the biases of systems in the same region are averaged.
In Sections 4.1–4.3, we examine the bias present in a particular geographic area, drawing
upon the findings of EPP systems. In Section 4.4, the bias is discussed from the point of
view of the whole-period region, and the implications of hysteresis are also investigated.

4.1. Short-Period Region

Figure 4 illustrates the comparison between the benchmark model and scaled model for
the EPP system with a radius (R) of 4 and a time period (T) of 0.2 s. The aftershock records
are scaled using two different scaling factors, denoted as ∇Sa and ∇PGA. Additionally,
the values of the IMs derived from the scaled ground motions, which serve as the basis for
the scaled model, are depicted in Figure 4. Furthermore, Figure 4 presents the outcomes
of the bias introduced by the scaling of ground motions. It can be observed that using
∇Sa as the scale indicator produces a lower bias than ∇PGA for this system after scaling
aftershock records six times (i.e., SF = 6.0). For example, the bias corresponding to∇Sa and
SF = 6.0 is 11% (as shown in Figure 4b), while the bias for ∇PGA and SF = 6.0 is 33% (as
shown in Figure 4d). The platform section disappears in the scaled model, indicating the
minimum ∇IM in the scaled database exceeds the intensity threshold and aftershock start
to induce additional damage.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 18 
 

model, indicating the minimum IM   in the scaled database exceeds the intensity 
threshold and aftershock start to induce additional damage. 

 
Figure 4. Comparison between the benchmark model and scaled model for the EPP system with R 
= 4 and T = 0.2 s: (a) aS , SF = 1.0; (b) aS , SF = 6.0; (c) PGA , SF = 1.0; (d) PGA , SF = 6.0. 

The study computes the mean biases that arise from the adjustment of aftershock 
ground motions in EPP systems within the short-period range of 0.1 to 0.5 s. The results 
are depicted in Figure 5, which showcases the biases for eight distinct scale indicators. The 
results demonstrate a gradual increase in biases with higher SF. For the biases correspond-
ing to aS  and PGA , the results of different Rs are close to each other, and no clear 
trend can be observed among the different Rs. For the biases corresponding to the other 
six scale indicators, the biases increase with the decrease in R, indicating that using the 
other six scale indicators produces higher biases for stronger systems (e.g., R = 2). After 
incrementally scaling aftershock record up to ten times, the biases corresponding to aS  

and PGA   are generally within 30% and 50%, respectively, while the biases corre-
sponding the other six scale indicators can exceed 50%, especially for stronger systems 
(e.g., R = 2). It should be noted that using SI  and PGV  as scale indicators produces 
biases within 30% for systems with R being 4 or even larger, indicating that SI  and 
PGV  can be used as alternative scale indicators for systems with short periods and 

larger R (e.g., R > 4). However, although AI and CI  are acceleration-related intensity 
measures, using them as scale indicators has no advantage of introducing lower biases. 

Figure 4. Comparison between the benchmark model and scaled model for the EPP system with
R = 4 and T = 0.2 s: (a) ∇Sa, SF = 1.0; (b) ∇Sa, SF = 6.0; (c) ∇PGA, SF = 1.0; (d) ∇PGA, SF = 6.0.

The study computes the mean biases that arise from the adjustment of aftershock
ground motions in EPP systems within the short-period range of 0.1 to 0.5 s. The results
are depicted in Figure 5, which showcases the biases for eight distinct scale indicators. The
results demonstrate a gradual increase in biases with higher SF. For the biases corresponding
to∇Sa and∇PGA, the results of different Rs are close to each other, and no clear trend can
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be observed among the different Rs. For the biases corresponding to the other six scale
indicators, the biases increase with the decrease in R, indicating that using the other six scale
indicators produces higher biases for stronger systems (e.g., R = 2). After incrementally
scaling aftershock record up to ten times, the biases corresponding to ∇Sa and ∇PGA are
generally within 30% and 50%, respectively, while the biases corresponding the other six
scale indicators can exceed 50%, especially for stronger systems (e.g., R = 2). It should be
noted that using∇SI and∇PGV as scale indicators produces biases within 30% for systems
with R being 4 or even larger, indicating that ∇SI and ∇PGV can be used as alternative
scale indicators for systems with short periods and larger R (e.g., R > 4). However, although
∇IA and ∇IC are acceleration-related intensity measures, using them as scale indicators
has no advantage of introducing lower biases.
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4.2. Medium-Period Region

Figure 6 illustrates the comparison between the benchmark model and the scaled
model for the EPP system with a radius (R) of 4 and a period (T) of 1.0 s. The ground
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motions in the scaled model are adjusted using scaling factors of∇Sa and∇SI, respectively.
Figure 6 shows the comparison between the benchmark model and scaled model for the
EPP system with R = 4 and T = 1.0 s, when the ground motions are scaled with ∇Sa
and ∇SI, respectively. The results for unscaled ground motions and fitted benchmark
model can be found in Figure 1. Different from the system with T = 0.2 s (Figure 4), the
platform section still appears in the scaled model, indicating that the minimum∇IM in the
scaled database is below the intensity threshold, and some aftershock records in the scale
database would induce no additional damage (∇DI = 1.0) in the medium-period region.
Using ∇SI as the scale indicator induces lower bias (i.e., 14%) than using ∇Sa as the scale
indicator (20%).
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In the medium-period range of 0.6–1.5 s, the average biases resulting from the scaling
of ground motions are calculated for EPP systems. Figure 7 displays the findings for eight
different scale indicators. In comparison with the results in Figure 5, significantly lower
biases are observed in Figure 7, especially for the scale indicators of ∇SI, ∇PGV, ∇Sa,
and ∇IC. The biases are generally within 20% even for SF being 10.0, when ∇SI and
∇IC are used as the scaled indicators, and corresponding biases for ∇PGV and ∇Sa are
generally within 30%. It is interesting to note that ∇IC shows superior performance as the
scale indicator compared to other intensity measures, because it induces the lowest biases
among eight different scale indicators. Although IC is computed based on acceleration [54],
the dimension of IC is between acceleration and velocity. Consequently, IC is capable of
effectively capturing the potential for damage caused by ground motion on systems that are
sensitive to both acceleration and velocity. Moreover, the computation of IC incorporates the
duration of ground motion, which contributes to the additional damage. The dependence
of bias on the strength reduction factor R varies across the eight different scale indicators.
For example, using ∇SI as the scaling parameter tends to produce higher bias for stronger
systems (e.g., R = 2), while using ∇Sa as the scale indicator tends to produce higher bias
for weaker systems (e.g., R = 6).

4.3. Long-Period Region

Figure 8 shows a comparison between the benchmark model and the scaled model for
the EPP system with a strength reduction factor R of 4 and a period T of 2.0 s. The ground
motions are scaled using∇Sa and∇PGD, respectively. Similar to the system with T = 1.0 s
(Figure 6), the platform section appears in the scaled model, indicating that the minimum
∇IM in the scaled database is below the intensity threshold, and some aftershock records
in the scale database would induce no additional damage for systems (i.e., ∇DI = 1.0)
in the long-period region. Using ∇Sa as the scale indicator induces lower bias (i.e., 26%)
than using ∇PGD as the scale indicator (39%). Based on a thorough analysis of the data



Appl. Sci. 2023, 13, 12515 10 of 16

presented in Figures 4, 6 and 8, it can be deduced that using∇Sa as the scaling parameter to
scale up aftershock records (SF > 1.0) tends to result in an overestimation of the additional
damage. This can be observed in Figures 4b, 6a and 8b, where the predicted outcomes
of the scaled model (blue straight line) are generally higher than those of the benchmark
model (red dashed line). On the other hand, for ∇PGA and ∇SI, scaling up the aftershock
records tends to underestimate the additional damage. This can be observed in Figures 4d
and 6b, respectively, where the predicted outcomes of the scaled model (blue straight line)
are generally lower than those of the benchmark model (red dashed line).
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In the long-period range of 1.6–3.0 s, the average biases resulting from ground motion
scaling are computed for EPP systems. The outcomes are presented in Figure 9 for eight
distinct scale indicators. The scale indicators of∇SI,∇PGV, and∇IC demonstrate superior
performance compared to the remaining five scale indicators, including those associated
with ground displacement (e.g., ∇PGD). Furthermore, the biases associated with these
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three scale indicators typically fall within a range of 30%. The biases introduced by
aftershock ground motion scaling with ∇Sa are generally within 40%. The performance of
∇PGD is worse than the above scale indicators, and the corresponding biases can exceed
60%. Similar to the results in the short-period region, the performance of different scale
indicators for the systems in the long-period region is also inconsistent with the correlation
analysis of natural ground motions, because the scale indicators related to the ground
displacement show worse performance than those related to the ground velocity.
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4.4. Whole-Period Region

To comprehensively investigate the influence of scaling ground motion on the occur-
rence of further damage in systems characterized by different periods and lateral strengths,
the biases arising from the scaling of aftershock ground motion are averaged over a span of
30 periods and three values of R. The average bias for systems exhibiting energy propor-
tional to plastic deformation (EPP) across the complete spectrum of periods is illustrated in
Figure 10. Furthermore, Figure 10 also presents the corresponding outcomes for systems
with modified Clough (MC), pinching (PH), and strength softening and deterioration (SSD)
hysteretic behaviors, in order to assess the effects of aftershock ground motion scaling on
the occurrence of additional damage in systems exhibiting different hysteretic behavior.

The findings presented in Figure 10 demonstrate that the scaling of aftershock ground
motion has a greater impact on the additional damage incurred by EPP systems, with the
exception of cases where the scale indicators used are ∇PGA and ∇PGV. This is due to
the fact that the biases observed in EPP systems are generally higher compared to systems
that exhibit degradation or pinching behavior, such as MC systems, PH systems, or SSD
systems. In the context of scale indicators, it is observed that biases within 20% are evident
in degrading systems, whereas biases associated with EPP systems surpass this threshold.
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Furthermore, the relationship between bias and hysteretic systems varies depending on the
specific scale indicators employed. For example, the differences among the biases of four
hysteretic systems are large for ∇PGD, while the corresponding differences are small for
∇PGV. The scale indicators of ∇SI, ∇PGV, ∇IC, and ∇Sa exhibit superior performance
compared to the other four scale indicators, effectively managing bias within a range of
30%, even for large SF. In different engineering contexts, the permissible bias varies. Based
on the results from Figure 10, and considering the allowed bias, the maximum allowable
SF can be determined for different structures and IM.
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5. Conclusions

This manuscript assesses the impact of ground motion scaling on the additional dam-
age caused by aftershocks. The evaluation is conducted by quantifying the bias introduced
through the scaling of aftershock ground motions. The research employs a variety of
single-degree-of-freedom (SDOF) systems that display different types of hysteretic behav-
iors, including stiffness degradation, pinching, and strength deterioration. Additionally,
a dataset of 274 recorded mainshock–aftershock (MSAS) ground motions obtained from
global crustal earthquakes is employed to simulate the structural damage under these
MSAS ground motions. Eight different intensity measures, including acceleration-related
(i.e., PGA, IA, and IC), velocity-related (i.e., PGV), displacement-related (i.e., drms and PGD),
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and spectra-related (i.e., Sa and SI), are selected as alternative scale indicators for aftershock
records. The primary discoveries can be summarized as follows:

(1) For systems in the short-period region, using ∇Sa as the scale indicator would intro-
duce the biases within 30% for a scale factor as large as 10.0, while the corresponding
bias increases to 50% when ∇PGA is used as a scale indicator.

(2) For systems in the medium-period region, the biases are generally within 20% even
for a scale factor of 10.0, when ∇SI and ∇IC are used as the scaled indicators, and
corresponding biases for ∇PGV and ∇Sa are generally within 30%. The superiority
of ∇IC as the scale indicator can be explained by two points: the first is that the
dimension of IC is between acceleration and velocity, and the second is that the
computation of IC incorporates the effects of duration.

(3) In the long-period region, the biases resulting from the scaling of aftershock ground
motion with parameters such as∇SI,∇PGV, and∇IC are typically below 30% when
the scale factor is less than 10.0. However, the bias associated with the parameter∇Sa
increases to 40%, which is still lower than the biases observed for displacement-related
intensity measures (e.g., ∇PGD).

(4) After studying the mean bias in the whole-period region, it can be found that the per-
formance of ∇SI, ∇PGV, ∇IC, and ∇Sa is superior to the other four scale indicators,
and they can control the mean bias within 30% even for scale factors as large as 10.0.
Aftershock ground motion scaling tends to introduce higher bias in the additional
damage of EPP systems than degrading systems.

(5) Scaling aftershock ground motions up (i.e., SF > 1.0) using ∇Sa tends to overestimate
the additional damage to structures.

This study has some limitations that need to be further addressed in future research.
Several SDOF systems were employed in this study to assess the impact of scaling ground
motion on additional damage. The investigation needs to be expanded to multi-degree-of-
freedom systems for more practical applications.
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