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Abstract: The mechanical properties of water‑rich coal and rock in a subzero environment are very
different from those at room temperature, which causes many unexpected hazards for projects. In
this study, coal and rock samples subjected to the coupled effects ofwater, temperature, and dynamic
loadswere taken as the research object, and the discussionwas shaped around theirmechanical prop‑
erties. The crack evolution trend and different gradient impact velocities were determined using a
split‑Hopkinson pressure bar (SHPB). Multiple fractals were based on high‑speed digital image cor‑
relation (HS‑DIC) technology and the quality‑screening method; the evolution trend of the surface
cracks in the crushing process and the distribution characteristics of the specimen fragments after
crushing were examined from the perspective of fractals. This provided a powerful supplement to
the existing research system on the problem of mining via the freezing method, and it accounted
for the shortcomings of the existing research to a certain extent. In this research, the results mainly
showed four points: (1) The coal samples were determined to have a wave velocity between 1.68
and 2.01 km/s, while the rock samples were between 2.24 and 2.61 km/s. Under the same conditions,
the rock’s resistance to deformation and damage was greater than that of coal. (2) In the saturated
state, the plastic strength of the coal and rock samples was greater than that in the dry state, due to
the strengthening of their internal stresses caused by the presence of fissure water. (3) With decreas‑
ing temperature, the degree of the dynamic compression factor of coal and rock showed a trend
of initially increasing, then decreasing, and then increasing. With the increase in the loading rate,
the destruction of the coal and rock was more intense, and the destruction process was accelerated.
(4) After the saturated coal and rock samples were frozen, their interiors were affected by the dual
factors of contraction under the influence of temperature and expansion under the influence of the
freezing expansion force. The internal fissures closed or shrank, and the water in the pores turned
into ice, leading to an increase in pore volume.

Keywords: frozen coal and rock mass; impact failure; dynamic mechanical properties; crack propa‑
gation; box dimension; crushing form

1. Introduction
In China, the focus of resource extraction is gradually shifting to the west. Under‑

ground mining in Xinjiang, Qinghai, and other cold regions has been increasing. The arti‑
ficial freezingmethod inmining anddigging has receivedwidespread attention from schol‑
ars due to its adaptability to various complex engineering conditions and improvement of
safety in construction [1], such as the construction of railways on the Tibetan Plateau and
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the application and development of coal mine freezing methods for well drilling technol‑
ogy [2]. The freezing method of drilling is the application of artificial refrigeration technol‑
ogy to vertical‑ or inclined‑shaft engineering through the temporary freezing of groundwa‑
ter to consolidate the stability of the underground coal and rock to reduce the occurrence of
collapse accidents during the mining process [3]. However, the kinds of mechanical prop‑
erties that occur on impact have not been clearly explored. In addition, rock structures in
cold regions are often affected by dynamic loads. For example, in open‑pit coal mines in
high‑altitude and water‑rich areas, the mechanical properties of coal and rock are deteri‑
orated by low temperatures and water, combined with blasting and mining disturbances,
which will have an impact on the macroscopic and microscopic structure of coal and rock,
leading to slope geological disasters [4,5]. Therefore, a comprehensive understanding of
coal and rock subjected to the coupled effects of water, temperature, and dynamic loads
has great theoretical and engineering significance for the safe mining of rock structures in
cold regions and for the study of the impacts of dynamic loads on coal and rock during
freezing [6].

The freezing method has been studied and analysed from many perspectives. For
static loading, Fan et al. [7] used computed tomography (CT) to analyse frozen sand and
concluded that as the temperature decreased, the specimen changed from tensile–shear to
shear damagemode, and the volumetric porosity and crack area of the damaged specimen
decreased with decreasing temperature. Kodama et al. [8] investigated the effects of wa‑
ter content, temperature, and loading rate on the strength and damage process of frozen
rock and concluded that the rock’s strength increased with increasing water content and
loading rate, with the effects being more pronounced at lower temperatures. Sun et al. [9]
explored the damage characteristics of frozen coal by conducting acoustic emission tests
on frozen coal, and they proposed early warning parameters for the characterisation of the
evolution of the variance curve, where the compressive strength of frozen coal samples
significantly decreased and the saturated frozen coal samples had the lowest compressive
strength. Wang et al. [10], by observing the microscopic pore structure of sandstone, also
found that low temperatures had this promoting effect on coal and rock samples.

Under dynamic loading, Wang et al. [11] investigated the effects of the dynamic me‑
chanical properties of dry sandstone and saturated siltstone at different temperatures and
rates. The results showed that the saturated specimens exhibited shorter compaction stages
on the dynamic stress–strain curve due to the presence of pore water or ice. The dry speci‑
mens were more sensitive to the strain‑rate effects than the uniaxial compressive strength.
Wang et al. [2], through the SHPB test, found that the peak stress of the saturated spec‑
imen first increased and then decreased as the temperature decreased. Yang et al. [12]
studied the deformation and damage characteristics of red sandstone at low temperatures
by combining the effects of the rock strength properties, fractal dimension, and dissipated
energy with microfracture morphology; they concluded that low temperatures led to a
rapid loss of bearing capacity and a sharp decrease in the strength of the red sandstone
under high‑strain‑rate loading, the dissipation energy of the frozen rock specimens was
positively correlated with the fractal dimension, and the low‑temperature effect produced
significant cracks at thematerial interface of the red sandstone. Xu et al. [13] used amethod
that employed a combination of low‑field nuclearmagnetic resonance (LF‑NMR) and scan‑
ning electronmicroscopy (SEM) to investigate the dynamic evolution of themicrostructure
of frozen sandstones as a function of saturation and determine the increase in saturation;
the elastic modulus showed a trend of increasing and then decreasing, and the ultimate
deformation capacity showed the opposite trend. Yang et al. [14] compared the uniaxial
compression of sandstone, marble, and granite at different temperatures for different ma‑
terials; the peak inflection point of the stress–strain curve was at −5 ◦C, while the second
inflection point temperature increased with the material hardness. Shan et al. [15] con‑
ducted SHPB impact tests on frozen red sandstone specimens at −15 ◦C, compared them
with the static uniaxial compression tests, and found that the failure form was closely cor‑
related to the average strain rate.
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The presence of water in the interior of coal and rock has also received widespread
attention. Zhao et al. [16,17] analysed the fracture of rocks under water‑force coupling by
means of experiments and simulations, on the basis of which a two‑medium model was
proposed. Regarding the effects of saturation and temperature on the wave speed of the
corresponding ultrasonic wave, previous studies reached different conclusions. Generally,
with increasing saturation, the internal gap of the sample is filled with a large number of
water molecules, and the propagation of the ultrasonic waves in the water molecules is
greater than that in air; thus, the wave speed of the sample significantly increases [18].
Moreover, as water saturation increases, the squeezing of internal moisture leads to a re‑
duction in the internal strength andmodulus of elasticity, ultimately leading to a reduction
in the rate of wave propagation [19]. Zhao et al. [20] found that the stress in sandstone had
a trend of increasing and then decreasing with decreasing temperature. With the decrease
in temperature, the stress initially increased, then decreased and finally increased, similar
to an “N” shape. Wang et al. [21] concluded that the peak strength of water‑saturated gran‑
ite with decreasing temperature initially remained unchanged, then rapidly decreased and
eventually converged to a stable value, similar to a “乁” shape.

Based on the above literature, studies of temperature and saturation as variables usu‑
ally use rocks and rarely involve coal. However, some differences between rock and coal
exist; rock is strong and hard with weak water absorption, while coal is a softer material
with greater porosity. The mineral composition of coal is also very different from that
of rock. Frozen coal and frozen rock in the static‑load state have been extensively studied.
However, research on dynamic‑load impact is limited, and research on the destruction pro‑
cess is evenmore limited. In underground frozenmining, the difference in mining temper‑
ature and water saturation rate often leads to certain deformations. In view of this, in this
study, coal and rock specimens from the same locationwere selected for SHPB uniaxial im‑
pact damage tests at five different temperature gradients (20 ◦C, 10 ◦C, 0 ◦C, −10 ◦C, and
−20 ◦C) and in dry and saturated states; the damage evolution process of the specimens
was comprehensively shown in terms of both surface cracking characteristics and fragmen‑
tation characteristics. The change trend of the dynamic mechanical parameters of the coal
samples from room temperature to colder temperatures was analysed, and the mechanical
properties of the coal samples under saturated and dry conditions were compared. Then,
based on theHS‑DIC technique andmass‑screeningmethod, the evolution trend of the sur‑
face cracks during crushing and the distribution characteristics of the broken blocks of the
crushed specimens were investigated from the perspective of multiple fractalisation, and
their correlation was explored to comprehensively determine the impact damage process
on coal and rock. This study is expected to further reveal the failuremechanism of coal and
rock materials under the coupling of temperature, water, and dynamic loads, providing a
certain theoretical basis for low‑temperature mining technology and the surrounding rock
support of water‑rich mines and other geotechnical engineering.

2. Materials and Methods
2.1. Specimen Preparation

As illustrated in Figure 1a, coal and rock samples were collected from the 14030 large‑
height working face in the first disc area of the Zhaogu No. 2 Mine of Henan Energy and
Chemical Group Jiaozuo Coal Industry Group Co., Ltd., Xinxiang City, Henan Province,
China. The stratigraphic logging records of the borehole near the sampling point are
shown in Figure 1b. The depth of the face was more than 800 m, the main coal was an‑
thracite, the average thickness of the coal seam was 6.5 m, the direct top was interbedded
mudstone and sandy mudstone, the thickness was 10.5 m, the basic top was Dazhan sand‑
stone, and the thickness was 8.0 m. There were several aquifers above the face, the alluvial
dive flowed to the face along the mining fissures during the advancement of the face, and
localised water and sand breakage risks existed [22]. In addition, the dynamic pressure on
the top plate of the 14030 working face was evident, and the impact dynamic load effect
triggered by the breakage of the top plate occasionally occurred [23]. Coupled with the
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strongly disturbed work processes present at the working face, the coupled effect of water
content and dynamic loads had a significant impact on the mechanical properties of the
coal and rock [24].
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Figure 1. Schematic diagram of coal and rock sampling: (a) location of the Zhaogu No. 2 Coal Mine;
(b) stratigraphic logging records.

The test methods follow the regulations of the Rock Dynamics ISRM Committee [25].
Large samples were selected from the II_1 coal seam and the roof (sandy mudstone) of
the 14030 working face and were processed into 40 and 30 original coal and rock cylindri‑
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cal specimens with dimensions of φ50 mm × 50 mm, respectively. The upper and lower
surfaces of the test specimens were precisely polished and sanded to ensure that the non‑
parallelism of the two ends was less than 0.02 mm and the non‑perpendicularity of the
circumference and the end face was less than 0.25◦. The final prepared coal and rock spec‑
imens are shown in Figure 2.
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Figure 2. An illustration of coal and rock specimens used in the experiment. (a) Coal specimens;
(b) rock specimens.

2.2. Testing Equipment
Figure 3a shows the φ50 mm SHPB experiment system independently developed by

the coal or rock dynamic load damage parameter testing laboratory, which lies in the
school of emergency management and safety engineering, China University of Mining
and Technology (Beijing, China). The system consisted of a power supply subsystem, a
rod subsystem, an information acquisition subsystem, and a data processing subsystem.
As shown in Figure 3a, the power supply subsystem, i.e., the stress‑wave generator, used
a combination of an air compressor, high‑pressure air storage chamber, air cavity, and
SHPB electronic control system; this controlled the impact velocity of the bullet by setting
the magnitude of the air pressure. The rod subsystem consisted of a cylindrical impact rod
(bullet), incidence rod, transmission rod, and energy‑absorbing rod. Each rod was cylin‑
drical with a diameter of 50 mm and lengths of 400 mm, 3000 mm, 2500 mm, and 1000 mm,
respectively. The rod was made of mild steel with a density of 7740 kg/m3 and a modulus
of elasticity of 206 GPa. The data acquisition subsystem consisted of an infrared velocime‑
try device and a strain signal acquisition system. To ensure the accuracy of the test, double
strain gauges were affixed to the incident and transmission rods, dual channels were set
up for data acquisition, and the incident, reflected, and transmission wave signals were
recorded with an ultra‑dynamic strain gauge and researched in a targeted way using the
data processing subsystem.
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Figure 3. Experimental system diagram. (a) Schematic diagram; (b) physical diagram.

Notably, to be able to accurately reflect the destruction process of the coal and rock
specimens during impact dynamic loading, the data acquisition subsystem also included
a high‑speed photography device for recording the rupture process of the sample. As
shown in Figure 3b, the device consisted of a FASTCAMSA5high‑speed camera developed
by PHOTRON, China Shenzhen Shenniu Photographic Equipment Co., Ltd. (Shenzhen,
China), a produced VL300 fill light and synchronous trigger device, and other components.
The camera frame speed was set to 100,000 frames per second with a pixel resolution of
320 × 192, and a shield made of high‑transmittance acrylic panels was installed around
the coal and rock samples to prevent the camera and the filler lamp from being damaged
by the splashing of the samples during the destruction of the coal and rock, as well as to
facilitate the collection and sieving of crushed coal and rock fragments [26].

Figure 4 shows the instruments used in the pre‑treatment of coal and rock. Figure 4a
shows the electric blast dryer, which adopts a hot air circulation system to ensure uniform
heating of coal and rock samples. The temperature control range is room temperature
(RT) +50–250 ◦C, and the constant temperature fluctuation is ±1 ◦C. Figure 4b is a natu‑
ral saturated container. Figure 4c is the constant‑temperature test chamber, which adopts
an intelligent and high‑precision proportional integral derivative temperature control sys‑
tem with strong temperature stability and a temperature control range from −40 ◦C to
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100 ◦C. Figure 4d shows the ZBL‑U5100 nonmetallic ultrasonic detector produced by Bei‑
jing Zhibo Lian Technology Co. (Beijing, China). The acoustic time measurement range is
±1,677,700 µs, the gain accuracy is 0.5 db, and the acceptance sensitivity is less than 10 µv.
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2.3. Test Condition and Procedure
As shown in Figure 5, this experiment was conducted in four stages. In the first stage,

all the raw coal and rock samples prepared in the natural water content state were cate‑
gorised and numbered, and drying was defined as D, saturated as S, and frozen as F. Coal
was defined as C, and rock was defined as R. Next, the samples were placed in an electric
blast drying oven for drying, the temperature of the drying oven was set at 105 ◦C, and the
drying time was greater than 24 h. The mass of the sample was measured at 1 h intervals
after the 24 h interval, and the specimens were considered to have reached a completely
dry state when the results of the twoweighings before and after were≤0.01 g. Afterwards,
the relevant provisions in the “Methods for the Determination of Physical andMechanical
Properties of Coal and Rock” were followed [27]. Half of the coal and rock samples were
naturally saturatedwithwater; specifically, the coal and rock specimenswere immersed in
a container containing distilledwater, keeping thewater level 1–2 cm above the top surface
of the specimens. The immersion time was greater than 24 h, the samples were weighed at
24 h intervals, and the samples were considered to be fully saturated when the difference
in mass between the two times was ≤0.01 g. The saturated and unsaturated coal and rock
samples were placed in a high‑precision thermostatic chamber with the temperatures set
at−20 ◦C,−10 ◦C, 0 ◦C, 10 ◦C, or 20 ◦C, and the thermostatic time was 24 h. The longitudi‑
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nal wave velocity (CP) of the samples wasmeasuredwith a nonmetallic ultrasonic detector
after each operation to determine the effect of the above steps on the physicomechanical
properties of the coal and rock specimens [28]. Finally, they were rearranged in order of
wave speed, from highest to lowest.
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In Stage II, the coal and rock specimenswere placed in the SHPBdevice, and the pressure
of the air compressor was adjusted such that the impact rod (bullet) struck the incidence rod
at different velocities and the energy was finally transferred to the specimen. For the coal
specimen, the velocity of the bulletwas set to four different levels: 6m/s, 10m/s, 14m/s, and 18
m/s. Due to the high density of the sandstone specimens, the samples did not show significant
changes at an impact velocity of 6 m/s; thus, only the impact velocities of the three different
grades of 10m/s, 14m/s, and 18m/swere examined. During the experiment, a small‑diameter
rubber sheetwaspastedbetween the bullet and the incident rod to shape the incidentwave [29,
30]. Molybdenumdisulfide lubricationwas also applied to the ends of the specimen in contact
with the incidence and transmission rods [31] to reduce friction effects.

During the impact process, the strain signal acquisition system and high‑speed pho‑
tography device shown in Stage III were used to record the stress–strain signals and sur‑
face crack evolution of the coal and rock specimens during the impact process to quanti‑
tatively characterise the dynamic mechanics and fracture process of the different media
using SHPB and then to assess the stability of the coal and rock system and the damage
process [32]. After the impact experiments were completed, the coal and rock fragments
were collected and sieved using a split‑sample sieve, and the mass sieve dimension was
used to portray the coal and rock impact damage results, as shown in Stage IV.

2.4. Introduction to the Theory
2.4.1. Principles of the SHPB Test

The incident, transmitted, and transmissivewave signalswere recordedwith the strain
gauges in the SHPB rods, based on the one‑dimensional stress‑wave theory and the as‑
sumption of stress homogeneity. The stress, strain, and strain rate of the coal and rock
samples can be obtained as a function of time [33]:

σ(t) = E0εt(t) (1)

ε(t) = −2C0

L

∫ t

0
εr(t)dt (2)

.
ε(t) = −2C0

L
εr(t) (3)
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In the above equation,
.
ε(t), ε(t), σ(t) are the average strain rate, average strain, and

stress, respectively; εr(t) and εt(t) are the reflectedwave strain and transmittedwave strain,
respectively; E0, C0 are the modulus of elasticity andwave velocity of the rod, respectively;
L is the length of the sample.

2.4.2. Box Dimension Calculation Model
The fractal dimension is a statistic that describes the complexity of a geometric shape.

There aremany definitions of fractal dimension, amongwhich the counting box dimension
is the most widely used and relatively easy to calculate. The box dimension is the number
of boxes consisting of N squares (with side length δ × δ) to cover the coal and rock cracks
and count the number of non‑empty boxes containing pixels of the associated cracks Nδ.
It is calculated by the formula:

Nδ = aδ−D (4)

The prefactor a comes from the scaling rule for fractal dimensions D. For a fixed
crack image, a is a constant. If Equation (4) is expressed in logarithmic form, the expres‑
sion reads:

ln Nδ = ln a − D ln δ (5)

From Equation (5), the slope with respect to ln δ is obtained using linear regression
ln Nδ. The result is the fractal dimension D of the crack image of the coal and rock.

The box dimension was analysed using the tool for box dimension analysis in the Fr‑
acLac plugin in ImageJ (5.0 version) software. In order to reduce the error, the original
image was first extracted with cracks using the Ratsnake (1.4 version) annotation software
to improve the accuracy and resolution. Finally, it was imported into the FracLac plug‑
in for box dimension analysis. The specific process is shown in Figure 6. In combination
with the Ratsnake software and the FracLac plug‑in, a quantitative description of the sur‑
face cracks in the coal and rock samples was achieved. In particular, the ImageJ software
evaluated whether the crack sketch was a binary image. If it was a binary image, the Fr‑
acLac plug‑in was opened manually for analysis. Otherwise, the image was binarised by
setting a threshold. In Fraclac, the control panel parameters for analysing the cracks were
set in the region of interest (ROI). Finally, the box dimension was obtained from the image
scanning and the statistics of Equation (5).
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2.4.3. Mass–Frequency Relationship Model
In fact, the fractal theory can be used not only to describe the crack extension law

during the destruction of coal and rock, but also to analyse the characteristics of the block
size distribution after destruction. A quantitative expression for the degree of coal and
rock fragmentation can be established with the help of the mass–frequency relationship
metric model for samples after impact damage [34]:

M(x)/MT = (x/xm)
3−D (6)

where x is the particle size; D is the fractal dimension of the block size distribution; M(x)
is the mass of the coal and rock crusher with a diameter smaller than x; xm is the average
scale; MT is the total mass of the coal and rock crusher. The total mass of coal and rock
fragments is the total mass of coal and rock fragments:

ln[M(x)/MT ] = (3 − D)ln(x/xm) (7)

According to Equation (7), through the double logarithmic scatterplot composed of
ln[M(x)/MT ] and ln(x/xm), we used the least‑squares method to fit the data, found the
fitted slope and the fitted intercept, and then subtracted the slope of the straight line from
3, which was calculated as the mass fractal dimension D.

3. Analysis of Test Results
Asmentioned in the previous section, this experiment analysed the dynamicmechanical

properties and crack evolution process of coal and rock materials under SHPB impact con‑
ditions at the following four levels: (1) longitudinal wave velocity curve analysis, (2) stress–
strain curve relationship, (3) crack evolution trend, and (4) sieving of coal and rock fragments.

3.1. Basic Physical Parameters and Wave Velocity Determination of Coal Stone Samples
3.1.1. Basic Physical Parameters

To better analyse the dynamic mechanical properties of the coal and rock specimens,
firstly, the basic physical parameters such as mass, height, and diameter of each speci‑
men were measured. Secondly, the arithmetic mean of the longitudinal wave velocity was
calculated after several trials using the ultrasonic method test with reference to ASTM D
2845 [35]. The arithmetic mean of the longitudinal wave speed was calculated after sev‑
eral tests [36,37]. The uniaxial compression damage experiments were measured to de‑
termine the compressive coefficient, modulus of elasticity, and Poisson’s ratio using the
microcomputer‑controlled electrohydraulic servo press YAW6106. The final results are
summarised in Tables 1 and 2.
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Table 1. Test results of coal samples.

Temperature
/◦C Sample ID Size (Diameter ×

Height)/mm
Density
ρ(g/cm3)

Initial
Wave
Speed

Drying
Wave

Velocity

Saturation
Wave
Speed

P Wave
Velocity
v(km/s)

Average
Wave

Velocity
v(km/s)

Uniaxial
Compres‑

sive
Strength
(MPa)

Elastic
Modulus
Etan (GPa)

Poisson’s
Ratio
µ

Impact
Speed
v(m/s)

Experimental
Result

−20

DFC‑20‑1 50 × 50 1.53 1.85 1.74 — 2.12
1.96

— — — 6.16 impact smash
DFC‑20‑2 50 × 50 1.54 1.79 1.64 — 2.12 — — — 9.31 impact smash
DFC‑20‑3 50 × 50 1.57 1.74 1.46 — 2.04 — — — 15.29 impact smash
DFC‑20‑4 50 × 50 1.48 1.41 1.36 — 1.56 — — — 18.00 impact smash
DFC‑20‑5 50 × 100 — — — — — 14.40 2.51 0.35
SFC‑20‑1 50 × 50 1.45 1.55 1.52 1.56 1.64

2.01
— — — 6.17 impact smash

SFC‑20‑2 50 × 50 1.45 1.52 1.60 1.88 2.33 — — — 9.54 impact smash
SFC‑20‑3 50 × 50 1.82 1.51 1.40 1.5 1.81 — — — 14.68 impact smash
SFC‑20‑4 50 × 50 1.64 2.03 1.64 1.93 2.27 — — — 18.07 impact smash
SFC‑20‑5 50 × 100 — — — — — 18.24 2.74 0.33

−10

DFC‑10‑1 50 × 50 1.54 1.70 1.56 — 1.8
1.68

— — — 6.15 impact smash
DFC‑10‑2 50 × 50 1.58 1.67 1.33 — 1.72 — — — 9.43 impact smash
DFC‑10‑3 50 × 50 1.45 1.64 1.56 — 1.67 — — — 14.48 impact smash
DFC‑10‑4 50 × 50 1.48 1.37 1.36 — 1.52 — — — 17.96 impact smash
SFC‑10‑1 50 × 50 1.60 1.51 1.20 1.48 1.9

1.75
— — — 6.35 impact smash

SFC‑10‑2 50 × 50 1.45 1.49 1.45 1.64 1.67 — — — 10.26 impact smash
SFC‑10‑3 50 × 50 1.62 1.46 1.42 1.51 1.72 — — — 14.08 impact smash
SFC‑10‑4 50 × 50 1.59 1.48 1.32 1.46 1.7 — — — 18.07 impact smash

0

DC‑0‑1 50 × 50 1.62 1.63 1.38 — 1.69
1.74

— — — 6.38 impact smash
DC‑0‑2 50 × 50 1.64 1.62 1.42 — 1.68 — — — 9.74 impact smash
DC‑0‑3 50 × 50 1.61 1.59 1.49 — 1.79 — — — 14.55 impact smash
DC‑0‑4 50 × 50 1.45 1.77 1.68 — 1.80 — — — 18.24 impact smash
DC‑0‑5 50 × 100 — — — — — 24.78 3.75 0.3
SC‑0‑1 50 × 50 1.46 1.44 1.28 1.44 1.90

1.99
— — — 6.03 impact smash

SC‑0‑2 50 × 50 1.61 1.90 1.62 1.86 2.19 — — — 9.30 impact smash
SC‑0‑3 50 × 50 1.45 1.38 1.54 1.86 1.98 — — — 14.26 impact smash
SC‑0‑4 50 × 50 1.54 1.7 1.28 1.6 1.88 — — — 17.92 impact smash
SC‑0‑5 50 × 100 — — — — — 28.20 3.98 0.29 impact smash

10

DC‑10‑1 50 × 50 1.67 1.59 1.54 — 1.78
1.73

— — — 5.55 impact smash
DC‑10‑2 50 × 50 1.48 1.58 1.39 — 1.67 — — — 9.54 impact smash
DC‑10‑3 50 × 50 1.49 1.58 1.44 — 1.77 — — — 15.51 impact smash
DC‑10‑4 50 × 50 1.43 1.81 1.60 — 1.69 — — — 17.96 impact smash
SC‑10‑1 50 × 50 1.59 1.38 1.32 1.69 1.71

1.87
— — — 5.99 impact smash

SC‑10‑2 50 × 50 1.66 1.33 1.49 1.70 1.95 — — — 9.47 impact smash
SC‑10‑3 50 × 50 1.62 1.33 1.64 1.79 1.88 — — — 15.18 impact smash
SC‑10‑4 50 × 50 1.42 1.02 1.14 1.51 1.92 — — — 17.92 impact smash
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Table 1. Cont.

Temperature
/◦C Sample ID Size (Diameter ×

Height)/mm
Density
ρ(g/cm3)

Initial
Wave
Speed

Drying
Wave

Velocity

Saturation
Wave
Speed

P Wave
Velocity
v(km/s)

Average
Wave

Velocity
v(km/s)

Uniaxial
Compres‑

sive
Strength
(MPa)

Elastic
Modulus
Etan (GPa)

Poisson’s
Ratio
µ

Impact
Speed
v(m/s)

Experimental
Result

20

DC‑20‑1 50 × 50 1.55 1.56 1.48 — 1.59
1.68

— — — 6.07 impact smash
DC‑20‑2 50 × 50 1.60 1.56 1.54 — 1.71 — — — 9.80 impact smash
DC‑20‑3 50 × 50 1.46 1.55 1.44 — 1.62 — — — 12.79 impact smash
DC‑20‑4 50 × 50 1.52 1.81 1.61 — 1.79 — — — 17.86 impact smash
DC‑20‑5 50 × 100 — — — — — 16.37 3.21 0.33
SC‑20‑1 50 × 50 1.36 1.33 1.27 1.30 1.42

1.69
— — — 6.15 impact smash

SC‑20‑2 50 × 50 1.50 1.33 1.35 1.86 1.97 — — — 9.12 impact smash
SC‑20‑3 50 × 50 1.47 1.31 1.47 1.54 1.68 — — — 14.40 impact smash
SC‑20‑4 50 × 50 1.87 1.55 1.89 1.67 — — — 17.37 impact smash
SC‑20‑5 50 × 100 — — — — — 20.02 3.97 0.31

Table 2. Test results of rock sample.

Temperature
/◦C

Sample
ID

Size (Diameter ×
Height)/mm

Density
ρ(g/cm3)

Initial
Wave
Speed

Drying
Wave
Veloc‑
ity

Saturation
Wave
Speed

P Wave
Velocity
v(km/s)

Average
Wave

Velocity
v(km/s)

Uniaxial
Compres‑

sive
Strength
(MPa)

Elastic
Modulus
Etan
(GPa)

Poisson’s
Ratio
µ

Impact
Speed
v(m/s)

Experimental
Result

−20

DFR‑20‑1 50 × 50 2.76 2.36 2.11 — 2.37
2.38

— — — 9.70 impact fracture
DFR‑20‑2 50 × 50 2.74 2.36 2.12 — 2.35 — — — 14.74 impact smash
DFR‑20‑3 50 × 50 2.73 2.24 2.14 — 2.41 — — — 18.95 impact smash
DFR‑20‑4 50 × 100 — — — — — 31.68 8.37 0.26 impact smash
SFR‑20‑1 50 × 50 2.75 2.16 2.12 2.26 2.48

2.44
— — — 10.71 impact fracture

SFR‑20‑2 50 × 50 2.77 2.14 2.06 2.29 2.46 — — — 14.80 impact smash
SFR‑20‑3 50 × 50 2.71 2.14 2.09 2.21 2.38 — — — 18.13 impact smash
SFR‑20‑4 50 × 100 — — — — — — 20.55 8.59 0.24 impact smash

−10

DFR‑10‑1 50 × 50 2.73 2.22 2.05 — 2.21
2.24

— — — 10.21 impact fracture
DFR‑10‑2 50 × 50 2.75 2.22 2.11 — 2.25 — — — 14.07 impact fracture
DFR‑10‑3 50 × 50 2.70 2.22 2.14 — 2.27 — — — 17.21 impact smash
SFR‑10‑1 50 × 50 2.71 2.12 2.10 2.32 2.3

2.33
— — — 10.20 impact smash

SFR‑10‑2 50 × 50 2.73 2.12 1.90 2.24 2.35 — — — 14.20 impact smash
SFR‑10‑3 50 × 50 2.67 2.12 1.82 2.29 2.34 — — — 17.80 impact smash
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Table 2. Cont.

Temperature
/◦C

Sample
ID

Size (Diameter ×
Height)/mm

Density
ρ(g/cm3)

Initial
Wave
Speed

Drying
Wave
Veloc‑
ity

Saturation
Wave
Speed

P Wave
Velocity
v(km/s)

Average
Wave

Velocity
v(km/s)

Uniaxial
Compres‑

sive
Strength
(MPa)

Elastic
Modulus
Etan
(GPa)

Poisson’s
Ratio
µ

Impact
Speed
v(m/s)

Experimental
Result

0

DR‑0‑1 50 × 50 2.67 2.21 2.11 — 2.42
2.40

— — — 9.38 impact fracture
DR‑0‑2 50 × 50 2.71 2.21 2.03 — 2.40 — — — 14.02 impact smash
DR‑0‑3 50 × 50 2.71 2.19 2.13 — 2.38 — — — 17.30 impact smash
DR‑0‑4 50 × 100 — — — — — 39.36 8.64 0.23 impact smash
SR‑0‑1 50 × 50 2.70 2.10 1.98 2.30 2.60

2.61
— — — 9.12 impact smash

SR‑0‑2 50 × 50 2.67 2.10 2.08 2.24 2.64 — — — 14.02 impact smash
SR‑0‑3 50 × 50 2.67 2.10 1.95 2.17 2.60 — — — 17.81 impact smash
SR‑0‑4 50 × 100 — — — — — 20.83 8.82 0.21 impact smash

10

DR‑10‑1 50 × 50 2.74 2.19 2.04 — 2.50
2.37

— — — 10.61 impact fracture
DR‑10‑2 50 × 50 2.66 2.19 2.10 — 2.28 — — — 13.80 impact smash
DR‑10‑3 50 × 50 2.73 2.19 1.90 — 2.32 — — — 17.87 impact smash
SR‑10‑1 50 × 50 2.70 2.08 1.85 2.19 2.40

2.51
— — — 9.69 impact smash

SR‑10‑2 50 × 50 2.73 2.08 1.77 2.20 2.60 — — — 13.91 impact smash
SR‑10‑3 50 × 50 2.75 2.08 1.91 2.31 2.52 — — — 10.30 impact smash

20

DR‑20‑1 50 × 50 2.70 2.19 1.96 — 2.29
2.34

— — — 10.39 impact fracture
DR‑20‑2 50 × 50 2.75 2.18 2.02 — 2.34 — — — 15.80 impact smash
DR‑20‑3 50 × 50 2.72 2.17 1.98 — 2.38 — — — 17.96 impact smash
DR‑20‑4 50 × 100 — — — — — — 38.50 8.72 0.25 impact smash
SR‑20‑1 50 × 50 2.72 2.08 2.07 2.38 2.43

2.43
— — — 9.92 impact fracture

SR‑20‑2 50 × 50 2.71 2.07 2.02 2.41 2.44 — — — 14.76 impact smash
SR‑20‑3 50 × 50 2.69 2.07 1.95 2.34 2.41 — — — 18.32 impact smash
SR‑20‑4 50 × 100 — — — — — — 23.19 8.75 0.23 impact smash
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3.1.2. Characteristics of the Wave Velocity Measurements at Different Temperatures and
Saturation Levels

In this study, after several measurements of the sample, the average wave speed was
used and plotted as a graph of the variation in the wave speed of the longitudinal wave.

Figure 7 shows the ultrasonic wave velocity diagram of the dry and saturated coal
and rock samples at different temperatures. As shown in the figure, the degree of wave
speed can directly reflect the degree of material densification. The ratio of coal samples
(1.68–2.01 km/s) to rock samples (2.24–2.61 km/s) shows that the degree of densification of
coal is lower than that of rock.
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Figure 7. Wave velocity profiles of dry and saturated coal and rock samples at different temperatures.

The wave speeds of all coal and rock samples showed a trend of initially increasing,
then decreasing, and then increasing as the temperature decreases. The inflection points
were at 0 ◦C and−10 ◦C, and an “N”‑shaped patternwas observed. Among them, the high‑
est slope of the increase or decrease in wave velocity was observed when the temperature
was reduced from 0 ◦C to −10 ◦C and then to −20 ◦C.

Comparing the samples in the dry and saturated states, the wave speeds of the coal
and rock samples in the saturated state were all greater than those of the coal and rock
samples in the dry state. The degree of rapidity of growth or decrease in the saturated
state of the coal and rock was higher than that in the dry state. The wave speed of coal
increases more than that of rock from 20 ◦C to 0 ◦C and from −10 ◦C to −20 ◦C. At 0 ◦C to
−10 ◦C, rocks decrease more than coal.

The increase in wave speed potentially occurred because the contraction of mineral
particles or the phase change of water ice changed the longitudinal wave speed of coal
and rock samples. As the pore ice filled the voids inside the coal and rock, the medium
was solid–liquid–solid before, and it became solid–solid–solid. The wave impedance of ice
was closer to that of the solid medium of coal and rock compared to that of water in the
crevices; this caused the propagation of ultrasonic waves inside the coal and rock, and the
ice in the pores reduced the wave diffraction and reflection between the original coal and
original rock interfaces and the surface of the pores, thus causing a great increase in the
longitudinal wave speed. The ice in the pore space reduced the diffraction and reflection
of longitudinal waves at the interface between the coal or rock and the pore surface, which
led to a significant increase in the longitudinal wave speed. This observation is in high
agreement with Li’s findings [38].
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3.2. Dynamic Mechanical Characteristics
3.2.1. Time History Curve of Stress Wave

At the beginning of the experiment, to ensure the accuracy of the SHPB experimental
results, stress balance verification was performed before processing the data [32]. Specif‑
ically, the two end faces of the specimen needed to reach stress equilibrium under the
impact load, and the stress equilibrium curve of the specimens are shown in Figure 8. As
shown in the figure, the superposition of the incident wave, reflected wave, and transmit‑
ted wave basically coincided with each other, indicating that the coal and rock basically
reached the stress equilibrium state.
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Figure 8. Typical dynamic stress equilibrium checks in dynamic compression tests. (Int: incident
wave, Re: reflected wave, and Tra: transmitted wave).

Due to the large noise in the original signal, the data in this study were denoised
and analysed using the Hilbert–Huang transformation (HHT) method [39]. Due to space
limitations, only some data with different variables were analysed as an example.

Figure 9a,b show the stress time course curves of raw coal at the same freezing temper‑
ature of−10 ◦Cwith different saturations and speeds. As shown in the figure, (1) all curves
of the incidentwaves have sinusoidal or half‑sinusoidal curves. With the increase in the im‑
pact velocity, the peak points of the incident, reflection, and transmission curves gradually
increase, the peak arrival time is advanced, and the overall duration of the impact is also
shortened. At lower velocities, the reflected stress tail reaches a negative value. The reason
for this phenomenon is that the specimen is not destroyed completely under incident wave
loading conditions, and a large amount of strain energy is stored in the medium instead.
These strain energies are released in the unloading phase of the incidentwave and rebound
to the bar as compression waves. (2) In the dry state and natural water‑saturated state, the
peak value of the transmission wave of the raw coal in the water‑saturated state is higher
than that in the dry state. Compared with Table 1, a denser sample in the water‑saturated
state occurs because a large amount of liquid water or solid water fills the internal cracks.
The large amount of liquid or solidwater in the internal clefts leads to a reduction in energy
dissipation within the sample due to the presence of the Stefan effect.
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Figure 9. Denoised stress‑wave signals at different impact velocities. (a) Incident‑reflected waves
of coal at −10 ◦C; (b) transmitted waves of coal at −10 ◦C; (c) incident‑reflected waves of rock at
−10 ◦C; and (d) transmitted waves of rock at −10 ◦C.

Using the samemeans, the same noise reductionwas applied to the experimental data
of the raw rock. As shown in Figure 9c,d, the graphs show the stress time‑course curves
of the raw rock at the same freezing temperature of −10 ◦C for different saturations and
velocities. The overall regularity of the coal and rock bodies has a high degree of overlap.
The trend shows that with increasing speed, the peak value of the curve increases; the
sample reaches the peak time earlier. Raw rock in the dry and saturated contrasting cases
also had a similar pattern to raw coal, both of which had higher curves in the dry case than
in the saturated state.

Notably, the peak of the transmittance wave of the coal samples was significantly
lower than that of the rock samples. Similarly, the process of reaching the peak of the
stress wave in coal samples tended to be relatively slow. This was caused by the different
densities of the coal and rock samples, which were determined through the wave speeds
in Tables 1 and 2. A denser sample causes a faster propagation of the ultrasonic wave. This
curve and wave speed could be used to validate each other.

3.2.2. Dynamic Mechanical Characteristics of Coal and Rock during Impact
To better analyse the effect of temperature on the coal and rock samples, the stress–

strain diagrams and peak stress diagrams were plotted for analysis. Using the three‑wave
method, the stress–strain curve was obtained after the calculation of the stress time‑course
curve. As shown in Figure 10a,b, the stress–strain curves in the water‑saturated state had
velocities of 18 m/s for coal and rock. As shown in the figures, the trend process of the
coal and rock stress–strain curves at different temperatures is very similar; however, some
differences in the characteristics of each stage are present. First, the coal samples at 10 ◦C,
20 ◦C, and −20 ◦C show a kind of “saddle shape”, which was evidently a manifestation
of the strain intensification, and the brittleness of the samples was also more significant
in this stage; rocks did not have this shape. Second, at a freezing temperature of −10 ◦C,
the slope of the curve rises slowly in the initial phase, and the strain duration was shorter.
The slow decrease in the unloading stage also showed that at −10 ◦C, the sample had the
worst load‑carrying capacity and themost severe deformation. In the last part of the curve,
a certain “rebound” phenomenon occurred at the end stage because after the peak value,
the coal and rock samples still had the ability to resist external loads.
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Figure 10. Dynamic mechanical characteristic curve of coal and rock impact. (a) 18 m/s for coal;
(b) 18 m/s or rock.

In the analysis of the dynamic load mechanics, a fixed trend for the change in stress
at different temperatures among studies by different scholars has not been shown. In
this study, the variation curve of the peak stress with the temperature gradient in water‑
saturated coal and rock was plotted based on the stress–strain curve in Figure 10a,b, as
shown in Figure 11a,b. In Figure 11a, for the coal samples at temperatures from −20 ◦C
to −10 ◦C, the peak strength rapidly decreased. From −10 ◦C to 10 ◦C, the peak intensity
slowly increased. A temperature of −10 ◦C was an inflection point of change.

In Figure 11b, the rock samples also maintained a similar pattern. The overall stress
peaks all increased with increasing impact velocity. The inflection point decreased from
−10 ◦C to 0 ◦C. The same pattern was maintained with the peak stress curve of coal at
18 m/s. Overall, the peak strength of water‑saturated rock maintained the trend of rising,
falling, and then rising with the decrease in temperature, which is similar to an “N” shape.
However, the coal and rock samples are also slightly different. The 10 m/s impact velocity
for the rock shows a U‑shaped pattern.

Based on the above results, two aspects of the joint role are as follows: (1) With a de‑
crease in the temperature, the cold coal or rock body lead to a gradual reduction in its own
strength and volume shrinkage, resulting in the closure of the internal fissure. (2) In the
freezing process, liquid water transforms into solid ice; it expands in volume and gener‑
ates freezing expansion force. Under the action of frost heave force, micro‑cracks sprout
or expand the existing cracks at the cracks. The two factors are mutually restraining and
mutually exist. At different temperatures, the change in its own strength dominates the
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strength of the material. At 0 ◦C, the freezing expansion forces within the material domi‑
nate, increasing the degree of internal damage to the rock and leading to an instantaneous
decrease in its strength. For coal, the value of this “critical” temperature is −10 ◦C.
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3.3. Process of Crack Propagation and Specimen Failure
3.3.1. Recognition and Feature Extraction of Surface Cracks

Currently, several methods can be used to study the damage process in impact dy‑
namics, and the most popular method is high‑speed (HS) photography to record the en‑
tire damage process, including fractal analysis [40,41] and deep learning [42,43]. However,
in the analysis of the images, more scholars tend to analyse them qualitatively but fail to
quantify them. Because the generation of the cracks in the image is very complex, the ex‑
traction of all cracks is difficult. Therefore, in this study, we used the Ratsnake annotation
software [44] to extract the cracks from each original image during the fracture process.
Rastnake can quickly segment the image with annotations and customise the annotation.
RGB images captured using the HS camera were converted to black‑and‑white binarised
images; this improved the resolution and accuracy [45]. Due to space limitations, in this
paper, raw rock samples at different temperatures and saturations were selected as exam‑
ples, and deformation was generated during the destruction process until fragments were
ejected during the camera recording. The shooting frequency of the high‑speed camera
was 100,000 frames/s, and each set of data was intercepted every 1 µs. The final damage
image and the crack extension process are shown in Figure 12a,b. Figure 12c is last frame
of the results extracted from the original crack images and Ratsnake software. The dry
rock at 20 ◦C (DR‑20) is taken as an example; its impact velocity is 17.96 m/s. It can be seen
that the sample has developed large cracks with debris ejection.
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3.3.2. Crack Quantification and Box Dimension Calculation
Referring to the process shown in Figure 6, based on the binarised images identified

from the cracks in the Ratsnake surface, the processed images were quantified using Fra‑
cLac embedded in ImageJ to analyse the evolutionary pattern of each specimen from crack
generation to rupture injection. The average values were found using linear regression
and multiple calculations. Due to the low degree of failure of some rocks at a speed of
10 m/s, the screening results are not representative; a total of 40 groups of coal samples
and 24 groups of rock samples were obtained after rounding off part of the data to ob‑
tain the dimensionality‑change values. Due to space limitations, the partial curves of the
dimensionality change of the coal and rock boxes were plotted, as shown in Figure 13.
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Figure 13. Box dimension evolutions of cracks in coal and rock specimens. (a) Different saturation
levels and impact speeds for coal samples; (b) different saturation levels and impact speeds for rock
samples; (c) different temperatures for coal samples; and (d) different temperatures for rock samples.
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Figure 13a shows the distribution of box dimensions for different saturation and im‑
pact velocities, all at a temperature of −10 ◦C. The following can be observed from this
figure: (1) For the individual curves, an overall trend from a rapid increase in the initial
phase to a slow increase and then to localised oscillations in the later phase is shown. The
increase is due to the entire process being characterised by an increase in stresses on the
coal or rock body over time and a continuous increase in damage. The oscillations can
be caused by the transient closure of the internal fissures due to the compression of the
internal fissures after the impact on the coal or rock body. (2) For the coal simples at an
impact velocity speed of 6 m/s, the dimension of the dried sample is higher than that in
the saturated state, with a faster end time. This indicates that the number of cracks and
the damage degree of the sample in the dry state are greater than those in the saturated
state. (3) Under the same saturation conditions, comparing the crack evolution character‑
istics under different impact velocities, with an increase in the impact velocity, the value
of the box dimension increases, but the duration is shortened. This shows that the change
in velocity can cause a large change in surface cracks and presents a positive correlation. A
faster impact velocity correlates to a faster damage process, a faster evolution of the cracks,
and an earlier ejection of the number of coal and rock breakers.

Figure 13b shows the evolution pattern of the box dimension of the surface cracks
of the rock samples under different saturation and velocity conditions at 0 ◦C. Figure 13b
exhibits a similar pattern to Figure 13a: it is shown that, under different speed and satu‑
ration conditions, the box dimension shows the typical characteristics of fast in the early
stage, slow in the late stage, and an oscillating increase. In addition, the box dimension as
a whole increases with the decrease in saturation and increases with the increase in speed.

Notably, on the one hand, the overall holding time of the rock is shorter than that of
the coal sample; on the other hand, the final value of the box dimension is smaller than
that of the original coal. This reflects several factors: (1) By the nature of the material, the
rock is somewhat more brittle, more resistant to deformation, and less destructive at the
time of destruction. (2) Rocky materials have a high rebound energy. For raw coal, the
vast majority of the energy from the incident rod is absorbed by the sample and used to
increase its surface energy. In the case of rock, the energy passes through and reaches the
transmissive rod quickly, and a large portion of the energy is converted into the ejection
energy of the fragments.

Correspondingly, Figure 13c reflects the change trend of the surface crack box dimension
of coal samples under the same velocity gradient (6m/s) and different temperature conditions;
here, the curves still show the change characteristics of overall increase and local oscillation. In
addition, Figure 13c also reflects the effect of temperature on the crack evolution. Specifically,
the amplitude follows this trend: 20 ◦C > −10 ◦C > 10 ◦C > 0 ◦C > −20 ◦C, and the slope
shows the opposite trend. A comparison with the longitudinal wave speed in Figure 7
in the previous section shows that the magnitude of the box dimension number shows a
significant negative correlation with the average wave speed value. This occurs because a
higher wave speed correlates to a higher degree of densification of the sample, indicating
that the sample is more resistant to damage.

Figure 13d shows the effect of temperature on the box dimension number of cracks on the
surface of the rock samples under the condition of the same impact velocity (18 m/s) and the
same saturation (100%). As shown in the figure, the amplitude and the growth rate follow these
trends: −10 ◦C > 20 ◦C > −20 ◦C > 10 ◦C > 0 ◦C, and 20 ◦C > −20 ◦C > −10 ◦C > 10 ◦C > 0 ◦C,
respectively. Compared with Figure 13c, the amplitude of the box dimension still shows
the characteristic of a negative correlation with the value of the mean wave velocity. The
difference is that the rock holding time is short because the shock velocity in Figure 13d
is much larger than that in Figure 13c. However, the overall box dimension of the rock
samples is still lower than that of the coal samples, indicating that for the box dimension,
the effect of velocity (external loading) is much greater than that of temperature (physical
influence of the medium).
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Notably, the box dimension characterisation method used in this study has a some‑
what defective nature. (1) The original cracks are manually marked using Ratsnake. The
filling of cracks and the ejection criteria of fragments of samples have certain subjective
factors. (2) The sample is a three‑dimensional body, and the photo taken is a plane plan.
The cracks in the curved part of the sample may have an angle with the analysis plane, re‑
sulting in errors. (3) In the shooting process, HS technology can only detect the evolution
process of surface cracks and cannot fully reflect the change in internal cracks. Based on
this, we selected sample sieves with different apertures to fully screen the impacted coal
and rock crushed blocks and discusses the impact damage from another perspective.

3.4. Fractal Characteristics of Crushing Products
To better analyse the result after sample destruction, and referring to the relevant

standards [32], the sample sieves with 9.50 mm, 4.75 mm, 2.36 mm, 1.18 mm, 0.60 mm,
0.30 mm, 0.15 mm, 0.075 mm, and eight grades were combined in the order of largest
to smallest. The coal and rock after SHPB impact damage were sieved on site. A high‑
precision balance was used to weigh the broken pieces of coal and rock for each rank. The
statistical results are summarised in Tables 3 and 4.
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Table 3. Calculation results of the mass dimension of coal.

Sample No. Impact Speed
(m/s)

Cumulative Mass Percent of Each Particle Size Under the Sieve/% Fitting Results
Fractal Di‑
mension0.075 0.15 0.3 0.6 1.18 2.36 4.75 9.5 Fitting

Slope
Intercept
Distance

Decision Factor
(R2 Value)

DFC‑20‑1 6.16 0.21 0.67 2.15 5.23 10.49 29.17 65.95 100.00 1.28 0.19 0.99 1.72
DFC‑20‑2 9.31 0.51 1.52 4.44 9.97 19.03 42.49 75.10 100.00 1.10 0.22 0.99 1.90
DFC‑20‑3 15.29 0.70 2.31 7.49 14.54 28.62 58.06 92.60 100.00 1.03 0.29 0.95 1.97
DFC‑20‑4 18.00 3.10 6.54 14.89 26.42 45.02 75.91 95.11 100.00 0.74 0.22 0.95 2.26
SFC‑20‑1 6.17 0.00 0.04 0.25 0.80 2.18 5.91 18.88 100.00 1.78 −0.01 0.99 1.22
SFC‑20‑2 9.54 0.41 1.32 4.50 10.48 19.60 46.08 84.13 100.00 1.15 0.08 0.97 1.85
SFC‑20‑3 14.68 0.37 1.00 3.08 6.65 12.41 27.17 58.75 100.00 1.15 0.07 0.99 1.85
SFC‑20‑4 18.07 1.72 3.71 9.83 19.84 35.06 69.46 97.71 100.00 0.88 0.21 0.96 2.12
DFC‑10‑1 6.15 0.05 0.23 0.82 1.94 3.96 9.63 28.76 100.00 1.47 0.18 0.99 1.53
DFC‑10‑2 9.43 0.28 0.73 2.05 4.47 8.48 20.71 52.05 100.00 1.21 0.20 1.00 1.79
DFC‑10‑3 14.48 0.84 1.81 4.49 8.97 15.93 29.82 50.91 100.00 0.97 0.11 0.99 2.03
DFC‑10‑4 17.96 3.04 6.46 14.82 25.14 43.04 71.13 91.55 100.00 0.74 0.26 0.95 2.26
SFC‑10‑1 6.35 0.42 0.94 2.33 4.43 8.93 37.02 53.82 100.00 1.17 −0.01 0.99 1.83
SFC‑10‑2 10.26 0.39 0.93 2.34 4.71 9.29 23.54 60.56 100.00 1.16 0.17 1.00 1.84
SFC‑10‑3 14.08 0.90 2.41 6.38 11.72 22.28 50.18 84.28 100.00 0.99 0.17 0.98 2.01
SFC‑10‑4 17.69 1.88 4.30 11.05 19.55 33.77 55.64 82.94 100.00 0.83 0.23 0.96 2.17
DC‑0‑1 6.38 0.48 1.08 3.02 6.55 13.33 36.50 74.99 100.00 1.15 −0.05 0.99 1.85
DC‑0‑2 9.74 0.55 1.35 4.11 9.22 17.81 38.89 73.21 100.00 1.10 0.12 0.98 1.90
DC‑0‑3 14.55 0.81 1.84 4.56 8.75 15.33 33.39 64.75 100.00 1.00 0.14 0.99 2.00
DC‑0‑4 18.24 2.28 4.93 12.65 25.34 42.90 75.82 96.59 100.00 0.81 0.17 0.94 2.19
SC‑0‑1 6.03 0.07 0.21 0.93 2.35 5.32 13.77 27.94 100.00 1.46 −0.03 0.99 1.54
SC‑0‑2 9.30 0.53 1.31 3.56 6.84 13.79 29.97 64.21 100.00 1.09 0.27 0.99 1.91
SC‑0‑3 14.26 1.98 4.16 10.28 20.03 33.90 64.08 95.43 100.00 0.85 0.13 0.96 2.15
SC‑0‑4 17.92 1.48 3.15 7.79 15.37 27.23 54.01 89.19 100.00 0.91 0.26 0.98 2.09
DC‑10‑1 5.55 0.18 0.47 1.38 2.77 5.69 15.02 38.49 100.00 1.28 0.11 1.00 1.72
DC‑10‑2 9.54 0.69 1.63 4.54 8.95 18.16 39.68 70.26 100.00 1.05 0.09 0.99 1.95
DC‑10‑3 15.51 1.12 2.72 6.50 11.61 22.10 45.45 80.37 100.00 0.94 0.21 0.98 2.06



Appl. Sci. 2023, 13, 13004 25 of 33

Table 3. Cont.

Sample No. Impact Speed
(m/s)

Cumulative Mass Percent of Each Particle Size Under the Sieve/% Fitting Results
Fractal Di‑
mension0.075 0.15 0.3 0.6 1.18 2.36 4.75 9.5 Fitting

Slope
Intercept
Distance

Decision Factor
(R2 Value)

DC‑10‑4 18.32 1.71 3.81 9.77 18.75 37.00 65.68 84.80 100.00 0.87 0.19 0.96 2.13
SC‑10‑1 5.99 0.32 0.78 2.17 4.23 9.05 23.44 55.65 100.00 1.20 0.04 1.00 1.80
SC‑10‑2 9.47 0.81 1.95 5.35 11.53 20.77 43.81 75.21 100.00 1.01 0.13 0.98 1.99
SC‑10‑3 15.18 1.22 2.77 6.83 11.64 20.86 40.67 76.00 100.00 0.92 0.23 0.99 2.08
SC‑10‑4 17.93 1.33 2.83 6.53 12.17 20.45 42.24 70.68 100.00 0.99 0.21 0.90 2.01
DC‑20‑1 6.15 0.99 2.57 7.59 15.95 28.22 52.72 80.24 100.00 1.25 0.09 0.98 1.75
DC‑20‑2 9.80 1.50 3.67 8.79 15.71 23.85 40.37 68.05 100.00 0.84 0.19 0.98 2.16
DC‑20‑3 12.79 0.88 2.08 5.26 9.96 17.87 37.37 70.80 100.00 0.99 0.14 0.99 2.01
DC‑20‑4 17.86 2.24 4.49 10.34 17.84 31.53 56.07 83.96 100.00 0.81 0.13 0.98 2.19
SC‑20‑1 6.15 0.99 2.57 7.59 15.95 28.22 52.72 80.24 100.00 0.96 0.23 0.96 2.04
SC‑20‑2 9.12 0.83 1.94 5.27 10.97 20.42 45.56 79.36 100.00 1.02 0.20 0.98 1.98
SC‑20‑3 14.40 0.75 2.15 5.25 9.29 17.33 37.46 70.73 100.00 1.00 0.15 0.99 2.00
SC‑20‑4 17.37 1.25 2.61 6.32 11.78 19.37 38.71 74.77 100.00 0.99 0.13 0.92 2.01
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Table 4. Calculation results of the mass dimension of rock.

Sample No. Impact Speed
(m/s)

Cumulative Mass Percent of Each Particle Size Under the Sieve/% Fitting Results
Fractal Di‑
mension0.075 0.15 0.3 0.6 1.18 2.36 4.75 9.5 Fitting

Slope
Intercept
Distance

Decision Factor
(R2 Value)

DFR‑20‑1 9.70 0.00 0.03 0.07 0.14 0.23 0.41 0.61 100.00 1.52 −0.98 0.75 1.48
DFR‑20‑2 14.74 0.01 1.35 2.33 3.36 5.02 8.31 22.73 100.00 1.47 0.06 0.79 1.53
DFR‑20‑3 18.95 0.01 2.38 4.22 6.28 8.78 14.68 37.59 100.00 1.39 0.19 0.76 1.61
SFR‑20‑1 10.71 ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑
SFR‑20‑2 14.80 0.01 1.59 2.71 3.72 5.23 9.68 24.77 100.00 1.44 −1.53 0.78 1.56
SFR‑20‑3 18.13 0.01 2.61 4.69 6.76 9.97 16.18 36.63 100.00 1.38 −1.51 0.75 1.62
DFR‑10‑1 10.21 0.00 0.01 0.02 0.02 0.03 0.03 0.03 100.00 1.80 0.05 0.64 1.20
DFR‑10‑2 14.07 0.00 0.02 0.03 0.03 0.04 0.04 0.04 100.00 1.74 −0.49 0.62 1.26
DFR‑10‑3 17.21 0.01 1.95 3.30 4.75 6.47 10.46 19.87 100.00 1.37 −0.17 0.75 1.63
SFR‑10‑1 10.20 0.00 0.08 0.11 0.13 0.22 0.48 0.78 100.00 1.73 0.15 0.79 1.27
SFR‑10‑2 14.20 0.01 1.25 2.05 2.76 3.85 6.37 16.33 100.00 1.64 −0.41 0.79 1.36
SFR‑10‑3 17.80 0.01 2.23 3.76 5.24 7.58 13.31 33.56 100.00 1.40 0.17 0.77 1.60
DR‑0‑1 9.38 ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑
DR‑0‑2 14.02 0.01 1.36 2.16 2.97 4.07 6.31 19.06 100.00 1.71 −0.03 0.83 1.29
DR‑0‑3 17.30 0.01 2.38 4.06 5.92 8.38 15.24 30.00 100.00 1.46 0.15 0.78 1.54
SR‑0‑1 9.12 0.00 0.04 0.08 0.14 0.22 0.32 0.88 100.00 1.95 0.08 0.80 1.05
SR‑0‑2 14.02 0.01 1.20 1.99 2.78 3.63 6.21 18.15 100.00 1.46 0.20 0.78 1.54
SR‑0‑3 17.81 0.01 1.52 2.47 3.57 5.14 8.83 21.52 100.00 1.43 −0.80 0.78 1.57
DR‑10‑1 10.61 ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑
DR‑10‑2 13.80 0.00 0.23 0.39 0.58 0.82 1.33 3.41 100.00 1.68 0.16 0.80 1.32
DR‑10‑3 17.87 0.01 2.55 4.36 6.26 8.49 14.20 35.17 100.00 1.37 −0.70 0.76 1.63
SR‑10‑1 9.69 0.00 0.04 0.09 0.13 0.20 0.28 0.43 100.00 1.88 −0.02 0.76 1.12
SR‑10‑2 13.91 0.00 0.57 0.99 1.45 2.01 3.43 8.99 100.00 1.56 0.05 0.80 1.44
SR‑10‑3 10.30 0.01 1.87 3.24 4.72 6.65 11.43 26.42 100.00 1.41 0.77 1.59
DR‑20‑1 10.39 ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ ‑‑ −0.83 ‑‑ ‑‑
DR‑20‑2 15.80 0.00 0.32 0.59 0.88 1.38 2.50 9.73 100.00 1.42 −0.18 0.78 1.58
DR‑20‑3 17.96 0.01 1.65 3.07 4.68 6.97 12.68 28.54 100.00 1.37 0.11 0.76 1.63
SR‑20‑1 9.92 0.00 0.04 0.07 0.11 0.15 0.35 1.18 100.00 2.00 −0.67 0.83 1.00
SR‑20‑2 14.76 0.01 1.60 2.73 3.96 5.77 9.91 25.98 100.00 1.45 0.10 0.78 1.55
SR‑20‑3 18.32 0.01 2.59 4.60 6.89 9.81 17.59 41.69 100.00 1.38 0.23 0.76 1.62
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Notably, some of these values were discarded because most of the rock samples did
not undergo significant damage at an impact of 10 m/s and were not of screening signif‑
icance. Referring to Equation (7), a double logarithmic expression for the impacted sam‑
ples was established and regression analyses were performed. The results are shown in
Figure 14. Combining Tables 3 and 4 shows that there is a good logarithmic correlation
between the cumulative mass percentage of the sub‑screen particle size and the sample
sieve diameter. The correlation coefficient was very high, which indicated that the post‑
crushing lump size distribution of this coal and rock samples were self‑similar to a fractal
distribution. The fractal dimension fluctuates between 1.29 and 2.26.
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Figure 14a shows themass fractal dimension of coal at the same temperature (−20 ◦C)
and different saturation and velocity conditions. From the figure, the following can be
observed: (1) Under the same saturation conditions, with increasing impact velocity, the
slope of the fitted curve of the raw coal sample gradually decreases and the value of the
mass dimension gradually increases. This result indicates that with increasing velocity,
the degree of sample devastation increases and the degree of fragmentation rises. (2) At an
impact velocity of 6 m/s, the fitted slope of the dry state is lower than that of the saturated
state, which indicates that the mass dimension number in the saturated state is lower than
that in the dry state. The crushing volume is larger in the saturated state.

Figure 14b shows the mass fractal dimension of the rocks at the same temperature
(−10 ◦C) under different saturation and velocity conditions. Figure 14b exhibits a similar
pattern to Figure 14a, where both velocity and saturation have a similar effect on the coal
and rock samples. However, the slopes of the raw rock samples are higher than those of
the raw coal samples, indicating that at the inflection point of−10 ◦C, the rock is still more
brittle than the raw coal.

Figure 14c shows the mass fractal dimension of coal under the same saturation and
velocity (6 m/s) and different temperature conditions; from this, the slopes follow the fol‑
lowing trend: −20 ◦C > 0 ◦C > 10 ◦C > −10 ◦C > 20 ◦C. Comparison with the longitudinal
wave speed shows that the magnitude of the wave speed is inversely proportional to the
slope. The wave speed reflects the denseness of the material, and the slope is negatively
correlated with the mass dimension number; thus, the lower the wave speed, the smaller
the slope of the mass dimension regression curve and the larger the mass size number.

Figure 14d shows the mass fractal dimension of the rock for the same saturation and
velocity (18 m/s) and different temperature conditions. The pattern is similar to that of the
raw coal, and both show that the temperature can cause some changes in the samples. The
slopes follow this trend: 0 ◦C < 10 ◦C < 20 ◦C <−20 ◦C <−10 ◦C. The difference is that (1) At
the same saturation and temperature, the slope of the maximum velocity of the original
rock is higher than the slope of theminimumvelocity of the original coal. This result shows
that the degree of dynamic compressive resistance of the rock is evidently much higher
than that of the raw coal. The energy absorption of the rock is greater than that of raw coal.
The rock sample has stronger resistance to deformation. (2) At different temperatures, the
change in the original rock is not as sensitive as that of the original coal. The slope change
is minimal. This result shows that the rock is less affected by temperature than the original
coal. Under the influence of the temperature and velocity, the mass dimension of rock is
dominated by the influence of velocity.
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Overall, the slope of the fitted curves decreases with increasing impact velocity and
decreasing saturation. Raw coal and raw rock were also affected to varying degrees at dif‑
ferent temperatures. The two inflection points at −10 and 0 ◦C are the most pronounced.
The decrease in the slope of the fit and, correspondingly, the increase in the fractal di‑
mension indicate an increase in the degree of fragmentation of the coal or rock mass and
a smaller volume. By observing the collected sample fragmentation and quantifying the
fractal dimensionD, it can be concluded andmutually corroborated by thewaveform plots
in Figure 14 that coal bodies are more brittle and rocks are somewhat more plastic.

4. Discussion
To better analyse the effects of temperature and saturation on the dynamic mechanics

of coal and rock, the changes that occur within the coal and rock samples were analysed
through micro‑mechanisms.

4.1. Mechanism of Water Action on Cracking Microcosm
In the dry state, the cracks inside the coal or rock body are all in the form of air. When

the coal and rock samples reach thewater‑saturated state, the cracks and crevices of the coal
and rock samples are filled with free water. The cracks in the coal or rock body are mostly
open (type I) cracks. The presence of free water in coal and rock has a decelerating effect
on the high‑speed crack expansion [25]. Figure 15 shows the different mechanical analyses
of the internal cracks suffered by the coal and rock bodies under different velocities. There
are three main factors for the presence of water in the dynamic impact.

(1) σ1 is the curved‑moon‑face effect, which can be shown as a curve created by the
surface of a liquid close to the surface of the coal or rock and produced by surface tension.

During rapid loading, the free water in the crack does not easily reach the tip of the
crack due to the faster crack extension; additionally, the presence of surface forces on the
curved‑moon face of the freewater is equivalent to acting as a beneficial tensile force on the
crack face, whose presence hinders the crack extension. This effect has been extensively
studied in rock mechanics and plays an important role in the understanding of rock stress
and deformation in practical engineering and geological settings.

(2) σ2 is the Stefan effect, which is the presence of free water in the fractures of the
coal or rock body. A certain amount of viscous flow leads to hydrostatic pressure. When
a change in the volume of free water occurs, it causes a change in the hydrostatic pressure
of the water between the cracks, subsequently causing the flow of viscous fluid and the
creation of resistance to themovement of the cracks. Themanifestation of the Stenfan effect
depends on the rate of change in the water content, the rate of change in temperature, and
the physical properties of the material.

(3) σ3 is the Newtonian internal friction effect, the interaction caused by the parallel
relative motion of the water molecules when the internal particles of coal or rock undergo
displacement changes due to impact.
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4.2. Mechanism of Temperature Effect on the Crack Microcosm
The influence of temperature on coal and rock bodies is mainly in two aspects: (1) As

the temperature decreases, the volume of the coal or rock body gradually decreases, the
internal cracks shrink or close, and the internal matrix of the coal or rock shrinks; this
process leads to its densification. (2) At temperatures above 0 ◦C, the internal particles of
the coal or rock and the water combine with each other, thus promoting the agglomeration
of the coal or rock particles and increasing the overall bonding force of the coal or rock.
Below 0 ◦C, thewatermolecules inside the saturated coal or rock are converted from liquid
water to solid ice, the water–ice phase transition leads to micro‑cracks in the coal and rock,
and the primary cracks develop further; this is considered the freezing and expansion force.
Solid ice occupies the liquid space, which in turn increases its strength.
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The two are positively and negatively correlated but coexist to provide the strength of
the coal or rock body. The influence degree of the two on the coal or rock is also inconsistent
at different temperatures. They validate each other in the wave velocity curve in Figure 7.
Therefore, the freezing contraction that enhances the strength of the coal or rock body
should satisfy two conditions: a certain degree of saturation andhigh freezing temperature.
As long as the coal or rock body reaches a certain degree of saturation, the coal or rock body
below the freezing point will be frozenwith the reduction in the freezing temperature, and
the coal samples that have been frozen will be further frozen with a continuous reduction
in the temperature; this is called the “freezing and expansion of the saturated coal samples
critical temperature”. If the relationship between the two is balanced, the safety factor is
greatly improved when excavating.

5. Conclusions
In this study, coal and rock are taken as research objects; water, temperature, and

dynamic load are taken as variables; and multifractal technology is used to analyse the
failure trends of coal and rock. The following conclusions are drawn:

(1) The dynamicmechanical properties of coal and rock samples under the SHPB impact
process are affected by their own physical properties, temperature, saturation degree, and
impact velocity under joint action. When measuring the longitudinal wave velocity, the rock
samples (2.24–2.61 km/s) have lower wave velocities than the coal samples
(1.68–2.01 km/s). With decreasing temperature, both the coal and rock samples show a trend
of initially increasing and then decreasing, with an “N”‑shaped pattern. Comparing the sam‑
ples in the dry state and saturated state, the wave velocities of the coal and rock samples in
the saturated state are higher than those of the coal and rock samples in the dry state.

(2) The peak stress–temperature curve and stress–strain curve are plotted after noise
reduction of the stress curve. The higher density of the specimen at the same impact ve‑
locity correlates to a faster propagation of the stress wave. With the increase in impact ve‑
locity, the strain intensification gradually becomes evident. Under the influence of speed
and temperature, the influence factor of speed is greater.

(3) In the dynamic impact damage process of the coal and rock, the box dimension has
evident self‑similarity. The quantitative description of the cracks in the box dimension of
the coal and rock specimens shows an overall increase and local oscillation; additionally,
the dimension number of the dry samples is higher than that of the saturated condition
under the same impact velocity with a fast end time. In the same saturated condition, the
value of the box dimension increases with increasing impact velocity without shortening
the duration. Comparing coal and rock, the holding time of the whole rock is shorter than
that of the coal sample, and the final value of the box dimension number is smaller than
that of the original coal.

(4) After sieving the impacted coal and rock samples and calculating the mass dimen‑
sion number, a linear positive logarithmic correlation is observed between the cumulative
mass percentage of the sub‑screen grain size and the sample sieve diameter. The correla‑
tion coefficient is large and indicates that the post‑crushing mass distribution of the coal
and rock samples is self‑similar to a fractal distribution. The fractal dimension fluctuates
between 1.29 and 2.26. The slope of the fitted curve decreases with increasing impact veloc‑
ity and decreasing saturation. Raw coal and raw rock are also affected to different degrees
by different temperatures.

(5) Through microscopic analyses, it can be concluded that when the inside of the
coal or rock is filled with a large number of water molecules, the decrease in temperature
will cause the internal coal or rock matrix to contract, thus increasing its densification, and
when the water freezes into ice, due to its ice uplift force, it results in expansion and defor‑
mation of the inside of the coal or rock. The two influence each other and the dominant
factors are different at different temperatures.

It should be noted that this paper has initially explored the damage characteristics of
coal and rock bodies with temperature, water, and dynamic loading and its influencing
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factors using SHPB; however, further exploration, such as triaxial impact experiments un‑
der variable temperatures, freeze–thaw cyclic impact experiments, the main influencing
factors subjected to the freezing method when drilling wells and tunnelling, etc., still need
to be studied more deeply.
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