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Abstract: The spread of fake news on social media continues to be one of the main challenges facing
internet users, prohibiting them from discerning authentic from fabricated pieces of information.
Hence, identifying the veracity of the content in social posts becomes an important challenge, espe-
cially with more people continuing to use social media as their main channel for news consumption.
Although a number of machine learning models were proposed in the literature to tackle this chal-
lenge, the majority rely on the textual content of the post to identify its veracity, which poses a
limitation to the performance of such models, especially on platforms where the content of the users’
post is limited (e.g., Twitter, where each post is limited to 140 characters). In this paper, we propose a
deep-learning approach for tackling the fake news detection problem that incorporates the content of
both the social post and the associated news article as well as the context of the social post, coined
TChecker. Throughout the experiments, we use the benchmark dataset FakeNewsNet to illustrate
that our proposed model (TChecker) is able to achieve higher performance across all metrics against
a number of baseline models that utilize the social content only as well as models combining both
social and news content.

Keywords: fake news; BERT; BERTweet; BiLSTM; social media

1. Introduction

In the era of Web 2.0, our interactions as well as our perceptions of information
are changing. The ways of communication have evolved in recent decades in very fast
and ground-breaking ways that are pushing some of the traditional ways for acquiring
information into obsoletion. One of the most observable changes is the media, where in
the near past television, radio, and newspapers were the primary credible sources of news
and information for everyone. Reporters used to race to the locations of events to get the
first scope. Live TV coverage of important events could get millions of people watching
their TVs at the same time. Headlines in newspapers could change stock market values.
Nowadays, it is very rare to find someone reading a newspaper, or watching news on TV;
instead, social media is becoming the most prominent source for obtaining information
about a news event.

Extracting information from social media has become a very rich area of research, as it
has became one of the fastest growing sources of data about almost everything. As Web
2.0 and social media enabled internet users to contribute through their use, this allowed
anyone to post and share data about anything, which in turn created a huge repository
of data for everyone to access. However, with the power given to everyone to post and
share anything on social media comes great responsibility for the content being posted or
shared. Unfortunately, social media users do not usually tend to validate or fact-check their
posts before sharing them, as they tend to believe what is shared many times within their
circle of friends on social media. This phenomenon has been studied in the literature and is
known as the validity effect [1], where people tend to have more belief in what is shared
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through their close circles as this emphasizes their feeling of validation. In addition, users
will tend to share more posts that are aligned with their ideas and previous knowledge,
regardless of the truthfulness of these ideas, which is known as confirmation bias [2]. These
combined phenomena gives individuals a false sense of credibility about any piece of news
that is shared in their circle of acquaintance, and thus share it themselves to other circles,
etc., thus leading to less credibility of the news sources themselves, which most often rely
on social media as well to gather information [3].

A study presented in [4] on Twitter in the period between 2006 and 2017 showed that
fake information spreads faster and wider than true information. They found that fake
news is 70% more likely to be retweeted, therefore reaching people much faster. The effect
of spreading fake news across different social media platform can be disastrous in many
aspects of life. It can bias political campaigns and decisions, like what happened in the
“Brexit” referendum [5], 2016 US elections, [6] and the recent 2020 US elections as well. One
rumor can cause the stock market to lose millions of dollars. For example, a rumor about
former US president Barack Obama being injured in an explosion cost the stock market
millions of dollars [7]. With the emerge of the COVID-19 pandemic, lots of rumors spread
over the social network about home remedies, off the shelf chemicals, and deadly side
effects of new vaccines, which actually put lives at risk in believing those rumors [8].

In light of the problem presented, researchers have worked on the problem of detecting
fake news on social media extensively over the past decade, especially with the advances in
text classification techniques using deep learning and different natural language processing.
The most prevalent approaches have focused on using the text of the social post to assess
its veracity. In [9], a tree-structured recursive neural network was proposed to tackle the
problem. A more complex approach based on CNN and RNN models was also presented
in [10] for the identification of fake news on Twitter. In addition to traditional supervised
learning approaches, unsupervised models were also used to attempt to approach the
same problem [11]. A comprehensive survey for comparing the different machine learning
approaches for tackling fake news detection was presented recently in [12].

With the emerge of the COVID-19 pandemic and the growing realization of the severe
physical impact that misinformation on social media posed, creating health hazards and
impeding the efforts to decrease the pandemic’s harm, more research has been focused on
finding more efficient solutions to the problem. A deep learning model based on BERT [13]
was presented in [14] that was trained on tweets about COVID-19. Another approach that
a incorporated sentiment analysis of tweets used to identify fake news about the pandemic
was presented in [15].

The main limitation of all of the above models is the nature of the social media posts,
which usually are short sentences, with some limitations on the total number of characters
in some cases (e.g., Twitter). These short snippets of text do not usually contain enough
information to tell if this news is real or not. Users can then easily be misled by these short,
non-contextualized texts, thus believing and sharing them without proper validation if the
post is fake or not. On the other hand, a news article holds more information than the title
or the tweet posted about the news. However, users rarely search or read the full article
searching for facts.

In this paper, we present a novel approach to tackle the problem of detecting fake
news/posts on social media, coined as TChecker. The main hypothesis behind our pro-
posed approach is that we can achieve higher performance in detecting fake news by
incorporating the context of the social post as well as the content of the associated news
article, thus enriching the model with more relevant signals for detecting the veracity of
the post. Throughout the remainder of the paper, we will rely on Twitter as one of the most
prevalent social platforms for sharing information. Our proposed approach, TChecker, uses
BERTweet [16] for tweet representation and BERT for article representation, followed by a
contextual layer of BiLSTM.

Our main research questions are as follows:
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• RQ1: How would the introduction of contextual information enhance the veracity
detection of social posts?

• RQ2: How would the incorporation of news articles alongside the post content enhance
the veracity detection of social posts?

The paper is organized as follows. First, we present related work in the area of fake
news detection focusing on social media, and then we explain our research methodology
and the rationale behind our proposed model. Next, we present the experimental results
of our proposed model on benchmark datasets and compare its performance with state-
of-the-art models in fake news detection, and finally we conclude our work and present
future directions.

2. Related Work

Detecting fake news is a problem tackled through different approaches that can be
categorized mainly into a content-based approach and a social-based approach. In the
content-based approach, the textual features are the main features, whereas in the social-
based approach other features, including users’ engagements, users’ profile features, and
network propagation features, are considered [17]. In this section, we are surveying the
content-based approach and the social-based approach, focusing on the detection from
social media.

2.1. Content-Based Approach

The most adopted approach in the task of identifying fake news is the content-based
approach. In this approach, the textual features of the news are used in different models to
identify the veracity of the news. This approach has been widely applied in detecting fake
news from news posts and social posts.

Fake News Detection from News Articles

Verifying the truthfulness of news is a crucial step in the domain of publishing news,
and checking the credibility of the source of information is an undeniable step in the
publishing process. In the media domain, where journalists and others work in this domain,
the verification of the news and its sources is their job. Journalists usually check the
information against credible sources and verify this information is true before publishing it,
that is, manual fact-checking.

With the increase in the volume of data roaming the internet every second, automatic
techniques stepped in to help in the fact-checking process. natural language processing
and Information Retrieval techniques are applied to automatically identify fake news. A
binary translating embedding (B-TransE) model was introduced in [18] to detect fake news
based on a knowledge base graph; they evaluated their model by applying it to check the
news in the dataset “Getting real about fake news” provided by Kaggle. CompareNet [19]
is an end-to-end graph neural model that compares fake news against a knowledge base
using entities.

The style-based approach relies on the content of the news post to detect its truth-
fulness based on the style of writing in the post. The style of writing would reveal the
user’s intention to post false or true information. The style of the writing is represented as
features to be fed to the model for detecting the truthfulness of the post. This approach was
used by [20–22] in deception detection, where deception is defined as the bad intention of
authors to post intentionally false information. Those features were used in detecting fake
news from news articles in [23,24].

Different machine learning algorithms have been applied to detect fake news from
news posts through applying classification models on the textual content of the news.
An analysis of different classifiers’ performance on the LIAR dataset is presented in [25];
a comparison between the performance of Naïve Bayes, SVM, Random Forest, Logistic
regression, and stochastic gradient classifier is presented, showing that the classifiers
obtained near results except for the stochastic gradient classifier, which performed worse
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than the others. Another comparison between the Naïve Bayes, Random Forest, passive
aggressive, and LSTM models is presented in [26]; they applied the three models on a
dataset consisting of 11,000 English articles labeled as fake or real. They showed that
the passive aggressive classifier with TF-IDF representation could achieve the highest
accuracy and F1 score, while the LSTM model could achieve almost the same accuracy, but
it obtained a higher precision compared to that achieved by the passive aggressive classifier.

A classification model based on BiLSTM and self-attention layers is presented in [27]
and applied on a dataset provided from Kaggle that consists of news articles labeled as fake
or not. The articles are represented using GloVe [28] embeddings, then fed to the BiLSTM
layer, followed by the self-attention layer, and then finally the classification layer. They
compared their model to other models using different text representations, such as TF-IDF
and BOW, and different neural networks, such as GRU, LSTM, and CNN.

Upon the introduction of BERT in 2019 as a pre-trained language model using deep
bidirectional transformers, a major change in performance in NLP tasks occurred. BERT
differs from other deep learning embeddings like word embedding and sentence/document
embeddings, in that it takes into consideration the context of the word from the two
directions of the sentence. This results in better representation of the words, capturing the
contextual features of the text. Applying BERT in the task of detecting fake news has been
introduced in many studies; in this section, we are going to present the significant results
achieved by BERT-based models.

An evaluation of different language models, including BERT, RoBERTa [29], and
DistilBERT [30], is presented in [31]; the authors also compared different architectures
of neural network models, including a simple fully connected network, a CNN, and a
combined CNN and RNN. They applied the models on different datasets of long and
short text including Twitter datasets. Their study showed that simple neural network
models can perform better than sophisticated models, and amongst the language models,
RoBERTa performed slightly better on most of the datasets. However, all language models’
performances were close to each other. Following the content-based approached, a BERT
model is used followed by LSTM and fully connected layers, which is presented in [32];
they showed that vanilla BERT models could perform better than other content-based
models. Moreover, adding the LSTM layer improved the performance of the model news
titles of the Politifact dataset from those of the FakeNewsNet dataset [33]. Korean fake
news was detected by [34] using a BERT-based model trained on the Korean language and
BiLSTM for classification. A combination of three parallel blocks of 1D convolutional neural
networks and a BERT model applied on news articles from a dataset collected during the
2016 US elections, provided by Kaggle, is presented in [35]. The model showed better
performance than models using GloVe representations and other model architectures based
on LSTM and CNN individually.

2.2. Fake News Detection from Social Media

Detecting fake news from social media is increasing these days. Different approaches
are applied to detect fake news from social media posts in order to mitigate the harm caused
by their spread. Early in 2016, a dataset was collected from Twitter by [36] at the time of
five major events reported by journalists. A model of a convolutional neural network and
LSTM was applied to this dataset and the results are presented in [10]. The LSTM model
could achieve better results in terms of accuracy and F1 score than the CNN alone and the
LSTM and CNN combined.

With the emergence of the COVID-19 pandemic, all researchers from different disci-
plines tried to find a way to reduce the effect of the pandemic worldwide. One way was
to detect false information roaming social media. A dataset was collected and annotated
from Twitter by [37] discussing different topics about the COVID-19 virus. They used Bag
of Words (BOW) and n-grams to represent the text of tweets. They applied an ensemble
of Naïve Bayes (NB), K Nearest Neighbor (KNN), Random Forest, function-sequential
minimal optimization (SMO), and voted perceptron (VP). They found that the highest F1
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score was achieved by the vote ensemble classifier. Different machine learning models
which were applied to classify a set of collected tweets about COVID-19 are presented
in [15]. The results showed that Random Forest could outperform other models like SVM,
linear regression, and LSTM.

Different BERT-based models were used to detect misinformation from tweets specially
regarding COVID-19. COVID-Twitter-BERT is introduced in [38]; it is a model of BERT
pre-trained on a large corpus of tweets about COVID-19. The model is very topic-specific
and can be useful in various NLP tasks related to representing tweets about COVID-19,
such as detecting sentiments of tweets in [14]. Another COVID-19 dataset was collected
from Twitter, and ensemble machine learning was applied in [39].

BERTweet followed by an output classification layer was used in [40] to detect misin-
formation from tweets. The model outperformed other text representation models such
as GLoVe. BERTWeet was compared with BERT cased and uncased pretrained models for
detecting fake tweets about COVID-19 in [41]. BERTweet showed the best performance
among different BERT models. For Arabic tweets, Ref. [42] presented a deep learning
model based on ARaBERT, which is a BERT model trained on Modern Standard Arabic,
to represent the tweets. The model uses the tweets’ text and user features to detect the
veracity of the tweets. BiLSTM and CNN networks were used for classification, where they
showed close performance.

2.3. Social-Based Approach

In an attempt to understand more fake news through users’ comments, an explainable
fake news detection is presented in [17]. They use a model that relies on identifying
comments that are explaining the core parts of the news article and how they are fake or
not. The model is based on a co-attention network between the news articles and their
users’ comments. They also applied a ranking method to pick the comments with the most
explanation. They compared their work on PolitiFact and GossipCop datasets to other
content-based models using news articles only, and models that consider users’ comments.
They showed their model could achieve better results than the models in comparison.

Capturing features from comments and using them along with a two-level convolu-
tional neural network learning representation from news content is presented in [43] as
TCNN-URG. They use a conditional variational autoencoder for user comment generation
to assist the news content classifier when user comments do not exist.

Integrating the features of the text of the news article, users’ comment on it, and the
source of the news is presented in [44] as a CSI model. Their model consists of three parts:
the first one uses LSTM to capture the temporal representation of the article, the second
part represents the user features, and the third part concatenates the results of the earlier
parts into a classification model. Their experiments were performed on Twitter and Weibo
datasets [45] and showed better results over content-based models.

TriFN is a tri-relationship embedding framework proposed by [46] that represents
publisher–news relations and user–news interactions as embeddings and uses them to-
gether to detect fake news. They applied their model on PolitiFact and BuzzFeed datasets.

Incorporating the article’s textual content, along with its creator and the subject of the
news article, into a model presented as a deep diffusive network model is proposed in [47].
The latent features are extracted from the articles’ text, their creators, and the subjects. The
model uses a gated diffusive unit that accepts multiple inputs from different sources at the
same time.

3. Methodology

In light of the reviewed literature, different approaches were presented to tackle the
problem of detecting fake news from social media. The content-based approach relies
mainly on the textual content of the tweets. However, due to the nature of Twitter, tweets
usually are catchy posts without much detail. This nature makes it easier for users to go
through lots of news and easily share it in no time. The spreading of misinformation mostly
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comes from social media, as usually users do not fact-check posts before they share them.
Trying to mimic what a fact-checker user would do, we retrieved the full news articles of
the posted tweets, where more context can be useful in detecting the veracity of the tweet.

We started with a baseline model that follows the state of the art in content-based
detection of fake tweets. The baseline starts with pre-processing the tweets by removing
URLs and converting emojis into text, then uses BERTweet for content embedding, and then
feeds the embedded vector into a deep neural network which consists of a fully connected
layer and an output layer.

To answer the first research question, we investigated how adding BiLSTM to extract
features from the BERTweet embeddings can enhance the results of veracity detection
of tweets.

To answer the second research question, we enriched the tweets with their related news
articles. Due to the completely different nature of the tweets’ writing styles and limitations,
and those of the professional news articles, our proposed model, TChecker, takes the tweets
and their related news articles as separate inputs to two parallel networks. Each network
consists of the embeddings and feature extraction phases. The model concatenates the
embedded feature vector’s results from the BiLSTM layers before passing them to the DNN
part of the model. In the following subsections, we will illustrate the architecture of the
described models.

3.1. Baseline Model

Fake news detection models have heavily relied on different techniques of represent-
ing news’ textual content to detect its veracity, the most prominent of which is using a
text embedding model (e.g., Google’s BERT) to obtain a representative feature vector of
the content.

With respect to detecting from social media, BERT has been used along with its
variations, like RoBERTa, in [14,38,41,48]. BERTweet is a fine-tuned BERT-based model
trained on English tweets. It showed enhancement in tweet classification tasks compared
to other BERT models. It was used recently to detect fake news from Twitter, as shown
in [40] and in an ensemble model in [49].

For our baseline, we followed the state of the art by using the tweet’s text to create an
embedding through BERTweet, followed by a fully connected layer reaching the output
layer. The model architecture is shown in Figure 1.

Figure 1. Baseline model architecture.



Appl. Sci. 2023, 13, 13070 7 of 14

3.2. BERTweet BiLSTM Model

Rai et al. [32] recently showed that feeding the BERT embeddings to a deep neural
network model composed of an LSTM and a number of fully connected layers showed
better results than using BERT only on FakeNewsNet news titles. Following that approach,
we added a BiLSTM layer after the BERTweet layer for better extraction of the features from
the BERTweet embedded vectors. The architecture of the model is shown in Figure 2.

Figure 2. BERTweet–BiLSTM model architecture.

3.3. TChecker Model

We believe the full text of a news article will provide more signals for the machine
learning model to be able to differentiate fake from authentic tweets. To explore the benefit
of incorporating news articles in identifying fake tweets, we propose TChecker, a model
that relies on two parallel BERT-based neural networks.

The model aims to capture the inherent differences in language, vocabulary, writing
style, and limitations between news articles and users’ tweets. Therefore, it generates
separate feature embeddings for news articles and tweets through passing each input
to a separate BERT/BERTweet model followed by a BiLSTM layer, then concatenating
the two feature vectors and passing the concatenated vector to the fully connected layer.
Separating the embeddings of the tweets from the actual news article helps preserve the
unique characteristics of each, and concatenating both vectors as inputs to the neural
network helps balance the importance of each source, without having intrinsic weighting
based on the volume of the articles/tweets. The proposed model architecture is shown in
Figure 3.
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Figure 3. TChecker model architecture.

4. Experiments

In this section, we illustrate and compare the results of the baseline model and the
proposed model on the described datasets. All experiments were conducted using PyTorch
on Google Colab on an A100 GPU machine with 40 GB RAM. The code for the experi-
ments can be found on github (https://github.com/nadaaym/TChecker.git, accessed on
10 November 2023).

Grid Search was used to find the best hyper-parameters including the number of
epochs and the learning rate. The performance of the model showed stabilization after
the second epoch. The exponential learning rate function was used such that the learning
rate decreased every epoch, starting from 0.0001 till 0.0000006 with a factor of decay,
gamma = 0.9. Ten cross-fold validation was used to train and evaluate the model. The data
was split into 80% training and 20% testing. Table 1 shows the model’s training parameters.

Table 1. Model training parameters.

Loss Function Binary Cross Entropy
Optimizer Adam
# Epochs 2

Batch Size 16
Learning Rate 0.0000006

4.1. Dataset

For our experiments, we used the FakeNewsNet datasets [33] that consists of two
real life datasets, PolitiFact and GossipCop. The datasets were collected from fact-check
websites and were manually revised and filtered. The related tweets to the news articles
were collected using the Twitter API, along with their retweets, and user information. The
FakeNewsNet dataset is considered a very rich dataset in terms of textual, social context,
user information, network, and spatiotemporal information.

FakeNewsNet (PolitiFact)
There were 1056 news posts, which consist of titles, news content, and related tweets,

with the amount of fake and real news. After investigating the dataset, we removed all
entries that had missing news content and/or related tweets, which resulted in 666 entries.

https://github.com/nadaaym/TChecker.git
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FakeNewsNet (GossipCop)
There were 22,140 news posts, which consist of titles, news content, and related tweets,

with the amount of fake and real news. After investigating the dataset, we removed all en-
tries that had missing news content and/or related tweets, which resulted in 18,796 entries.

Since we are interested in detecting fake news from social media, we used the tweet-
level dataset, where each entry is the tweet, the news article related to the tweet, and the
label of the tweet as fake or real. There was a significant imbalance in the data between the
number of fake and real tweets; thus, we balanced the datasets as shown in Table 2.

Table 2. Dataset statistics.

Train Test

Real Fake Total Real Fake Total

PoliFact 60,664 60,664 121,328 11,370 11,370 22,740
GossipCop 248,286 248,286 496,572 81,056 81,056 162,112

4.2. Baseline Model

For the baseline model experiments, the tweets were preprocessed by removing urls
and converting emojis into text, then represented as a vector using the BERTweet uncased
model, resulting in 128 length vectors. This was followed by a fully connected layer of
768 neurons, then an output layer using the sigmoid function for classification. The results
of the baseline model are shown in Table 3.

Table 3. Baseline results.

Data Accuracy Recall Precision F1-Score

Politifact 0.82 0.81 0.83 0.82
GossipCop 0.84 0.83 0.85 0.84

4.3. Effect of BiLSTM

In this experiment, we investigated the effect of adding BiLSTM to the model for better
representation of the features from the embedded vectors. For this, a bidirectional LSTM
layer of 768 units was added to the model to take the BERTweet embedded vector and
output a feature vector of length 1536, which was fed to the fully connected layer of size
1536 reaching the output layer for classification. The results are shown in Table 4.

The results show how adding the bidirectional LSTM enhanced the performance of
the model in detecting the veracity of tweets in both datasets.

Table 4. BERTweet–BiLSTM model results.

Model Accuracy Recall Precision F1-Score

Politifact Dataset

Baseline 0.82 0.81 0.83 0.82
BERTweet–BiLSTM 0.85 0.85 0.85 0.85

GossipCop Dataset

Baseline 0.84 0.83 0.85 0.84
BERTweet–BiLSTM 0.88 0.89 0.88 0.88

4.4. TChecker Model

For the proposed model, the news articles are embedded using a separate BERT-
BiLSTM network with the same parameters. The feature vectors from the two networks are
concatenated and fed to the rest of the network. Table 5 shows the results we were able to
obtain for the baseline and the proposed model.
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The results show that TChecker performed better than the baseline and the BERTweet–
BiLSTM models. This emphasizes the role of incorporating the news article in detecting the
veracity of tweets. The nature of news articles is different from the nature of tweets as they
contain more information and linguistic features, which adds additional information that
enhances the task of fake news detection from social media.

Table 5. TChecker model results.

Model Accuracy Recall Precision F1-Score

Politifact Dataset

Baseline 0.82 0.81 0.83 0.82
BERTweet–BiLSTM 0.85 0.85 0.85 0.85

TChecker 0.93 0.93 0.93 0.93
GossipCop Dataset

Baseline 0.84 0.83 0.85 0.84
BERTweet–BiLSTM 0.88 0.89 0.88 0.88

TChecker 0.91 0.91 0.91 0.91

In order to further validate our proposed model, we compared its performance to
other content-based models as well other models in the literature that used both tweets
and news articles, including the following:

• Text-CNN [50]: Text-CNN utilizes convolutional neural networks to model news
articles, which can capture different granularities of text features with multiple convo-
lution filters.

• TCNN-URG [43]: TCNN-URG consists of two major components: a two-level convo-
lutional neural network to learn representations from news articles, and a conditional
variational auto-encoder to capture features from user comments.

• CSI [44]: CSI is a hybrid deep learning model that utilizes information from the text, re-
sponse, and source. The news representation is modeled via an LSTM neural network
with the Doc2Vec embedding on the news articles and user comments as input.

• dEFEND [17]: This is a model uses the news articles and rank the user posts to select
posts that explain whey the post is real or fake.

We ran our experiments using the same two datasets for all the referenced models
using their default parameters, and the results are summarized in Table 6. The results
we obtained shows that TChecker outperforms all the other more complex models in the
literature across all the evaluation criteria.

Table 6. TChecker performance compared to other models.

Input Model Accuracy Recall Precision F1-Score

Politifact Dataset
Articles Text-CNN 0.653 0.863 0.678 0.76

Articles + Tweets TCNN-URG 0.712 0.712 0.723 0.722
Articles + Tweets CSI 0.807 0.813 0.821 0.817
Articles + Tweets dEFEND 0.90 0.90 0.90 0.90
Articles + Tweets TChecker 0.93 0.93 0.93 0.93

GossipCop Dataset
Articles Text-CNN 0.739 0.477 0.707 0.569

Articles + Tweets TCNN-URG 0.736 0.521 0.715 0.603
Articles + Tweets CSI 0.762 0.658 0.722 0.688
Articles + Tweets dEFEND 0.808 0.808 0.808 0.808
Aritlces + Tweets TChecker 0.91 0.91 0.91 0.91
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5. Discussion

In the previous sections, we demonstrated the importance of incorporating contextual
information well as complementing the social post’s data with data from the associated
news article in the detection of fake news/fact-checking social posts. Our initial hypothesis
was that fake news identification should be looked at within the context of the tweets;
thus, incorporating the contextual information in a traditional model like BERTweet should
improve the performance. By incorporating a bi-directional LSTM model in addition
to the use of BERTweet, we have shown that we were able to improve the performance
of BERTweet on the benchmark FakeNewsNet dataset, thus validating our hypothesis.
Additionally, given the nature and the limitations of the social posts (e.g., Twitter limiting
tweet lengths to 140 characters), our second hypothesis is that we should be able to leverage
the content of the news post itself to enhance the performance of our approach. This allows
us to use the best of both worlds, rather than relying only on the news content, which in
isolation might not be very indicative of whether the news is real or fake, or only on the
social posts, which provide more signals but with limited content to analyze. Hence, we
combined both sources along with the contextual signal in our proposed model, TChecker,
and demonstrated that we could achieve a higher performance than the baseline models
that use each source independently, as well as the models that just concatenate the inputs,
through independent modeling of each source and combining the representative feature
vectors (that capture the nuances of each source) for the final stage in our model. We believe
one of the major contributions of our proposed approach is showing that we can build a
generalized model that is able to capture the relevant signals independently from each
source, and then combine the captured signals for teaching a joint model that is able to
utilize these signals to come up with a final conclusion. The same approach, we believe,
can be extended to incorporate even more sources if available, building the right pathway
for extracting their relevant signals and enriching the results even further.

6. Conclusions

In this paper, we proposed TChecker, a deep learning model that enriches tweets’
textual content with news articles for better detection of fake news on social media. We
illustrated how incorporating the content of the news article related to a tweet can signifi-
cantly help in the process of identifying its veracity. We also showed that the underlying
differences in the nature of both sources necessitate a machine learning model that is able
to address the dimensions and the nature of each source separately, as opposed to merely
combining the text from both sources. Our experiments show that our proposed model is
capable of modeling each data source in its correct dimensionality, balancing the importance
of both the social post and the actual news content, thus achieving higher precision and
recall in detecting fake tweets compared to a number of state-of-the-art models from the
literature on both the PolitiFact and GossipCop datasets, which are part of the benchmark
FakeNewsNet dataset.

The results obtained through the proposed model are promising and, more importantly,
open the road for more ways to incorporate the wealth of information on social media,
such as users’ engagement, influence, demographics, and network propagation features, to
develop more versatile and accurate models for assessing the veracity of posts on social
media, which paves the road for more accurate and comprehensive automatic fact-checking
tools to help users assess the quality of information they are exposed to on these platforms.
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