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Abstract: Aircraft information service systems, such as airborne information systems, airborne inte-
grated maintenance management systems, and cabin management systems, have greatly improved
the ease of use and maintenance of civil aircraft. The current computing platforms used for accommo-
dating these systems are unable to satisfy the multifaceted requirements of future information-based
aircraft, such as energy conservation, emission reduction, high-performance computing, and informa-
tion security protection, due to their high computing capacity, weight, and power consumption. Based
on multi-core multi-threaded processors, a security hardware unit with microkernel virtualization
technology and a virtualization airborne trusted general computing service architecture is proposed,
and key technologies, including a high-performance processing and high-security hardware unit,
virtualization management software unit, and virtualization security protection architecture were
designed. By building a verification environment, the proposed platform was verified in terms of
its application accommodation function, platform performance, and network security protection,
for comparison with the existing platforms. The results showed that our method can fulfill the
requirements of these technical indicators and is applicable, not only to new-generation civil aircraft,
but also to unmanned aerial vehicles (UAVs) and emergency rescue aircraft with high-performance
safety-critical computing needs.

Keywords: airborne general computing service (AGC); microkernel virtualization; virtualization
security protection (VSP); trusted computing

1. Introduction

With the evolution of the concept of information-based civil aircraft and the devel-
opment of integrated avionics technology, information service systems with a safety level
of D/E have been deployed in large civil aircraft [1,2], such as airborne information sys-
tems, airborne integrated maintenance management systems, and cabin management
systems. Moreover, an airborne general computing service platform (AGCSP) offering a
host environment for the above systems has been deployed, which consists in airborne
general computing service modules (AGCSMs) [3]. As a line replaceable module (LRM),
the AGCSM adopts a 32 bit single-threaded multi-core processor with an embedded Linux
operating system, which does not support virtualized partitioning and disallows isolation
among computing, storage, and network communication resources for applications. The
existing first-generation AGCSP achieves security and isolation of the multiple airborne
system applications by adding physical devices, where multiple AGCSMs are integrated in
one platform, resulting in an excessively high platform weight and power consumption.
In the future, the new generation of information-based civil aircraft need to meet green
aviation goals, further lowering energy consumption, reducing carbon emissions, and
cutting the weight and power consumption of the AGCSP. As the application scenarios
increase, the information interactions among airborne information, airborne maintenance,
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cabin management, and airline operation service systems of the new-generation civil air-
craft are becoming increasingly complex. Hence, stronger computing storage and network
communication capabilities are required for AGCSP. According to the RTCA DO-326A
specification [4] and RTCA Do-356A specification [5], new-generation civil aircraft should
meet the requirements of information security airworthiness, which, as an AGCSP respon-
sible for the coordination of air-ground business systems, need to have a network security
protection capability. Unable to meet the demands of the new-generation civil aircraft, the
existing AGCSP faces new challenges.

Owing to its high performance and low power consumption, the multi-core computing
architecture has become the mainstream architecture of processors such as the PowerPC,
X86, and ARM [6-8]. Virtualization technology can provide multiple applications with an
execution environment featuring environmental isolation, scalable resource utilization, con-
trollable operation [9,10], and platform portability on a single physical hardware platform.
It hosts multiple guest operating systems and applications, to more effectively organize and
utilize multi-core computing resources [11,12]. Multi-core processor-based virtualization
has been gradually applied in safety critical systems [13-15]. As the data and service
node in an aircraft network, the application of virtualization technology and a multi-core
multi-threaded processor enables simultaneous operation of multiple virtual machines
(VMs), operating systems, and applications using a single AGCSM. Embedded applications
need to run in a trusted computing environment [16]. Trusted computing can achieve
active immunity against attacks [17]. Based on the hardware security mechanism in the
chip, it can actively detect and resist attacks, and provide data integrity and confidentiality
assurance [18]. In the scenarios of the Internet of Things and edge cloud computing, trusted
computing can provide an infrastructure for implementing a zero-trust architecture.

In reference [19], the authors focus on computing and network virtualization tech-
niques for edge computing and delineate the primary factors for the selection of virtualiza-
tion types in IoT frameworks. Virtualization techniques can provide temporal isolation,
spatial isolation, and fault isolation. In reference [20], the authors compare dozens of major
virtualization solutions for mixed-criticality systems from four categories: separation kernel
and microkernel, general purpose, ARM TrustZone assisted, and lightweight virtualization.
In the cloud and edge computing environments, the main threats include network traffic
attacks, malware attacks, virtual network attacks, and DOS and DDOS attacks. Virtual
machines mainly adopt virtual machine intrusion, hypervisor intrusion, and hybrid and
other protection methods [21]. In [22], the authors present a detailed survey of the topics
and challenges pertaining to security in hardware-assisted virtualization. They research
risk modeling and threat evaluation and discuss the possible countermeasures and open
challenges that remain in virtualization technologies. In [23], the authors analyze the
different vulnerabilities that may affect the components of different virtualization models
and identify related attacks. They propose several counter-measures and recommenda-
tions for hypervisor and virtual machine design. Reference [24] presents an approach for
the experimental assessment of isolation properties against timing covert channels in the
context of VxWorks MILS. In addition, the article presents an experimental evaluation, to
show that timing covert channels are indeed feasible. Reference [25] proposes the S2H
scheme, implements an efficient shared memory access, and proposes a “batch-grained”
scheduling strategy, to ensure network performance in multi-tenant scenarios. However,
the S2H scheme requires a lot of computing resources. Reference [26] proposed a zero-
trust distributed engine control (ZT-DEC) strategy and architecture, which can mitigate
against the risks of cyber-attacks and intrusions in safety critical systems. However, the
ZTDEC architecture has limited performance and application scenarios. Reference [27]
defined a safety and security co-engineering methodology for a systematic safety-security
analysis of mixed-criticality systems running on heterogeneous high-performance embed-
ded computing devices. However, the implementation of this methodology is complex
and depends on the software stack. In [28], the authors used a concrete implementation
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to evaluate a multicore mixed-criticality system solution and compared it to a standard
time-and-space-partitioning solution.

Hence, in response to the demand of new-generation information-based civil aircraft
for airborne general computing services, a new platform with lower energy conservation,
higher performance, and more secure protection is required. The major contributions of
this paper are listed as follows:

(1) Establishing a virtualization airborne trusted general computing service architecture
based on virtualization and trusted computing technologies.

(2) Designing key components, including embedded trusted multi-core computing hard-
ware, embedded virtualization management software, virtualized trusted computing
middleware, and embedded virtualized security access components.

The paper is structured as follows. Section 2 proposes the architecture of a virtu-
alization airborne trusted general computing service platform. Section 3 describes the
implementation methods for the key technologies. Section 4 presents the experimental
results and a comparison to the AGCSP. Section 5 concludes the paper.

2. Architecture of the Virtualization Airborne Trusted General Computing Service Platform

To meet the application requirements of new-generation civil aircraft, the airborne
general computing service should fulfill the following major technical indicators:

(1) High-performance computing capability and mass storage capacity.

(2) Provide an ARINC664P7 interface and gigabit Ethernet interface.

(3) Provide a secure and trusted computing environment with network traffic access
control, attack detection, and defense capabilities.

(4) Support isolated resident operation environments for applications with different
security levels.

(5) Over a one-fold improvement in computing performance compared to existing devices
with an identical weight and power consumption.

Thus, clearly, the technical indicators of airborne general computing services, not
only require an improvement in computing power, but should also meet isolation and
security protection requirements. To this end, a high-performance multi-core processor is
utilized to improve computing power, virtualization technology is employed to achieve iso-
lation requirement, and trusted computing and virtualized security gateway technologies
are adopted to meet security protection requirements, thereby designing a virtualization
airborne trusted general computing service module (VATGCSM), as shown in Figure 1.

The VATGCSM architecture mainly encompasses a hardware facility layer, virtual-
ization management layer, and VM operation layer. The hardware facility layer consists
of a high-performance processing hardware unit and a high-security hardware unit. The
virtualization management layer comprises a microkernel VM management unit and a
virtualization layer security middleware unit. The VM operation layer can execute multiple
VMs, including the virtualized security gateway VM and application hosting VM, of which
the latter consists of an application unit, a guest operating system kernel unit, and a VM
security middleware unit.

As the physical platform for the entire computing environment, the hardware facility
layer offers the hardware resources necessary for operating the whole virtual environment,
the hardware interfaces required by relevant businesses, as well as the functions of trusted
computing modules. The virtualization management layer is the core scheduling layer in
the virtualization mechanism, which provides the VM with functions such as hardware
resource allocation, resource management, and communication security protection. The
VM operation layer offers a resident environment for applications, which achieves separate
residence for airborne application software with different security levels in the VMs.
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Figure 1. VAGCSP architecture.

The hardware facility and virtualization management layers are connected through
an internal logical interface. The high-performance processing hardware unit provides
high-performance processing capability to the microkernel VM management unit, which
also offers trusted computing services for the virtualization layer security middleware unit,
by communicating with the high-security hardware unit.

The virtualization management layer interacts with the VM operation layer through
the system call interface. On the one hand, the virtualization management layer provides
the VMs in the VM operation layer with allocation and management functions for virtual-
ized hardware resources via the API interface, which is predefined by the microkernel VM
management unit, and provides running environment support for the VM operation. On
the other hand, it offers security protection for the communication among different VMs
in the VM operation layer via the system call interface of the virtualization layer security
middleware unit.

3. Key Technologies
3.1. High-Performance Processing and High-Security Hardware Units

The high-performance processing hardware unit and the high-security hardware unit
constitute the hardware facility layer, of which the former offers basic hardware support
for the operation of the entire virtual environment and the latter offers security support for
the entire virtual environment. Figure 2 displays the relevant architecture.

The high-performance processing hardware unit comprises an x 86 architecture-based
embedded multi-core processing module and gigabit Ethernet interfaces. The embedded
multi-core processing module provides a high-performance processing capacity, with its
four-core eight-thread processor and 16 GB memory, providing a mass storage capacity with
4 TB SSD, etc. Integrated with a 1 channel 100 Mbps ARINC664P7 interface and six-channel
gigabit Ethernet interface, it also provides the resident airborne system applications with
network communication services. Compared with AGCSP’s 950 g weight and 45 W power
consumption, the VAGCSP weighs 930 g and consumes 42 W.
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Figure 2. Architecture of high-performance processing and high-security hardware units.

The high-security hardware unit is implemented using an independent hardware card,
including the high-security main control module, PCIE communication module, interface
protocol processing module, flash storage module, and algorithm engine module, which
conforms to trusted computing standards. The major functions of the various parts are
as follows:

(1) High-security main control module: implements the main control functions; calls the
PCIE communication module to communicate with the embedded multi-core process-
ing module; calls the interface protocol processing module to parse or encapsulate
data packets, according to existing protocols; calls the flash storage module to store or
read operation results; calls the algorithm engine module to request for high-security
calculation and returns the corresponding results.

(2) PCIE communication module: connects high-performance processing hardware unit
via the PCIE interface hardware; completes data communication with the embedded
multi-core processing module; realizes data interaction by calling the interface and
high-security main control module.

(3) Interface protocol processing module: implements established protocols; completes
the encapsulation and parsing of data packets.

(4) Flash storage module: implements the flash storage access interface; realizes the
storage of private data, such as certificates, digital signatures, and hashes.

(5) Algorithm engine module: achieves high-performance computing of cryptographic
algorithms, such as hash, grouping, and public key algorithms; supports the interna-
tional data encryption algorithm.

3.2. Virtualization Management Software Unit

Depending on the type of virtual machine manager (VMM), the mainstream virtual-
ization architecture types can be classified into full virtualization and paravirtualization.
In full virtualization mode, the existing operating system can be directly run without
modifying the resident operating system. Regarding its disadvantages, VMM needs to con-
sume a certain amount of computing resources when the guest operating system does not
know that it is running in a virtualization environment. Paravirtualization mode requires
partial modification of the operating system, so that the system kernel can avoid some
instructions that are difficult to virtualize, thereby effectively improving the performance
of the entire system. Its disadvantage is that modification of the operating system source
code is necessary.

Considering that the x86 processors have a specially optimized instruction set for
controlling virtual process, they can support the hardware-assisted virtualization tech-
nology, so that the performance of full virtualization is improved to some extent. Thus,
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full virtualization design is adopted by the virtualization management software, and VM
management is implemented by the microkernel VM management unit of the virtualization
management layer. The VM management software unit uses the static configuration to
bind the processor core, memory, and I/O devices. Through this design, the separate use
of computing resources is realized and the distribution of computing resources between
VMs is solved.

The microkernel VM management software unit comprises a memory management
module, VM management module, I/O management module, and processor architecture
module. The functions of the various parts are as follows:

(1) VM management module: implements functions such as VM management, allocation
and management of memory, I/O, processors and other hardware resources, and VM
security encapsulation.

(2) Processor architecture module: realizes processor virtualization; completes the trans-
lation of the processor instructions from the kernel unit of guest operating system and
from the hardware facility layer; provides virtualized processing capabilities to VMs.

(3) Memory management module: implements memory virtualization; provides virtu-
alized memory resources to VMS. Memory virtualization is primarily implemented
using extent page table (EPT) technology, where hardware automatically maps the
virtual addresses within VMs to physical addresses and the physical addresses of
VMs to physical addresses of hosts using the VM page tables. In this way, the virtual
addresses of VMs are translated into the physical addresses of hosts.

(4) I/0 management module: implements virtual management of display devices, key-
boards, mouse, gigabit Ethernet interfaces, USB devices, and other I/O devices in the
hardware layer; provides virtualized device resources to VMs. Considering the usage
frequency of I/O devices, software is used in the VMM to achieve their simulation,
thereby providing VMs with support for these devices.

3.3. Virtualization Security Protection Architecture

To address security threats such as malicious network attacks and unauthorized
network access, a virtualization security multilevel protection architecture was designed
based on the high-security hardware unit, as shown in Figure 3, which encompasses
the virtualization layer security middleware unit of virtualization management layer,
the virtualization security gateway of VM layer, and the VM security middleware unit
within VMs.

(1) The virtualization layer security middleware unit consists of the VM traffic manage-
ment module, the VM security loading module, and the interface protocol processing
module. The VM traffic management module can acquire all traffic between VMs,
between VMs and hosts, as well as from outside hosts. It diverts all the acquired traffic
to the virtualization security gateway for traffic processing, and then forwards the
gateway-processed traffic. The VM security loading module implements the secure
and reliable loading of VMs through trusted measurement of the eigenvalues of the
guest operating system kernel unit in the VMs. By communicating with the high-
security hardware unit in the hardware facility layer, the interface protocol processing
module of high-security unit offers trusted computing support for the VM security
loading module.

(2) The virtualization security gateway runs on the VM operation layer in the form of
VMs, which implements security protection such as VM access control, intrusion
prevention, and malicious code detection by processing the traffic acquired by the
VM traffic management module.

(3) The VM security middleware unit, which runs in the kernel layer of the VM guest
operating system, provides the resident applications with an inter-VM security com-
munication service through the system call interface. When multiple VMs are started,
the VM management software unit starts loading in sequence, according to the ID
number of the VM. During the loading process, first the VM security loading module
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is used to decrypt the image binary file of the VM, and then trusted measurement of
the decrypted image file is implemented. When the trusted measurement of the VM
passed, the VM image is loaded.

VM operation layer
Virtualization security gateway VM 1 VM n
Centre management unit
Policy Data Alarm Hosted Hosted
managemnt visualization management application application
Policy Security Traffic
dispatch situation topology
Secure Data secure traffic
management Unit management unit
| Logging | | Invasion defense |
| Traffic monitor | | Anti-malware | VM security VM security
middleware middleware
| Policy receiveing | | Access control | unit unit

i

Virtualization management layer

virtualization layer security middleware unit

VM traffic management
module

interface protocol processing
module

VM security loading
module

Figure 3. Virtualization security protection architecture.

4. Experimental Results and Analysis
4.1. Application Hosting Function Test

During the verification of application hosting function, multiple airborne applications
with different safety levels are selected, such as the aircraft parameter distribution and file
transfer service application of the airborne information system, the aircraft parameter ac-
quisition application of airborne maintenance system, and the cabin parameter distribution
and cabin lighting control applications of the cabin management system, to reside in multi-
ple VMs of the VAGCSDP, thereby verifying the VAGCSP’s ability to host avionics system
applications with low security levels. Figure 4 displays the verification environment.

The aircraft parameter distribution application resides in VM 1, which uses Ubuntu18.04 as
the guest operating system. The aircraft parameter acquisition application resides in VM 2,
with CentOS?7 as the guest operating system. The cabin parameter distribution and lighting
control applications reside in VM 3, whose guest operating system is Ubuntu18.04. The
file transfer service application resides in VM 4, with Ubuntu18.04 as the guest operating
system. To achieve isolation, each VM is configured with exclusive computing resources,
including the processor cores, memory, and Ethernet interface. Table 1 lists the test items of
the application hosting function. Adopting automated testing, the test case code developed
based on Python was run on the testing equipment, and the application interaction data
received during the test process were compared with the expected results to determine
the functional correctness. Taking the test items for an aircraft parameter distribution
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application airborne information system as an example, the functional test results displayed
in the testing equipment are shown in Figure 5. The outcomes of the VAGCSP’s application
hosting function test were consistent with the expected results.

VAGCSP
VM operation layer
VM 3
VM 1 VM 2 VS VM 4
Virtualization ALS AMS Cabin passenger gddr_ess ALS
security Aircraft parameter Aircraft parameter management application File transfer service
ateway distribution application acquisition application Cabin lighting control service application
g PP application
vy v v v R
/ \ 4
VM VM VM VM
Ubuntu security CentOS 7 security Ubuntu security Ubuntu security
18.04 middleware middleware 18.04 middleware 18.04 middleware
unit unit unit unit
Virtualization management layer
Microkernel VM management unit —— Virtualization layer security middleware unit
Hardware facility layer
High-performance processing hardware unit P High-security hardware unit
ARINC664P7 Gigabit Ethernet

Equipment under test

Figure 4. Verification environment of the application hosting function.

Table 1. Test items of the application hosting function.

Systems Typical Applications Function Test Items

aircraft parameter

L N distributing aircraft parameters

. . . distribution application

airborne information system S
downloading files

file transfer service application

uploading files
airborne maintenance system aircraft parameter acquisition application ~ acquiring aircraft parameters and information
cabin passenger address enabling passenger address
management application disabling passenger address

turning on the no smoking and fasten seat belt
lights at terminal
cabin lighting control service application  turning off the no smoking and fasten seat belt
lights at terminal
turning on the reading light
turning off the reading light

cabin management system
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Activities [ Terminal ~

** File Edit View Search Terminal Help

('172.20.1.8", 48156)

<?xml version="1.0" encoding="utf-8"?><method

name="publishAvionicParameters"><parameters><parameter name="Cabin_Door"
="@" type="6" length="1" value="0" time="" "DB2DC565" [><parameter

Baro_Corrected_Alt" status="0" type="5" length="1" value="0"

" crc="DB2DCS565" [><parameter name="True_Heading" status="0"

“3" length="1" value="0" time="" crc="DB20CS565" /><parameter
"GPS1_Latitude_Coarse"™ status="0" type="3" length="1" value="0

" crc="DB2DC565" [><parameter name="GPS2_Latitude_Coarse"
status="0" type="3" length="1" value="0" time="" crc="DB2DC565" [><parameter
name="FMS1_Latitude"™ status="0" type="3" length="1" value="0" time=""
crc="DB2DC565" /><parameter name="FMS2_Latitude" status="0" type="3
length="1" value="0" time="" crc="DB2DC565" /><parameter

="CPS1_Latitude_Fine" status="0" type="3" length="1" value="0"

" crc="DB2DCS65" [><parameter name="GPS2_Latitude_Fine" status="0"

= length="1" value="0" time="" crc="DB2DC565" /><parameter
name="GPS1_Longitude_Coarse" status="0" type="3" length="1" value="0"
time="" crc="DB2DC565" /><parameter name="GPS2_Longitude_Coarse"”
status="0" type="3" length="1" value="0" time="" crc="DB2DC565" [><parameter
name="FMS1_Longitude" status="0" type="3" length="1" value="0" time=""
DB2DCS565" [><parameter name="FMS2_Longitude" status="0"
"1" value="0" time="" cr DB2DCS6S™ /><parameter

GPS1_Longitude_Fine" status="0" type="3" length="1" value="0"

" crc="DB2DCS65" [><parameter name="GPS2_Longitude_Fine" status="0"
type="3" length="1" value="0" time="" crc="DB2DC565" [><parameter
name="GPS1_Ground_Speed" status="0" type="3" length="1" value="0"
crc="DB2DC565" [><parameter nam GPS2_Ground_Speed”™ status="0"

"1" value="0" time="" cr DB2DCS65™ [><parameter

FMS1_Ground_Speed" status="0" type="3" length="1" value="0" time=""

DB2DC565" /><parameter name="FMS2_Ground_Speed” status="0" type="3"
length="1" value="0" time="" crc="DB2DCS65" /><parameter

UTC_Time_Sec" status="0" type="5" length="1" value="0" time="
crc="DB2DC565" /><parameter name="UTC_Time_Min" status="0" type="5"

="1" value="0" time="" crc="DB2DC565" /><parameter

UTC_Time_Hour"™ status="0" type="5" length="1" value="0" time="
crc="DB2DC565" /><parameter name="Date_Year" status="0" type="5"
length="1" value="0" time="" crc="DB2DCS565" /><parameter
name="Date_Month" status="0" type="5" length="1" value="0" ti
crc="DB2DC565" /><parameter name="Date_Day" status="0" type="5"
length="1" value="0" time="" cr DB2DCS565" [><parameter
name="Weight_On_Wheels" status="0" type="6" length="1" value="0" time=""
crc="DB2DC565" [><parameter name="HDOP" status="0" type="3" length="1"
value="0" time="" crc="DB2DC565" [><parameter
name="GPS_Satellite_Failure" status="0" type="6" length="1" value="6"
time="" crc="DB2DC565" /><parameter name="GPS1_Track_Angle_T" status="0"
type="3" length="1" value="0" time="" crc="DB2DC565" /[><parameter
name="GPS2_Track_Angle_T" status="0" type="3" length="1" value="0"
time="" crc="DB2DC565" [><parameter name="FMS1_Track_Angle_T" status="0"
type="3" length="1" value="0" time="" crc="DB2DCS565" [><parameter
name="IRS_Track_Angle_T" status="0" type="3" length="1" value="0" time=""
crc="DB2DC565" /><parameter nam IRS_Ground_Speed" status="0" type="3"
length="1" value="0" time="" crc="DB2DCS65" /></parameters></method>

Figure 5. Test results of aircraft parameter distribution application.

4.2. Platform Performance Test

During the VAGCSP performance verification, the VM performance was mainly tested
in terms of the processor, memory, and Ethernet, and the test results were compared with
the performance data of an existing AGCSP. The LmBench tool was used to examine
the processor performance, with respect to integer calculation, floating-point calculation,
file access, and process overheads. Table 2 details the test results. The UDP and TCP
communication performance were tested using Iperf3, and Table 3 details the test results.
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Table 2. LmBench test results.

Test Categories Test Items AGCSP VAGCSP VM

intgr bit 0.84 ns 0.25ns

Integer calculation intgr div 29.2 ns 9.74 ns

intgr mod 142 ns 10.1ns

float add 6.83 ns 1.44 ns

Floating-point calculation float div 319ns 4.15ns

float bogo 45.2 ns 1.08 ns

10k File Create 431.8 us 16.3 us

File access 10k File Delete 6.0614 us 4.8234 us

100fd select 5.558 us 1.625 us

sig inst 1.14 us 0.59 us

fork proc 340 us 137 us

Process overhead exec proc 1075 us 472 us

shproc 3835us 1190 us

Table 3. Iperf3 test results.

Test Categories Test Items AGCSP VAGCSP VM
Throughput 940.2 Mbits/s 941.8 Mbits/s
TCP Multithread throughput 961.2 Mbits/s 963.7 Mbits/s
Uplink/downlink bandwidth 941.2 Mbits/s 944.6 Mbits/s
Throughput 972.6 Mbits/s 983.9 Mbits/s
uDP Multithread throughput 985.7 Mbits/s 992.9 Mbits/s
Uplink/downlink bandwidth 973.7 Mbits/s 984.8 Mbits/s

For the four VMs in the verification environment, the encryption algorithm uses AES,

and the hash algorithm uses SHA256. Table 4 details the VM startup time test results, which
are the average of 20 experiments.

Table 4. VM startup time test results.

VM1 VM2 VM3 VM4

Size of Image 245.32 Mbytes 202.78 Mbytes 232.66 Mbytes 221.64 Mbytes
Decryption time 1.091 s 0.902 s 1.035s 0.986 s
Trusted measurement 0.772's 0.638's 0.732s 0.698 s
OS startup 6.213 s 5.568 s 6.021s 5735s
Total time 8.076 s 7.108 s 7.788 s 7418 s

4.3. Verification of Network Security Protection Capabilities

In the verification environment for the network security protection capabilities, air-
borne network security attack testing equipment was added on the basis of the application
hosting function verification environment in Figure 4. The equipment was connected to the
VAGCSP via a one-channel aviation Ethernet interface, which executed network security
tests such as a DDoS attack, worm attack, backdoor attack, and vulnerability scanning
and access control penetration testing by sending attack packets to VAGCSP, thereby ver-
ifying VAGCSP’s network security protection capabilities. The experimental steps were
as follows: (1) Trusted loading function of VMs was tested. (2) Application function test
was implemented on VAGCSP while sending network attack packets to it. (3) CVE vulner-
ability scanning test was executed on VAGSCP. (4) Unauthorized network access attack
was executed against VAGSCP. The experimental results were examined by checking the
output of the test case results running on the testing equipment, as well as the log records
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of VAGCSP. The experimental results showed that (1) VAGSCP correctly implemented the
measurement and loading of VMs. (2) After the injecting network attack, the application
functions of VAGCSP were executed correctly. (3) VAGCSP had no vulnerabilities above
the low-risk level. (4) VAGSCP could effectively block the unauthorized network access

requests, and Figure 6 displays the test results.
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Figure 6. Results of the unauthorized network access test.

4.4. Analysis of the Experimental Results

According to the results of application hosting function verification, the VAGCSP
provides high-performance processing capacity with its four-core eight-thread processor
and mass storage capacity with 4 TB SSD, integrated one 100 Mbps ARINC664P7 interface,
and six gigabit Ethernet interfaces. VAGCSP supports simultaneous residence of avionics
system applications with low safety levels, such as airborne information systems, airborne
maintenance systems, and cabin management systems, which can provide a secure and
isolated operating environment for applications in each VM.

The results of the platform performance verification show that compared to the exist-
ing platform, the VAGCSP VMs have greatly improved performance in terms of integer
calculation, floating-point calculation, and process overheads. Regarding the file access
performance, the VAGCSP performed well in file creation and file handle serial processing;
meanwhile, regarding the file deletion performance, the two platforms exhibited similar
performance parameters, since both of them adopt SSDs. Moreover, little differences were
noted in the network transfer performance data between the two platforms, since both of
them use gigabit Ethernet interfaces, with the VAGCSP VMs slightly outperforming the
other platform. While the weight and power consumption of the VAGCSP are slightly less
than those of AGCSP devices, the computing performance of the VAGCSP is improved by
over one-fold.
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As revealed by the verification of its network security protection capabilities, the
VAGCSP can offer trusted loading of VMs and provide them with security protection cov-
ering east-west traffic access control, intrusion detection and defense, malicious code detec-
tion, etc. With a high-security hardware unit, VM security middleware unit, and virtualiza-
tion security gateway, the VAGCSP provides a secure and trusted computing environment.

Based on these experiment results, VAGCSP completely achieved the design objectives.

5. Conclusions

Responding to the multifarious requirements of new-generation civil aircraft, such as
energy conservation, emission reduction, high-performance computing, and information
security protection, a virtualization airborne trusted general computing service architecture
was proposed, and key technologies, including high-performance processing and high-
security hardware units, a virtualization management software unit, and virtualization
security protection framework, were designed. Based on the physical prototype of the
VATGCSM, application hosting function, platform performance, and network security
protection experiments were carried out. The experimental verification revealed that the
proposed method could meet the technical requirements and is applicable, not only to
new-generation civil aircraft, but also to UAVs and emergency rescue aircraft with high-
performance safety-critical computing needs.
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