

  applsci-13-01627




applsci-13-01627







Appl. Sci. 2023, 13(3), 1627; doi:10.3390/app13031627




Article



Logogram VR: Treadmill-Coupled VR with Word Reflective Content for Embodied Logogram Learning



Gwangbin Kim 1[image: Orcid], Eunsol An 1 and SeungJun Kim 1,2,*[image: Orcid]





1



School of Integrated Technology, Gwangju Institute of Science and Technology, Gwangju 61005, Republic of Korea






2



AI Graduate School, Gwangju Institute of Science and Technology, Gwangju 61005, Republic of Korea









*



Correspondence: seungjun@gist.ac.kr; Tel.: +82-62-715-5352







Academic Editor: Andrea Prati



Received: 15 December 2022 / Revised: 24 January 2023 / Accepted: 24 January 2023 / Published: 27 January 2023



Abstract

:

A logogram is a type of writing system in which each character represents a word. Compared to segmental scripts where the alphabets reflect sounds, learning logograms are disengaging, since each character is not linked to its pronunciation. This paper presents Logogram VR, a virtual reality edutainment game that uses a treadmill and controllers to teach Hanja, which uses logograms. Hanja is a traditional Korean language writing system comprising over 8000 Chinese characters. The system leverages the logogram’s feature that each letter stands for each vocabulary item, as an embodied learning strategy. Specifically, it incorporates each character’s meaning into the VR learning environment, accompanied by gamified actions using a treadmill and VR controllers. We evaluated the system with 33 participants to test its overall usability, while determining the desirable playtime and number of characters for the further enhancement of it. We demonstrated and assessed the system with 125 visitors at an exhibition to disseminate it and verify the results with a wider population sample. The user studies revealed that the system provides a playful experience for learning Hanja without severe motion sickness. The differences in age groups showed that the embodiment approach utilizing meanings and actions in VR may be an effective logogram edutainment strategy, particularly among adolescents.
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1. Introduction


Logograms are written language systems in which each character corresponds to a word. Although they generally have a longer history than phonograms do, logograms still play important roles in modern communication [1]. Currently, one fifth of the world’s population uses logograms, mostly in east Asian countries. Speakers of Mandarin Chinese, which uses logograms in written communication, comprise the second most common language (L2) speakers, following English speakers [2]. Despite their prevalence, logograms are often perceived to be difficult to learn as a large number of characters are used [3,4]. Learning logograms requires the memorization of thousands of distinctive characters, unlike segmental scripts where the alphabets represent sounds.



The challenge of logogram acquisition is that the phonological structure and characters are unrelated. For instance, many written Chinese characters sound identical; this language system contains almost 8000 distinct words. The complexity of Chinese characters presents an additional obstacle to understanding them [5]. Indeed, reading and writing Chinese are viewed as more challenging than listening to and speaking Chinese [6].



Although previous research on VR language education, including phonetic Chinese, has been successful in immersing and engaging students, these findings are not immediately transferable to logograms as they focused primarily on conversational Chinese or the Mandarin rendering of Chinese characters [7,8]. There is a need for a different approach that incorporates the distinctive properties of logographic systems. Specifically, when one is creating the education system, the complexity and relevance of the graphic configurations of the characters and the absence of a sound–script correlation should be considered.



In this study, we offer Logogram VR, an immersive virtual reality platform for learning logographic languages. As their meanings are replicated in the virtual reality environment, hundreds of distinct characters can add variety to the learning scenario. In addition, the system incorporates walking and handwriting gestures, which are vital to the acquisition of the Chinese language [9,10]. Furthermore, students can practice the listening and speaking components of logograms. To complete the scenario, they must articulate the meaning and pronunciation of each character after having finished the stroke. The participants indicated that the system’s embodiment method is usable and provides a highly positive learning experience. The technique is extensible to a wide variety of Hanja and other countries’ adaptations of Chinese characters.




2. Related Works


2.1. Virtual, Augmented Reality for Language Learning


Virtual and augmented reality (VAR) technologies are raising attention as alternatives to language learning. This is mainly because immersive technologies take the learners into a digitally created world, particularly in terms of the visual perception of learning [11], while immersion is a proven method for learning a second language [12]. The virtual reality environment also enables real-time feedback and interaction with the learning content, including virtual agents that guide the learning session. Consequently, the role of virtual and augmented reality technologies for language learning applications have been widely investigated (e.g., for English [13], Chinese [7], Spanish [14], French [15], German [16], and Japanese [17]).



Another strength of VAR language learning is its potential to build various learning environments with computer graphics. This characteristic of VAR language learning is particularly synergistic with logograms. Logograms comprise thousands of distinct characters that must be learned, which we can turn into a variety of learning content. In this paper, we provide a solution for the biggest challenge to logogram learning: vocabulary acquisition. Our system translates logograms into a virtual reality learning environment, allowing diverse and episodic learning content with character-specific media scenarios.



Most of the previous applications for language learning have focused on phonetic languages, which rely on the phonological properties of the languages. However, learning thousands of logographic characters strongly engages the visual memory, particularly the long-term memory [18]. Thus, we require a more specialized approach to learn logograms in VAR. Embodied virtual reality provides one such approach as gestures can aid information retrieval from the long-term memory [9]. Contemporary VAR offers an immersive experience beyond head-mounted displays. The real-time and accurate tracking of human positions, movements, and gestures engages people with the VR environment. Additionally, the human’s physical activities form or affect the media scenario, which is called embodied interaction. Our system leverages embodiment to provide a greater sense of immersion and engagement with vivid imagery during language acquisition.




2.2. Embodied Learning in Language Acquisition


Embodied learning refers to a pedagogical approach to relate our physical actions such as a body movements or interactions with the environment with education and learning [19,20]. It is based upon the embodied cognition paradigm, which describes how our body and environment are related to cognitive processes [21]. Theories of embodied cognition suggest that our mind is integrated into the sensorimotor systems, influencing the way we think, infer, and conceive abstract cognitive processes [21,22]. Embodied learning is effective as body movements facilitate the retrieval of mental or lexical items as a "cross-modal prime" [9]. For these reasons, the concept of embodied learning applies to various domains (e.g., enhancing the episodic memory of elderly people [23] and learning complex concepts in mathematics [24,25], physics [26], and astronomy [27]).



Embodied learning is the most widely adopted method in language education across various languages (e.g., English [28], Chinese [29], Spanish [30], French [31], German [32], and Japanese [33], etc.). This is mainly due to the link between perception and motion during conscious linguistic processes, which is supported by many empirical studies on language comprehension [34,35], second language learning [19,36], and memory [37,38]. Indeed, a word should be represented by a sensory network that represents all of the learned experiences related to the concept in our brain [39], and children’s language acquisition accompanies a multitude of sensorimotor acts [22].



Thus, among the various aspects of language learning, vocabulary acquisition is particularly effective when it is combined with relevant physical activities. Students have showed enhanced memory retrieval with an higher number of expressive words [28]. Embodied learning also improves child learners’ emotional engagement while they are learning L2 vocabularies [18]. Given that the most challenging part of logogram learning is learning the extensive amount of characters, embodied virtual reality can provide aid. The effectiveness of the embodied approach in vocabulary acquisition can help in learning thousands of characters, each of which represents a morpheme. Therefore, a virtual reality application that integrates the logograms’ own characteristics into the embodied learning context is required. Our system uses user’s bodily gestures and speech during the embodied learning process to control the VR scenario content, reflecting the meaning of the logogram that is being learned.




2.3. Contribution Statement


Our approach brings the following research and practical contributions to the field:




	
We introduced the feature of logograms, where a word represents a meaning, as a language learning strategy by incorporating them into the media content of the virtual reality environment.



	
We introduced physical actions such as walking and gestural writing as a means of the embodiment of language learning.



	
Our results demonstrate that embodied learning can provide an enjoyable experience for learning logograms, particularly for adolescents.



	
We have identified the ideal playtime and number of characters and reported user feedback for the future development of virtual reality embodied learning of logograms.








These contributions are relevant to the areas of immersive learning technologies [40,41] that are discussed in the AR/MR/VR [42,43,44,45] and human–computer interaction [46,47,48] communities, as it involves the introduction of a virtual reality approach for logogram learning. Precisely, the research is aligned with the field of embodied learning [49,50] as it involves bodily gestures using arms and legs and speeches to facilitate lexical item retrieval and procedural memories as a cross-modal prime. It also relates to VR locomotion technology [51,52,53] since it utilizes a treadmill as a form of the embodiment of language learning.





3. Methods


This paper suggests Logogram VR, a logogram learning program that uses embodied virtual reality media. In particular, the system is designed to support the education of Hanja, which refers to the Korean version of Chinese characters. Hanja is a writing system that is used alongside the Korean alphabet (Hangeul) in Korea, and it is taught as a second language to students as part of the education. However, Hanja learning falls between first language (L1) acquisition and second language (L2) acquisition for Korean people, as it shares the same pronunciation as the Korean language, but it uses Chinese characters.



The platform’s purpose is to teach the strokes, meaning, and pronunciation of each character. We designed our system based on the taxonomy for educational embodiment [27]. Each scenario reflects the meaning of each character in an environment, while it also enabling gesture- and walking-based interaction using a treadmill and VR controller. This section describes, in detail, the hardware and software specifications, as well as the user scenario and the user studies.



Specifically, our user study aims to answer the following research questions:




	
RQ1: Is Logogram VR usable enough for first-time users?



	
RQ2: What are the most desirable playtime and the number of characters for each session?



	
RQ3: Does the embodied learning approach support an enjoyable, engaging, immersive, and helpful logogram learning experience?



	
RQ4: Which subsection of the population can benefit from the approach the most?








Usability is important to make a system apparent to users [54], preventing adoption hesitancy. This is particularly true when the system is novel [55] and targeted to non-expert end-users [56]. To answer RQ1, the strengths, weaknesses, and risk factors of the system’s usability were identified, along with the overall usability in terms of a score. We set RQ1 as our primary question because system usability that prevents adoption hesitancy should be first checked when a system is new.



RQ2 was used to determine the desirable playtime and characters per session to ensure that the users are engaged with the learning content. Maintaining the users’ engagement is essential considering its relationship with achievement [57]. RQ2 is related to the memory capacity that can be used for one session, and it is especially important because the system targets teenagers whose attentional control is still developing [58].



Although usability in accepting a new product is important, researchers should also think of user experience as well as usability. Indeed, interactive, fun, and enjoyable experiences affect the learning result [59,60,61]. RQ3 was set based upon our consideration of a representative user experience with the learning content, which is related to success in education, enjoyment [17,62], engagement [17,63], immersion [12,62], and helpfulness [62].



RQ4 addresses the difference between the age groups, i.e., teenagers and older adults, while we answered RQ1-3. We studied the difference between the age groups, focusing on teenagers, since most L2 learning occurs at this age. Additionally, despite some debates, the ‘critical period’ theory suggest that childhood is critical for successful L2 learning [64,65]. The younger generations’ willingness to accept new technologies (e.g., “digital natives”) and the limited cognitive capabilities that children have may also be related to this issue [66].



3.1. Implementation


3.1.1. Hardware Configuration


Logogram VR consists of ⓐ a head-mounted display (HMD) that creates a VR environment, ⓑ a computer that runs the VR software, ⓒ a treadmill that detects the user’s walking, and ⓓ VR controllers, with which the user can write letters (see Figure 1A for a schematic diagram and Figure 1B) for an example set-up). The VR controller enables the enlarged, gestural handwriting of logograms. The microphone built in the HMD recognizes the user’s speech through the Google Speech-to-Text API with a predefined word set. The omnidirectional treadmill simulator employed in our system enables limitless movement by walking or running on the bowl-shaped platform while wearing the compatible low friction shoe covers for slippery walking. The system holds the user’s waist in place safely, and it was approved by the Institutional Review Board.




3.1.2. Program Flow


The system is designed to test a proof-of-concept at a design exhibition. With three characters to learn in such a densely populated environment, the demonstration scenario should last 5–10 min. The duration was set to approximately seven minutes after experiment 1, which assessed the desirable playtime and number of characters for each scenario for the participating learners.



We set Hanja, the Korean rendering of Chinese characters, as the type of logogram, considering its importance to the Korean language. Among thousands of Hanja characters, the words rain, cloud, and thunder were selected as representative scenarios for learning (Figure 2). The character for rain belongs to a hieroglyphic logogram, whereas cloud and thunder incorporate rain in their strokes.



Figure 3 illustrates the program flow diagram. When a learner puts on the device and launches the program, the VR media begins with an environment that includes a forest and thunder. The user is free to move around within the virtual reality environment, and the virtual agent (VA) guides them to a waterfall. They are shown a brief description of the characters that they have to learn, and the virtual agent recommends that the user writes and speaks as the topic is explained. When the user finishes, the program also checks their writing and speech. Specifically, while they are writing the letter, the user can see a guide to learn the stroke sequence. When the user finishes each stroke using a VR controller, the Unity 3D colliders embedded in the guide for the strokes measure whether they achieved the correct stroke order. The speaking part is recognized by the computer using a microphone that is embedded in the HMD and Google Speech-to-Text API. The word keys were established through our initial test to guarantee recognition accuracy. Once the user’s writing and speech have been successfully verified, the meaning of the letter is displayed within the media content of the virtual reality environment. For example, when the user completes the word rain, rain starts falling in the forest. These stages of the VA’s explanation, the user’s repetition, and the reflection in VR are repeated, and the program ends when the user completes the words in each scenario.




3.1.3. User Scenario


In the system settings that were described earlier, the user walks through the forest to reach the waterfall (S1 of Figure 4). Subsequently, they learn the characters in the order of rain, cloud, and then thunder, considering the difficulty and composition of each word. The game’s VA explains the composition principle of each character and encourages the user to write on the canvas (S2). Once the user writes a character, following the guided stroke sequences (S3), and speaks the meaning and pronunciation of the character to the waterfall (S4), the weather in the VR environment changes according to the character that has been learned (S5). After completing each character, the user can freely move and navigate the forest to experience the changing visual and auditory experiences that the weather brings (S6).



The gesture- and walking-based interactions intend to provides additional bodily movements and gestures that allow a “cross-modal prime” for lexical item retrieval [9] and vocabulary acquisition [19,67]. The VR locomotion-based interaction provides sensorimotor engagement, which is an essential part of embodied learning, with large areas in the sensorimotor cortex being activated [27]. We viewed the handwriting as an important embodiment component, considering a neuroimaging study [68] that discovered the relationship between the premotor cortex, a part of the sensorimotor cortex region, and handwriting and logographic character reading. In addition, the VR controller turns the gestural input of strokes into handwritings. In the virtual reality, the learner holds a large brush, and the developed gestures resemble brush calligraphy, which generates high congruence between the movements and the subsequent input metaphors. Larger muscular movements were designed to engage more sensorimotor systems, which may produce stronger learning signals [27]. Finally, we designed the user scenario to include multi-modal bodily engagement during VR learning. These activities additionally enable the efficient retrieval of procedural memories [69], which is distinct from declarative memory, to which normal L1 and L2 acquisition are related [70].




3.1.4. Implementation Note


We used the VIVE Cosmos for the HMD because of its built-in microphone and VR controller capabilities. The Virtuix Omni treadmill was used to simulate the user’s walking because it facilitates walking in any direction [71]. The VR learning environment was run using the Unity 3D engine.





3.2. Experimental Method


We exhibited the system at a design biennale exhibition, which featured 400,000 total visitors for the entire exhibition. An exhibition is an environment that features possibilities for ambient sounds, bystanders, and a staging effect [72], which can be an effective space to test the use of virtual reality in public spaces such as classroom environments. Public spaces also have risks such as colliding with others, which can be avoided by physically separating people [73]. However, in an empirical study, the difference between the user behaviors in a public space and a fully separated environment was insignificant [73]. In our case, we allocated exclusive space for the treadmill and equipped it with safety bar to guarantee physical separation, assuring that the users immerse themselves into the VR environment.



We conducted two-fold experiments during the exhibition to test and substantiate the practicality of Logogram VR (see Figure 5): (1) System Usability Scale and surveys to enhance it, and (2) a test of the broader demographic populations to verify the group differences. The two experiments followed the same procedure, except for the questionnaire items, and no participant underwent both of the experiment. We assessed the overall usability of the system in the first phase of the user studies, prior to the system’s dissemination. We also confirmed the number of characters per scenario and the content duration per character. In the second experiment, we verified how the public perceives the system, and as well as this, we performed a further analysis of the demographic population groups. The participants that were aged 10–19 were classified as teenagers, and people that were aged 20+ were classified as adults, which is in line with the Word Health Organization (WHO)’s classification of adolescents (10–19) and adults (20+). No participants were below 10 years old in order to follow the IRB’s guidelines.



3.2.1. Experiment 1: Usability Testing (RQ1 and RQ2)


We assessed the usability of the system with 33 study participants who were visitors (Mage = 27.24, σage = 12.18, Minage = 11, Maxage = 52, Nteenagers = 11, and Nadults = 22). Thirteen participants had some knowledge on at least one Chinese character that had to be learned. The participants had the experiment explained to them and answered a pre-experiment survey including demographic information. We also included questionnaire items on their prior experience or knowledge of VR, as these sometimes affect the usability of immersive systems [74]. After experiencing the system, they answered the questionnaires, including the System Usability Scale (SUS) [75] and a custom questionnaire on enjoyment, engagement, immersion, helpfulness, and sickness to assess the users’ experience (UX) using the method. The questionnaire items were selected considering the E2I scale [76] and collected on a 5-point Likert scale. SUS comprises even-numbered items with negative questions. We inverted negative questions and converted each item into a scale between 0 and 10 to sum up 100 SUS scores in total. According to Lewis and Sauro [77], SUS consists of two subscales: usability (items 1–3 and 5–9) and learnability (items 4 and 10). We averaged the 0–10 normalized items to calculate the scores for both of the subscales. The survey also asked about the desired playtime and the number of characters for a single session, and it concluded with a brief interview regarding future development ideas. The experiment lasted approximately 30 min for each participant.




3.2.2. Experiment 2: UX Assessment (RQ3 and RQ4)


We recruited 125 participants who were visitors (Mage = 27.34, σage = 10.23, Minage = 10, Maxage = 60, Nteenagers = 24, and Nadults = 101) to assess the users’ experiences among a wider population. Fifty-eight participants had some knowledge on at least one Chinese character that had to be learned. The participants had the experiment explained to them and answered a pre-experiment survey including demographic information. We also included questionnaire items on prior experience or knowledge of VR, as these sometimes affect the usability of immersive systems [74]. After experiencing the system, they answered the questionnaires, the UX assessment questionnaires (on enjoyment, immersive, engagement, helpful, and sickness). The participants were also asked to name their favorite aspect of the system to collect design reflection perspectives. The experiment, including the experience and survey, took approximately 15~20 min.






4. Results


This section discusses the findings of the two user studies. Some surveys were obtained solely from experiment 1, whereas the others were obtained from both of the experiments (see Figure 5 for an overview of the study design). To determine the group of the population that may benefit the most from the system, we split the participants into two groups for the analysis: teenagers and adults.



4.1. Usability of the System (N = 33, RQ1, and RQ4)


The system showed satisfactory usability, with an average SUS score of 75.30, where σ = 14.15, as illustrated in Figure 6. The resulting score means that the overall usability of the system is ‘good’ (>71) [78] and ‘acceptable’ (>70) [79]. No significant difference in the overall usability between the teenagers (M = 75.45, σ = 14.48) and adults (M = 75.22, σ = 14.32) was found to be t(31) = 0.781, p = 0.441. There were no significant differences in the subscale usability (items 1–3, 5–9) between the teenagers (M = 7.386, σ = 1.696) and adults (M = 7.713, σ = 1.495), t(17.989) = 0.542, p = 0.575. Thus, the system was perceived to have ‘good’ and ‘acceptable’ usability regardless of the participants’ age.



In the subscale learnability (items 4 and 10), the teenagers rated it higher (M = 8.182, σ = 1.800) than the adults did (M = 6.761, σ = 1.954), t(21.678) = 2.076, p = 0.049. The results show that teenagers are more convinced that they can be familiarized with the system’s functions and capabilities quickly. In particular, teenagers rated it higher for item 4 (“I think that I would need the support of a technical person to be able to use this system”) (M = 7.954, σ = 0.75) than the adults did (M = 5.568, σ = 1.151), which means the teenagers required less technical assistance, U(Nteenagers = 35, Nadults) = 63.5, z = 2.271, p = 0.026. As a consequence, they were more confident in learning to use the system and using it without technical assistance than the adults were.




4.2. Desirable Measures of Each Scenario (N = 33, RQ2)


The participants reported that the playtime of a single episode was appropriate (M = 3.82, σ = 1.04). The average desirable playtimes were 8.91 among the teenagers and 6.05 among the adults, t(31) = 1.845, p = 0.075, while summing both of the groups resulted in M = 7.00, σ = 4.36.



For an adequate number of characters per episode, the teenagers reported M = 3.18, σ = 1.168, while the adults reported M = 4.41, σ = 3.594, but the difference did not have statistical significance, t(31) = 1.096, p = 0.281. The mean of the appropriate number of characters in both of the groups was M = 4.00, σ = 3.04.



We calculated the proper playtime per character by dividing the desirable playtime with the number of characters as per participant responses. On average, the preferable time per character was M = 2.17, σ = 1.65. The appropriate time per character was greater among the teenagers (M = 3.21, σ = 1.96) than it was for the adults (M = 1.65, σ = 1.21), with a statistical significance t(31) = 2.834, p = 0.008 (Figure 7).




4.3. UX with the System (N = 158, RQ3, and RQ4)


The questionnaire results show that the participants found the system enjoyable, engaging, immersive, and helpful, while it did not cause severe sickness. Figure 8 summarizes the result. The results are valid for our specific system and experiment, but it should be noted that factors such as VR exposure time can affect the severity of the sickness [80].



A Mann–Whitney U test between the participant groups revealed that the teenagers perceived the system to be significantly more enjoyable (M = 4.08, σ = 0.78) than the adults did (M = 3.69, σ = 1.02), U(Nteenagers = 35, Nadults) = 1698.0, z = 2.000, p = 0.046. In contrast, the teenagers reported significantly less sickness (M = 1.91, σ = 1.26) than the adults did (M = 2.55, σ = 1.25), U(Nteenagers, Nadults) = 1477.0, z = 2.925, p = 0.003. However, there was no significant difference between the groups in terms of engagement (U(Nteenagers = 35, Nadults) = 1863.5, z = 1.252, p = 0.211), immersion (U(Nteenagers = 35, Nadults) = 2037.0, z = 0.500, p = 0.617), and helpfulness U(Nteenagers = 35, Nadults) = 1994.0, z = 0.701, p = 0.483). The results demonstrated that the system could be especially effective among teenagers, with higher enjoyment and less sickness.




4.4. The Most Enjoyable Part (N = 125, RQ3)


According to eighty percent of the respondents, the embodiment element was the most enjoyable aspect of the system. The most enjoyable part of the program was ‘walking in the immersive educational environment’ (76 participants, 61%), followed by ‘writing logograms using a brush (VR controller)’ (24 participants, 19%), as illustrated in Figure 9. The virtual agent was the least relevant part of game’s enjoyable elements (7 participants, 6%).





5. Discussion


5.1. Main Contributions


The system employed essential elements of logograms in its process of embodied learning: graphic, semantic, and phonetic components. Graphic strokes are made with gestural inputs using virtual reality brushes. The learners also practiced the meanings and pronunciations by speaking them to the speech recognition module using the microphone in HMD. The system incorporates the logogram’s unique characteristics into the learning content and environment. There being thousands of distinct characters enable a variety of different scenarios by virtue of the graphical virtual reality.



The system was assessed with a case study on Hanja, the Korean rendering of Chinese characters, but the system can be applied to other various logograms. In particular, for Chinese characters, most East Asian countries share the same logogram with different phonetic sounds (e.g., Kanji and Chu Nom). One may transplant the system across different cultures and logograms by making content adjustments and adaptations.



The user study reports reveal how the effective embodied approach might be used for learning logograms, particularly among teenagers in terms of usability and user experience. Additionally, the interview reports from the study participants provide lessons for future work, namely alternative locomotion techniques, repetitive learning, and system design for elderly people.




5.2. Usability and User Experience of the System


The Logogram VR was rated to have a ‘good’ and ‘acceptable’ usability of 75.30 average scores. There was no difference between the two age groups, indicating the system is usable regardless of the user’s age. The participants also reported the system as being usable, enjoyable, engaging, immersive, and helpful. Above all, they responded that the embodiment actions using the hands and feet that the system provides made the learning more enjoyable (Figure 7). The participants’ responses in the interviews included “P4: I liked the gamified way of learning logograms that involved walking along with the VR, writing with an arm, and speaking out loud.” and “P12: It was interesting that one can learn naturally while playing the game. I think the system also helps memorize the character longer.” The embodied learning strategy used in the study was effective in enticing the learners.



Since the experiment was conducted at a highly populated exhibition, the participants took part in the study without a training session. The positive learning experience reported by participants is even more significant because it was obtained with them having no time to adjust. Considering that the ambient sound during the exhibition may have disrupted the participants during the gamified learning, it can be more immersive when it is used in quiet spaces.



However, a notable difference was found in the SUS item 4 (“I think that I would need the support of a technical person to be able to use this system”), concerning the need for technical assistance to use the system. The adults’ average score for the SUS item 4 was 5.568, which slightly surpassed the neural score of 5. In contrast, teenagers did not really require technical assistance with an average score of 7.954. The other differences were found in the measures of ‘enjoyment’ and ‘sicknesses’, both of which were rated more positively among the teenagers. This could be due to the differences in the technology perceptions and adoption between the two age groups [66]. In particular, the treadmill may have affected the negative responses (“P9: I constantly needed help because the shoes constantly came off” and “P11: It was hard to wear the shoes on”). However, the result is specific to the system configuration, including the employed gamified scenario. Thus, usability and the user experience among adults can be further improved by adjusting the scenarios, and the maximum playable time without experiencing sickness should also be investigated.




5.3. Desirable Volumes of Each Scenario


Both the desirable playtime and the desirable number of characters per episode did not produce s statistically significant difference among the age groups. However, what is worth our attention is the individual difference. The average preferred playtime was 7.00 min, with a standard deviation of 4.36. The mean preferred number of characters was 4.00, with a standard deviation of σ = 3.04. A further statistical analysis revealed that prior knowledge and prior experience with VR, as well as age, were not contributing factors. There were no differences between the desired playtime and the number of characters per episode between the age groups, while the individual data were distributed with a large standard deviation.



The variations among the individuals in the results indicate that the playtime and the number of characters should be adaptable for a more satisfying user experience. The system could better cater to individual needs by allowing the users to decide when to move on to the next character or stop. Alternatively, the system could present groups of words based on difficulty and semantic similarity, allowing the individuals to choose whether to continue learning another group of words or to end the current session. Likewise, the lessons from previous logogram learning studies should also be applied to improve the system.



Although the desirable playtime showed a difference between the teenagers and adults, there was marginal significance in this, t(31) = 1.845, p = 0.075. A larger number of participants may produce a statistically significant result, which cannot be confirmed at this stage.



In contrast, the desirable playtime per character, which corresponds to the preferred time spent on a task, did show statistical significance. The teenagers demanded more play time (M = 3.21, σ = 1.96) per characters than the adults did (M = 1.65, σ = 1.21), t(31) = 2.834, p = 0.008. However, the group’s difference between the people with prior knowledge of the characters and the others was insignificant (U(Nknowledgeable = 13, Nthe other = 20) = 125.5, z = 0.167, p = 0.867). The result implies that the teenagers required more time per character than the adults did, regardless of prior knowledge. This should be interpreted in relation with discussions on ‘engagement time’, as the time spent on a task factor should be a more effective and efficient than a simply measuring the increase that deteriorates as the learning progresses [57].




5.4. Lessons for Future Development


According to Tan [81], the ease of use of an e-learning system has an impact on how useful it is perceived to be. This perception, in turn, influences both the attitude of the users towards the system, as well as their intention to use it, which eventually affects the actual usage of the system. Thus, the usability of Logogram VR makes it a suitable system for Hanja learners, particularly adolescents. However, we also found some suggestions for the enhancement of it in the interview.



Whereas walking and interacting with the environment was mostly praised by participants, most of complaints focused on the treadmill, including two responses on the shoes in the earlier section. Indeed, the participants were fond of the walking part of the system (“P9: Walking in the forest was the most interesting part of the game while engaged with the learning content”). However, they raised questions on whether the treadmill is the best method of implementing such a function (“P9: the floor was too slippery”, “P20: P27: treadmill was not as natural as free walking”, “the treadmill did not bring adequate sense of speed that matches the visual experience”). There were some opinions about the need for more natural and realistic interactions for turning (“P32: The system should enable freer change of walking orientation”). Since walking was found to be the most enjoyable aspect of the system, removing the discomfort associated with using a treadmill will make the system more efficient and cost effective. New and efficient methods for free locomotion in VR spaces are gaining attention (e.g., walking in place [82,83] and re-directed walking [84,85,86], etc.), and these can be applied to this system, allowing a more affordable implementation of the system.



Some of the participants suggested learning by repetition (“P15: The system should support repeated learning.”). Repetition is basis of a language acquisition as it is related to the automaticity for spontaneous language production [87]. In an empirical study, better L2 performance was obtained with repetition [88]. However, it conversely affected the willingness to learn and enjoy it [88]. Similarly, in a Chinese learning classroom, it was described as being “boring” [7]. All of these aspects must be carefully considered to provide a better learning experience in future work.



Some people also commented about the motion fidelity (P12: “the discrepancy between actual movement and its reflection in VR should be narrowed”). The visual fidelity (P5 and P29: “graphical realism”) and display resolution (“P4: the display needs to be improved to be more realistic”) were also mentioned during the interview. These factors should be designed in harmony with each other to prevent severe motion sickness.




5.5. Needs for More Extensive Investigations


We designed our custom questionnaires referring to established questionnaires (e.g., the Presence Questionnaire [89], the E2I scale [76], and the Virtual Reality Sickness Questionnaire [90], etc.) in extant research. The entire questionnaire was reduced to simple items to capture the immediate reactions from people of various ages (Minage = 10, Maxage = 60), since the desirable playtime is short (approximately seven minutes). However, questionnaires with a higher number of items will further validate the findings.



The primary target of the system is teenagers, since most of the first and second language acquisition happens during that particular period. Yet, language education is also an important part of lifelong education, and an increasing number of elderly people are participating in L2 learning. The study will guide lessons for embodied logogram learning strategies for elderly people when a greater number of older adults is involved. In the current stage, we could only involve three older adults aged 60+, leaving an insufficient amount of survey data for the statistical analysis. Considering the gap in familiarity with VR media and the hesitancy of adopting new technologies, elderly people may report different results from those of teenagers and younger adults. Given the aging-related decline in memory and other cognitive capabilities that elderly people might encounter, the experience of older people with the embodied learning strategy should also be investigated in the future.



The virtual agent was found to be the least relevant element in terms of the enjoyment that Logogram VR provides, with only 6% of the participants in experiment 2 responding that it was the most enjoyable aspect. Depending on the user preferences, the function of the virtual agent could potentially be replaced with more conventional instructional approaches, such as written or spoken commands.




5.6. Limitations and Future Work


The overall usability and user experience provided by the system were the focuses of our research, as this was a first attempt to provide embodied logogram learning to the public. We verified that the embodied virtual reality approach brings an enjoyable, immersive, engaging, and helpful logogram learning experience. The usability and learning experience of an educational system is important for a successful learning [17,62]. Empirical studies show that interactivity, fun, and enjoyment positively affect the learning results [59,60,61] by inducing greater retention [60].



However, for an educational system, the learning that a system supports should also be investigated [74]. Indeed, 2/3 of the VR language learning research include learning gain-related metrics [91]. The current study has shown that an embodied VR approach can be an effective way to provide enjoyable learning experiences for teenagers. Future research should conduct a long-term experiment to evaluate the learning outcome with the detailed assessment and classification of the knowledge of the learner group in order to further validate the effectiveness of the system. This could be achieved by comparing the results to those results obtained from traditional methods such as books, tutors, or other e-learning methods.



We set the Chinese characters for ‘cloud’, ‘rain’, and ‘thunder’ as the learning content in our user studies. The system successfully integrated the meaning of the chosen characters in the VR environment. However, it is likely that additional explanations or more complex VR scenarios are required for learning abstract words. This may influence the time spent on a task that, which user attention and engagement. The usability of and user experience with the system when they are learning logograms for abstract concepts should also be investigated to guarantee the widespread adoption of the system.





6. Conclusions


In this paper, we introduced Logogram VR, an embodied virtual reality edutainment system for learning Hanja, the Korean rendering of Chinese characters, which is a form of logographic writing. The VR system employs an embodied learning approach by demonstrating the meaning of each character and the user’s physical activities in a gamified environment. We verified the practicality of the platform through a user study investigating its overall usability and demonstrated it at a design exhibition to disseminate it to a wider audience.



The users perceived the system to be enjoyable, engaging, immersive, and helpful for learning logograms, while it did not cause motion sickness. Specifically, the users indicated that gamified actions through gestures and walking were the most fun part of the game, demonstrating the effectiveness of an embodiment strategy. Our study results revealed that the embodied learning approach via gamified VR is best suited for adolescents, indicating the system’s applicability to students.



The work contributes to the field of embodied learning by introducing an enjoyable method of logogram edutainment. The novelty of the suggested technique is the exploitation of logograms that feature thousands of distinct words for the construction of learning content and a corresponding virtual reality environment. While it revealed the effectiveness of the embodied logogram learning among teenagers, it also evokes the necessity for additional aids for adults to learn to use the system without technical support. Additionally, the desirable playtime and quantity of characters, as well as preferred time per characters might be employed for future studies when researchers consider the discussions of the configurable task volume and the ‘engagement time’. Potential future work involves a scenario design with more abstract words, more convenient methods of virtual reality locomotion for embodied learning, as well as more extensive user studies with diverse populations.







Author Contributions


Conceptualization, G.K.; methodology, G.K. and S.K.; software, E.A.; data curation, E.A.; formal analysis, G.K.; writing—original draft preparation, G.K. and E.A.; writing—review and editing, G.K. and S.K.; supervision, S.K. All authors have read and agreed to the published version of the manuscript.




Funding


This research was supported in part by the National Research Foundation of Korea (NRF) funded by the MSIT (2021R1A4A1030075), in part by the Korea Institute of Energy Technology Evaluation and Planning (KETEP) and the Ministry of Trade, Industry & Energy (MOTIE) of the Republic of Korea (No. 20204010600340), and in part by the IITP grant funded by the MSIT (No. 2019-0-01842, AI Graduate School Program (GIST)).




Institutional Review Board Statement


The study was conducted according to the guidelines of the Declaration of Helsinki, and approved by the Institutional Review Board of Gwangju Institute of Science and Technology. (Protocol code 20190510-HR-45-02-02, approved on 10 May 2019).




Informed Consent Statement


Informed consent was obtained from all subjects involved in the study.




Data Availability Statement


The data presented in this study are available on request from the corresponding author.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Pae, H.K. Chinese, Japanese, and Korean writing systems: All East-Asian but different scripts. In Script Effects as the Hidden Drive of the Mind, Cognition, and Culture; Literacy Studies; Springer: Berlin/Heidelberg, Germany, 2020; pp. 71–105. [Google Scholar] [CrossRef]

	



Chinese, Mandarin at Ethnologue. In Ethnologue: Languages of the World, 25th ed.; SIL International: Dallas, TX, USA, 2022.

	



Man, J. Alpha Beta: How 26 Letters Shaped the Western World; Barnes and Noble: New York, NY, USA, 2005. [Google Scholar]

	



Wolf, M. Proust and the Squid: The Story and Science of the Reading Brain; Icon Books: Cambridge, UK, 2010. [Google Scholar]

	



Shen, H.H. An investigation of Chinese-character learning strategies among non-native speakers of Chinese. System 2005, 33, 49–68. [Google Scholar] [CrossRef]

	



Samimy, K.; Lee, Y.A. Beliefs about Language Learning: Perspectives of First-Year Chinese Learners and Their Instructors; Foreign Language Publications: Beijing, China, 1996. [Google Scholar]

	



Xie, Y.; Ryder, L.; Chen, Y. Using interactive virtual reality tools in an advanced Chinese language class: A case study. TechTrends 2019, 63, 251–259. [Google Scholar] [CrossRef]

	



Xie, Y.; Chen, Y.; Ryder, L.H. Effects of using mobile-based virtual reality on Chinese L2 students’ oral proficiency. Comput. Assist. Lang. Learn. 2019, 34, 225–245. [Google Scholar] [CrossRef]

	



Hostetter, A.B.; Alibali, M.W. Visible embodiment: Gestures as simulated action. Psychon. Bull. Rev. 2008, 15, 495–514. [Google Scholar] [CrossRef]

	



Tan, L.H.; Laird, A.R.; Li, K.; Fox, P.T. Neuroanatomical correlates of phonological processing of Chinese characters and alphabetic words: A meta-analysis. Hum. Brain Mapp. 2005, 25, 83–91. [Google Scholar] [CrossRef]

	



Psotka, J. Immersive training systems: Virtual reality and education and training. Instr. Sci. 1995, 23, 405–431. [Google Scholar] [CrossRef]

	



Savage, B.L.; Hughes, H.Z. How does short-term foreign language immersion stimulate language learning? Front. Interdiscip. J. Study Abroad 2014, 24, 103–120. [Google Scholar] [CrossRef]

	



Zhang, M. Virtual situated learning of spoken English based on Computer Simulation Technology. Int. J. Emerg. Technol. Learn. 2020, 15, 206. [Google Scholar] [CrossRef]

	



Garcia, S.; Laesker, D.; Caprio, D.; Kauer, R.; Nguyen, J.; Andujar, M. An immersive virtual reality experience for learning Spanish. In Learning and Collaboration Technologies. Ubiquitous and Virtual Environments for Learning and Collaboration, Proceedings of the International Conference on Human-Computer Interaction, Orlando, FL, USA, 26–31 July 2019; Springer: Berlin/Heidelberg, Germany, 2019; pp. 151–161. [Google Scholar] [CrossRef]

	



Perry, B. Gamifying french language learning: A case study examining a quest-based, Augmented Reality Mobile Learning-Tool. Procedia-Soc. Behav. Sci. 2015, 174, 2308–2315. [Google Scholar] [CrossRef]

	



Kaplan-Rakowski, R.; Gruber, A. One-on-one foreign language speaking practice in high-immersion virtual reality. In Contextual Language Learning; Chinese Language Learning Sciences; Springer: Cham, Switzerland, 2021; pp. 187–202. [Google Scholar] [CrossRef]

	



Koyama, M.S.; Hansen, P.C.; Stein, J.F. Logographic kanji versus phonographic kana in literacy acquisition. Ann. New York Acad. Sci. 2008, 1145, 41–55. [Google Scholar] [CrossRef]

	



Kosmas, P.; Ioannou, A.; Zaphiris, P. Implementing embodied learning in the classroom: Effects on children’s memory and language skills. Educ. Media Int. 2018, 56, 59–74. [Google Scholar] [CrossRef]

	



Lindgren, R.; Johnson-Glenberg, M. Emboldened by embodiment: Six precepts for research on embodied learning and mixed reality. Educ. Res. 2013, 42, 445–452. [Google Scholar] [CrossRef]

	



Skulmowski, A.; Pradel, S.; Kühnert, T.; Brunnett, G.; Rey, G.D. Embodied learning using a tangible user interface: The effects of haptic perception and selective pointing on a spatial learning task. Comput. Educ. 2016, 92–93, 64–75. [Google Scholar] [CrossRef]

	



Barsalou, L.W. Grounded cognition. Annu. Rev. Psychol. 2008, 59, 617–645. [Google Scholar] [CrossRef]

	



Macedonia, M. Embodied learning: Why at school the mind needs the body. Front. Psychol. 2019, 10, 2098. [Google Scholar] [CrossRef]

	



Repetto, C.; Serino, S.; Macedonia, M.; Riva, G. Virtual reality as an embodied tool to enhance episodic memory in elderly. Front. Psychol. 2016, 7, 1839. [Google Scholar] [CrossRef] [PubMed]

	



Abrahamson, D.; Bakker, A. Making sense of movement in embodied design for Mathematics Learning. Cogn. Res. Princ. Implic. 2016, 1, 33. [Google Scholar] [CrossRef]

	



Smith, C.P.; King, B.; Hoyte, J. Learning angles through movement: Critical Actions for developing understanding in an embodied activity. J. Math. Behav. 2014, 36, 95–108. [Google Scholar] [CrossRef]

	



Johnson-Glenberg, M.C.; Megowan-Romanowicz, C.; Birchfield, D.A.; Savio-Ramos, C. Effects of embodied learning and digital platform on the retention of physics content: Centripetal force. Front. Psychol. 2016, 7, 1819. [Google Scholar] [CrossRef]

	



Gelsomini, M.; Leonardi, G.; Garzotto, F. Embodied learning in immersive smart spaces. In Proceedings of the CHI Conference on Human Factors in Computing Systems, Honolulu, HI, USA, 25–30 April 2020. [Google Scholar] [CrossRef]

	



Kosmas, P.; Zaphiris, P. Words in action: Investigating students’ language acquisition and emotional performance through Embodied Learning. Innov. Lang. Learn. Teach. 2019, 14, 317–332. [Google Scholar] [CrossRef]

	



Xu, X.; Ke, F. Embodied interaction: Learning Chinese characters through body movements. Lang. Learn. Technol. 2020, 24, 3. [Google Scholar]

	



Vazquez, C.; Xia, L.; Aikawa, T.; Maes, P. Words in motion: Kinesthetic language learning in virtual reality. In Proceedings of the 18th International Conference on Advanced Learning Technologies (ICALT), Mumbai, India, 9–13 July 2018. [Google Scholar] [CrossRef]

	



Schmidt, M.; Benzing, V.; Wallman-Jones, A.; Mavilidi, M.-F.; Lubans, D.R.; Paas, F. Embodied learning in the classroom: Effects on primary school children’s attention and Foreign Language Vocabulary Learning. Psychol. Sport Exerc. 2019, 43, 45–54. [Google Scholar] [CrossRef]

	



Knop, S.D. The embodied teaching of complex verbal constructions with German placement verbs and spatial prepositions. Rev. Cogn. Linguist. 2020, 18, 131–161. [Google Scholar] [CrossRef]

	



Ratcliffe, J.; Tokarchuk, L. Presence, embodied interaction and motivation: Distinct Learning Phenomena in an Immersive Virtual Environment. In Proceedings of the 28th ACM International Conference on Multimedia, Seattle, WA, USA, 12–16 October 2020. [Google Scholar] [CrossRef]

	



Repetto, C. The use of virtual reality for language investigation and learning. Front. Psychol. 2014, 5, 1280. [Google Scholar] [CrossRef] [PubMed]

	



Repetto, C.; Cipresso, P.; Riva, G. Virtual action and real action have different impacts on comprehension of concrete verbs. Front. Psychol. 2015, 6, 176. [Google Scholar] [CrossRef]

	



Macedonia, M.; Repetto, C. Brief multisensory training enhances second language vocabulary acquisition in both high and low performers. Int. J. Learn. Teach. Educ. Res. 2016, 15, 3. [Google Scholar]

	



Lagacé, S.; Guérard, K. When Motor Congruency modulates immediate memory for objects. Acta Psychol. 2015, 157, 65–73. [Google Scholar] [CrossRef]

	



Van Dam, W.O.; Rueschemeyer, S.-A.; Bekkering, H.; Lindemann, O. Embodied grounding of memory: Toward the effects of motor execution on memory consolidation. Q. J. Exp. Psychol. 2013, 66, 2310–2328. [Google Scholar] [CrossRef]

	



Pulvermüller, F. Words in the brain’s language. Behav. Brain Sci. 1999, 22, 253–279. [Google Scholar] [CrossRef]

	



Motejlek, J.; Alpay, E. Taxonomy of virtual and augmented reality applications in Education. IEEE Trans. Learn. Technol. 2021, 14, 415–429. [Google Scholar] [CrossRef]

	



Rho, E.; Chan, K.; Varoy, E.J.; Giacaman, N. An experiential learning approach to learning manual communication through a virtual reality environment. IEEE Trans. Learn. Technol. 2020, 13, 477–490. [Google Scholar] [CrossRef]

	



Radu, I.; MacIntyre, B. Using children’s developmental psychology to guide augmented-reality design and usability. In Proceedings of the International Symposium on Mixed and Augmented Reality (ISMAR), Atlanta, GA, USA, 5–8 November 2012. [Google Scholar] [CrossRef]

	



Ibrahim, A.; Huynh, B.; Downey, J.; Hollerer, T.; Chun, D.; O’donovan, J. Arbis pictus: A Study of Vocabulary Learning with Augmented Reality. IEEE Trans. Vis. Comput. Graph. 2018, 24, 2867–2874. [Google Scholar] [CrossRef]

	



Palmas, F.; Cichor, J.; Plecher, D.A.; Klinker, G. Acceptance and effectiveness of a virtual reality public speaking training. In Proceedings of the International Symposium on Mixed and Augmented Reality (ISMAR), Beijing, China, 14–18 October 2019. [Google Scholar] [CrossRef]

	



Idaewor, H. Using culturally responsive narratives in virtual reality to influence cognition and self efficacy. In Proceedings of the Conference on Virtual Reality and 3D User Interfaces (VR), Osaka, Japan, 23–27 March 2019. [Google Scholar] [CrossRef]

	



Ashtari, N.; Bunt, A.; McGrenere, J.; Nebeling, M.; Chilana, P.K. Creating augmented and virtual reality applications: Current practices, challenges, and opportunities. In Proceedings of the CHI Conference on Human Factors in Computing Systems, Honolulu, HI, USA, 25–30 April 2020. [Google Scholar] [CrossRef]

	



Chang, J.S.-K.; Yeboah, G.; Doucette, A.; Clifton, P.; Nitsche, M.; Welsh, T.; Mazalek, A. TASC: Combining virtual reality with tangible and embodied interactions to support spatial cognition. In Proceedings of the Conference on Designing Interactive Systems, Edinburgh, UK, 10–14 June 2017. [Google Scholar] [CrossRef]

	



Petersen, G.B.; Mottelson, A.; Makransky, G. Pedagogical agents in educational VR: An in the wild study. In Proceedings of the CHI Conference on Human Factors in Computing Systems, Yokohama, Japan, 8–13 May 2021. [Google Scholar] [CrossRef]

	



Dewe, H.; Gottwald, J.M.; Bird, L.-A.; Brenton, H.; Gillies, M.; Cowie, D. My virtual self: The role of movement in children’s sense of embodiment. IEEE Trans. Vis. Comput. Graph. 2022, 28, 4061–4072. [Google Scholar] [CrossRef]

	



Liao, M.-Y.; Sung, C.-Y.; Wang, H.-C.; Lin, W.-C. Virtual classmates: Embodying historical learners’ messages as learning companions in a VR classroom through comment mapping. In Proceedings of the Conference on Virtual Reality and 3D User Interfaces (VR), Osaka, Japan, 23–27 March 2019. [Google Scholar] [CrossRef]

	



Dewez, D.; Hoyet, L.; Lecuyer, A.; Argelaguet, F. Studying the inter-relation between locomotion techniques and embodiment in virtual reality. In Proceedings of the International Symposium on Mixed and Augmented Reality (ISMAR), Porto de Galinhas, Brazil, 9–13 November 2020. [Google Scholar] [CrossRef]

	



Wienrich, C.; Dollinger, N.; Kock, S.; Gramann, K. User-centered extension of a locomotion typology: Movement-related sensory feedback and spatial learning. In Proceedings of the Conference on Virtual Reality and 3D User Interfaces (VR), Osaka, Japan, 23–27 March 2019. [Google Scholar] [CrossRef]

	



Yadav, N.; Kang, J. The effects of partial proxy embodiment on the awareness of linear distance in omnidirectional treadmill enabled immersive virtual environment. Comput. Hum. Behav. Rep. 2022, 6, 100203. [Google Scholar] [CrossRef]

	



Irshad, S.; Rambli, D.R. Design implications for quality user experience in Mobile Augmented Reality Applications. In Advanced Computer and Communication Engineering Technology; Lecture Notes in Electrical Engineering; Springer: Berlin/Heidelberg, Germany, 2015; pp. 1283–1294. [Google Scholar] [CrossRef]

	



Wang, C.H.; Lo, W.J.; Wang, M.J.J. Usability evaluation of Augmented Reality-based Maintenance Instruction System. Hum. Factors Ergon. Manuf. Serv. Ind. 2021, 32, 239–255. [Google Scholar] [CrossRef]

	



Nischelwitzer, A.; Lenz, F.-J.; Searle, G.; Holzinger, A. Some aspects of the development of low-cost augmented reality learning environments as examples for future interfaces in technology enhanced learning. In Universal Access in Human-Computer Interaction. Applications and Services; Lecture Notes in Computer Science; Springer: Berlin/Heidelberg, Germany, 2007; pp. 728–737. [Google Scholar] [CrossRef]

	



Hartshorne, J.K.; Tenenbaum, J.B.; Pinker, S. A critical period for second language acquisition: Evidence from 2/3 million English speakers. Cognition 2018, 177, 263–277. [Google Scholar] [CrossRef]

	



Matusz, P.J.; Broadbent, H.; Ferrari, J.; Forrest, B.; Merkley, R.; Scerif, G. Multi-modal distraction: Insights from Children’s limited attention. Cognition 2015, 136, 156–165. [Google Scholar] [CrossRef]

	



Chan, S.C.H.; Wan, C.L.J.; Ko, S. Interactivity, active collaborative learning, and learning performance: The moderating role of perceived fun by using personal response systems. Int. J. Manag. Educ. 2019, 17, 94–102. [Google Scholar] [CrossRef]

	



Lucardie, D. The impact of fun and enjoyment on adult’s learning. Procedia-Soc. Behav. Sci. 2014, 142, 439–446. [Google Scholar] [CrossRef]

	



Rambli, D.R.; Matcha, W.; Sulaiman, S. Fun learning with ar alphabet book for preschool children. Procedia Comput. Sci. 2013, 25, 211–219. [Google Scholar] [CrossRef]

	



Chen, Y.L. Students’ attitude toward learning and practicing English in a VR environment. In Innovative Technologies and Learning; Lecture Notes in Computer Science; Springer: Berlin/Heidelberg, Germany, 2020; pp. 128–136. [Google Scholar] [CrossRef]

	



Lee, J. Problem-based gaming via an augmented reality mobile game and a printed game in Foreign Language Education. Educ. Inf. Technol. 2020, 27, 743–771. [Google Scholar] [CrossRef]

	



Dalsgaard, P.; Halskov, K.; Iversen, O.S. Participation Gestalt: Analysing Participatory Qualities of Interaction in Public Space. In Proceedings of the CHI Conference on Human Factors in Computing Systems, San Jose, CA, USA, 7–12 May 2016. [Google Scholar] [CrossRef]

	



Chen, T.; Hartshorne, J.K. More evidence from over 1.1 million subjects that the critical period for syntax closes in late adolescence. Cognition 2021, 214, 104706. [Google Scholar] [CrossRef] [PubMed]

	



Kesharwani, A. Do (how) Digital Natives adopt a new technology differently than digital immigrants? A longitudinal study. Inf. Manag. 2020, 57, 103170. [Google Scholar] [CrossRef]

	



Rowe, M.L.; Silverman, R.D.; Mullan, B.E. The role of pictures and gestures as nonverbal aids in preschoolers’ word learning in a novel language. Contemp. Educ. Psychol. 2013, 38, 109–117. [Google Scholar] [CrossRef]

	



Matsuo, K.; Kato, C.; Okada, T.; Moriya, T.; Glover, G.H.; Nakai, T. Finger movements lighten neural loads in the recognition of ideographic characters. Cogn. Brain Res. 2003, 17, 263–272. [Google Scholar] [CrossRef]

	



Brill, K.A.; Morganshort, K. The role of procedural memory in Adult Second Language Acquisition. Proc. Annu. Meet. Cogn. Sci. Soc. 2012, 36, 260–265. [Google Scholar] [CrossRef]

	



Morgan-Short, K.; Faretta-Stutenberg, M.; Brill-Schuetz, K.A.; Carpenter, H.; WONG, P.C.M. Declarative and procedural memory as individual differences in second language acquisition. Biling. Lang. Cogn. 2013, 17, 56–72. [Google Scholar] [CrossRef]

	



Avila, L.; Bailey, M. Virtual reality for the Masses. IEEE Comput. Graph. Appl. 2014, 34, 103–104. [Google Scholar] [CrossRef]

	



Reschly, A.L.; Christenson, S.L. Jingle, jangle, and conceptual haziness: Evolution and future directions of the engagement construct. In Handbook of Research on Student Engagement; Springer: Berlin/Heidelberg, Germany, 2012; pp. 3–19. [Google Scholar] [CrossRef]

	



Mai, C.; Wiltzius, T.; Alt, F.; Hußmann, H. Feeling alone in public: Investigating the influence of spatial layout on users’ VR experience. In Proceedings of the Nordic Conference on Human-Computer Interaction, Oslo, Norway, 29 September–3 October 2018. [Google Scholar] [CrossRef]

	



Othman, M.K.; Nogoibaeva, A.; Leong, L.S.; Barawi, M.H. Usability evaluation of a virtual reality smartphone app for a living museum. Univers. Access Inf. Soc. 2021, 21, 995–1012. [Google Scholar] [CrossRef]

	



Brooke, J. Sus: A ‘quick and dirty’ usability scale. In Usability Evaluation in Industry; CRC Press: Boca Raton, FL, USA, 1996; pp. 207–212. [Google Scholar] [CrossRef]

	



Lin, J.J.-W.; Duh, H.B.L.; Parker, D.E.; Abi-Rached, H.; Furness, T.A. Effects of field of view on presence, enjoyment, memory, and simulator sickness in a virtual environment. In Proceedings of the Virtual Reality 2002, Orlando, FL, USA, 24–28 March 2002. [Google Scholar] [CrossRef]

	



Lewis, J.R.; Sauro, J. The factor structure of the system usability scale. In Human Centered Design; Springer: Berlin/Heidelberg, Germany, 2009; pp. 94–103. [Google Scholar] [CrossRef]

	



Bangor, A.; Kortum, P.T.; Miller, J.T. An empirical evaluation of the system usability scale. Int. J. Hum. Comput. Interact. 2008, 24, 574–594. [Google Scholar] [CrossRef]

	



Aaron, B.; Kortum, P.; Miller, J. Determining what individual SUS scores mean: Adding an adjective rating scale. J. Usability Stud. 2009, 4, 114–123. [Google Scholar]

	



Jerome, C.; Darnell, R.; Oakley, B.; Pepe, A. The effects of presence and time of exposure on simulator sickness. Proc. Hum. Factors Ergon. Soc. Annu. Meet. 2005, 49, 2258–2262. [Google Scholar] [CrossRef]

	



Tan, P.J. English e-learning in the virtual classroom and the factors that influence ESL (English as a Second language): Taiwanese citizens’ acceptance and use of the modular object-oriented dynamic learning environment. Soc. Sci. Inf. 2015, 54, 211–228. [Google Scholar] [CrossRef]

	



Lee, J.; Ahn, S.C.; Hwang, J.-I. A walking-in-place method for virtual reality using position and orientation tracking. Sensors 2018, 18, 2832. [Google Scholar] [CrossRef]

	



Tregillus, S.; Folmer, E. VR-Step: Walking-in-Place using Inertial Sensing for Hands Free Navigation in Mobile VR Environments. In Proceedings of the CHI Conference on Human Factors in Computing Systems, San Jose, CA, USA, 7–12 May 2016. [Google Scholar] [CrossRef]

	



Nilsson, N.C.; Peck, T.; Bruder, G.; Hodgson, E.; Serafin, S.; Whitton, M.; Steinicke, F.; Rosenberg, E.S. 15 years of research on redirected walking in immersive virtual environments. IEEE Comput. Graph. Appl. 2018, 38, 44–56. [Google Scholar] [CrossRef]

	



Rietzler, M.; Deubzer, M.; Dreja, T.; Rukzio, E. Telewalk: Towards free and endless walking in room-scale virtual reality. In Proceedings of the CHI Conference on Human Factors in Computing Systems, Honolulu, HI, USA, 25–30 April 2020. [Google Scholar] [CrossRef]

	



Rietzler, M.; Gugenheimer, J.; Hirzle, T.; Deubzer, M.; Langbehn, E.; Rukzio, E. Rethinking redirected walking: On the use of curvature gains beyond perceptual limitations and revisiting bending gains. In Proceedings of the International Symposium on Mixed and Augmented Reality (ISMAR), Munich, Germany, 16–20 October 2018. [Google Scholar] [CrossRef]

	



Hall, J.K.; Verplaetse, L.S. Second and Foreign Language Learning through Classroom Interaction; Routledge: New York, NY, USA, 2012. [Google Scholar]

	



Seibert Hanson, A.E.; Brown, C.M. Enhancing L2 learning through a mobile assisted spaced-repetition tool: An effective but bitter pill? Comput. Assist. Lang. Learn. 2019, 33, 133–155. [Google Scholar] [CrossRef]

	



Witmer, B.G.; Singer, M.J. Measuring presence in virtual environments: A presence questionnaire. Presence Teleoperators Virtual Environ. 1998, 7, 225–240. [Google Scholar] [CrossRef]

	



Kim, H.K.; Park, J.; Choi, Y.; Choe, M. Virtual reality sickness questionnaire (VRSQ): Motion sickness measurement index in a virtual reality environment. Appl. Ergon. 2018, 69, 66–73. [Google Scholar] [CrossRef]

	



Peixoto, B.; Pinto, R.; Melo, M.; Cabral, L.; Bessa, M. Immersive virtual reality for Foreign Language Education: A Prisma Systematic Review. IEEE Access 2021, 9, 48952–48962. [Google Scholar] [CrossRef]








[image: Applsci 13 01627 g001 550] 





Figure 1. (A) Hardware settings; (B) example set-up at a design exhibition. Logogram VR comprises a head-mounted display, VR controllers, a treadmill, and a computer to execute the software. 
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Figure 2. Exemplary characters in the Logogram VR’s user scenarios. (A) Rain, (B) cloud, and (C) thunder. 
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Figure 3. Program flow diagram. 
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Figure 4. Scenes in Logogram VR. The tested scenario includes: (S1) natural locomotion, (S2) virtual agent, (S3) writing practice (Chinese character stands for ‘rain’), (S4) speaking practice, (S5) content reflection, and (S6) user immersion with the word reflective content. 
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Figure 5. An overview of the experimental design. Experiment 1 evaluated the general usability, whereas experiment 2 tested and disseminated the users’ experienced to a larger community. The UX assessment questionnaires are shared by the both of the experiments. 
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Figure 6. SUS score of Logogram VR (N = 33). Teenagers perceived Logogram VR to be significantly more learnable than adults did (* p < 0.05). 
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Figure 7. Desirable playtime and number of characters for Logogram VR (N = 33). Teenagers required significantly more playtime per characters than adults did (** p < 0.01). 
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Figure 8. Comparison on the UX with Logogram VR between teenagers and adults (N = 158). Teenagers enjoyed significantly more reported significantly less sickness than adults did (* p < 0.05; ** p < 0.01). 
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Figure 9. The most enjoyable elements of Logogram VR (N = 125). Embodiment learning components such as walking, writing, speaking were rated to be the most enjoyable parts. 
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