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Abstract

:

In the recent past, the COVID-19 epidemic has impeded global economic progress and, by extension, all of society. This type of pandemic has spread rapidly, posing a threat to human lives and the economy. Because of the growing scale of COVID-19 cases, employing artificial intelligence for future prediction purposes during this pandemic is crucial. Consequently, the major objective of this research paper is to compare various deep learning forecasting algorithms, including auto-regressive integrated moving average, long short-term memory, and conventional neural network techniques to forecast how COVID-19 would spread in Saudi Arabia in terms of the number of people infected, the number of deaths, and the number of recovered cases. Three different time horizons were used for COVID-19 predictions: short-term forecasting, medium-term forecasting, and long-term forecasting. Data pre-processing and feature extraction steps were performed as an integral part of the analysis work. Six performance measures were applied for comparing the efficacy of the developed models. LSTM and CNN algorithms have shown superior predictive precision with errors of less than 5% measured on available real data sets. The best model to predict the confirmed death cases is LSTM, which has better RMSE and   R 2   values. Still, CNN has a similar comparative performance to LSTM. LSTM unexpectedly performed badly when predicting the recovered cases, with RMSE and   R 2   values of 641.3 and 0.313, respectively. This work helps decisionmakers and health authorities reasonably evaluate the status of the pandemic in the country and act accordingly.
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1. Introduction


The current outbreak of the COVID-19 pandemic has acted as a warning to global economic growth and, as a result, to society as a whole. Also, we know that this virus outbreak may cause dangerous threats to the lives of human individuals and the whole community because there are no specific, practical, proven treatments for fighting this virus [1]. Potential antiviral therapies, such as plasma transfusion, are precarious and are carefully implemented in the clinical sector [2], and taking preventive measures such as hand washing and keeping social distancing between individuals is important. Also, using face masks may be a limitation to the spread of infection from one individual to another. Moreover, there is a particular obligation on health officials to control chronic situations to prevent disease outbreaks [3]. Production of vaccines in a newly effective way is essential, despite the importance of the antiviral drug used at this time as a treatment for coronavirus patients [4]. Neither a curing medication nor a preventative immunization has been considerably and effectively accessed. The outbreak of COVID-19 is again a disaster; it will hurt all countries’ economies. Unfortunately, many variants of the virus have been recently detected worldwide, and there exists no focused and guaranteed 100% treatment for this disease yet. Saudi Arabia is one of the countries that has been negatively affected by this pandemic. The country is in urgent need of developing forecasting models for the cases of coronavirus disease in the future. Because of the massive increase in COVID-19 instances, AI’s role is critical in the current scenario for effectively predicting the virus’s increased cases. Machine learning as a branch of AI and its applications in the field of interest can help mitigate this issue effectively in terms of cost, effectiveness, and reliability.



In this paper, time-series data based on deep learning algorithms are employed for a comparative assessment for forecasting COVID-19 cases, in which three models were built using three different algorithms; auto-regressive integrated moving average (ARIMA), long short-term memory (LSTM), and convolutional neural network (CNN). The paper focuses mainly on Saudi Arabia for three periods; short-term, medium-term, and long-term. Therefore, this work will help decisionmakers reasonably evaluate the status of the pandemic in the country and act accordingly. Furthermore, the development of KSA-wise prediction deep learning-based models for predicting pandemic spread in this country is a first-of-its-kind work.



In light of the reasoning above, the major focus of this paper is to forecast the spread of COVID-19 cases using historical transmission time-series data and hypothesis analysis in Saudi Arabia. The novelty of this research work can be summarized as follows: this study’s objective is to compare various forecasting algorithms, including ARIMA, LSTM, and CNN techniques, to forecast how COVID-19 would spread in Saudi Arabia in terms of the number of people infected, the number of deaths, and the number of recovered cases. There are three different time horizons used in this paper for COVID-19 prediction: short-term forecasting, medium-term forecasting, and long-term forecasting. They give the study solidarity, comprehensiveness, and sufficiency. The precision of the different forecasts is compared, and the best model is then chosen based on the various performance measures and statistical hypothesis analysis. This research work is the first of its kind to build country-wide forecasting models based on deep learning approaches to predict the spread of COVID-19 cases in Saudi Arabia. The work helps decisionmakers and health authorities reasonably evaluate the status of the pandemic in the country and act accordingly. The work introduced in this paper can help future researchers build city-wide forecasting models to predict the spread of the COVID-19 cases in major cities in Saudi Arabia, such as Riyadh and Mecca.




2. Related Work


Some literature studies try to foresee the spread of the coronavirus infection and examine the phase of the transmission. This section discusses recent publications in the literature related to this subject.



Deep Learning and COVID-19 Forecasting


Several studies focused on forecasting coronavirus transmission in various parts of the world were interested in analyzing the states of this virus’s spread. Here we will discuss the most critical publications at present and their research contributions.



A mathematical model was implemented by Kucharski et al., which uses serial Monte Carlo simulations where the rate of early virus transmission is determined by calculating the average number of daily reproduction, or the time-varying basic reproduction number called Rt in various measures, such as the proportion of confirmed cases. Suppose the communication becomes homogeneous, and the risk of spreading the disease increases [5]. In addition, the transmission of the virus was controlled by deriving a mathematical model that relies on isolation and contact tracing. The delay in the back of symptoms is determined, and isolation leads to an increase in the probability of spreading the virus. There is doubt about identifying symptoms if the stage is early and a lower evaluation test threshold, which lengthens the wait in detecting signs. It is expected that there will be an effect on more people [6]. It is also possible to take advantage of modern technologies to obtain various predictions for different aspects of the answer to COVID-19 using AI, machine learning, deep learning, and massive data. Below are some of the critical ways technologies can be used, such as early diagnosis of many diseases, contact tracing, development of drugs and vaccines, making predictions of future cases, etc. [7]. Another study used a clustering algorithm known as K-means; this is an unsupervised machine learning algorithm. The aim is to gather COVID-19 data for various predictive variables and concepts. The model assisted in studying the state of countries infected by coronavirus or those that are very likely to be affected by it shortly [8]. Additionally, some recent works aimed at predicting cases of coronavirus are illustrated. For instance, in 2020, Butt et al. developed a CNN system to discover coronavirus patients. This was done by employing a computerized tomography (CT) scan that scans the chest. Better results were obtained using the CNN model in that detection of COVID-19 via a CT scan is performed to examine the chest by comparing the conventional RT-PCR test. Overall, the CNN model is a COVID-19 infection detection model that is both accurate and fast [9]. In addition, Huang et al., in their study, used one of the deep learning algorithms for chest tomography of patients who were infected with coronavirus to determine the impact on the lungs of those infected, where the coronavirus patients were classified as moderate; based on CT scan findings, cases are categorized as mild, serious, or critical. Using a chest X-ray as well as a health assessment and lab findings, a deep learning algorithm was applied to determine the extent of the patient’s lung disease. The researchers found that lung opacity assessment using a chest CT scan differed greatly from the assessment of clinical groups, insisting that the model can eliminate the subjectivity that resulted from the initial evaluation in the original estimation of the coronavirus results [10].



On the other hand, Mai et al. developed a joint-based model, which includes a CNN in addition to a random tree, a support vector machine (SVM), random forest, and the result of a CT scan of the chest and non-imaging clinical information with the aim of early prediction of the coronavirus infection. The CNN is applied to a tomography image. Other algorithms for coronavirus have been classified using clinical information that is invisible and using a set of outputs from the CNN algorithm and various other algorithms to predict the patient’s infection with the virus. Using these three models, the diagnostic tool can quickly detect patients with coronavirus [11]. Loey et al. diagnosed coronavirus in patients by developing a generative adversarial network (GAN) and a CNN variant. However, the data gleaned from the virus are insufficient, since the GAN was used to produce a huge number of X-ray images. In addition to that, they used the GoogLeNet and AlexNet applications, as well as the ResNet18 application, as models of deep transfer learning. Whereas GoogLeNet and AlexNet scored 80%, 85.4%, and 100%, respectively, the method that they developed can work in the early detection of coronavirus patients and thus help the radiologist detect the virus [12].



In 2020, Ucar and Korkmaz developed a model for diagnosing COVID-19 patients using SqueezeNet (pre-defined CNN), X-ray images, and the Bayesian optimization method. The parameters that exceed the network pressure have been improved by SqueezeNet and were implemented using the Bayesian optimization technique, with X-ray images labeled plain, pneumonia, and COVID-19, which is based on Bayesian optimization to diagnose coronavirus, to answer the question: where is it? Based on Bayesian philosophy, basic diagnostic instruments were outperformed by SqueezeNet [13]. Tiwari et al., in 2020, created a machine learning model that forecasts the number of cases infected with coronavirus and recovery cases. Based on data from China, the number of deaths in the Indian state indicated that the prediction for the virus reached its peak in April 2020, starting in the third week and ending in the fourth week. The Indian government benefits from this research, as it makes appropriate decisions to mitigate the spread of coronavirus and limit its spread [14]. In 2020, Qiang et al. predicted the risk of possible infection of non-human origin coronavirus from the spike protein for immediate warning via the random forest algorithm. It consists of data that are known as the resulting genome data of the origin of the non-human coronavirus (positive) and the origin of the human coronavirus (negative), where it is used in random forest algorithm training to predict the origin of the non-human coronavirus. The random forest model estimated the origin of the non-human coronavirus with high precision, according to the findings. This study is useful in tracking the coronavirus genome’s mutation and exploring the dynamics of evolution in simple development, fast development, and large-scale development [15].



Furthermore, in 2020, Ke et al. used two models of machine learning to identify already marketed drugs that could be used in treating patients with coronavirus. They collected a set of data to refine the two models. Whereas the first model was based on drugs that were both successful and usually antiviral, the second model relied on protease inhibitors that are similar to the main protease found in coronaviruses. It predicts which drugs have the most effectiveness against viruses through a test called the multiplication of the peritonitis virus, which leads to infection of cells. The reactions of the machine learning model were the results of the test. Finally, 80 drugs with efficacy and ability to combat coronavirus-induced peritonitis were identified [16].



As well, Kirbas and his colleagues executed a comprehensive comparative assessment of some of the available time-series algorithms for modeling and predicting the coronavirus’s accumulated confirmed cases and the overall rates of increase in some European countries. The ARIMA is one of the algorithms used with the LSTM and the NARNN [17]. The prediction time horizon is 14 days ahead. The accumulated data of confirmed cases were collected from 8 different European nations, and the dataset up to 3 May 2020 was considered. The analysis shows that the LSTM model’s MAPE values are higher than the other models for achieving a prediction process.



Also, Chimmula and Zhang used the LSTM algorithm to forecast the next two weeks of confirmed coronavirus cases in both Canada and Italy. The analysis’s primary aim was to predict and compare the rate of increase in the number of confirmed cases in these two countries. In this analysis, the time horizon is considered short-term. The dataset used in the study on coronavirus cases is with the participation of Johns Hopkins University in the United States and the Canadian Health Authority. The obtained MAPE had a 92% accuracy. This high accuracy achieved by the LSTM algorithm proves its effectiveness in dealing with this problem [18].



In Saudi Arabia, Alzahrani et al. forecasted the daily increase in the confirmed cases of COVID-19, one month ahead of time. They used two popular algorithms, ARIMA and ARMA, where ARMA is used as a statistical analysis model. The datasets of COVID-19 cases were obtained from the Saudi Arabian government website. The result found that ARIMA outperformed ARMA [19]. However, in this study, no deep learning algorithms were used, and the time horizon is long and did not consider short-term intervals. Also, this study has not considered forecasting the recovered and death cases in the country. On the other hand, the linear regression model was used by Roseline et al. to predict the next eight days of confirmed cases in Nigeria, where the data were collected through the NCDC website. A confidence interval of 95% accuracy was achieved as a result [20]. Additionally, in India, Tomer and Gupta performed a prediction mission by adopting the LSTM deep learning algorithm to forecast the next month of both the confirmed and recovered case numbers, where the datasets of the study were collected from the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University. The LSTM had a 90% accuracy rate in predicting COVID-19 cases, according to the findings [21].



Likewise, Hawas used only the RNN deep learning algorithm to predict the next 30 and 40 days of Brazil’s confirmed cases of coronavirus. The data were also collected through the CSSE at Johns Hopkins University. The RNN achieved a forecasting accuracy of 60.17% [22]. Different algorithms were utilized by Papastefanopoulos et al. to predict the next week of confirmed dead and recovered cases in 10 countries. The algorithms used include ARIMA, TBAT, Prophet, and DeepAR, and their proposed model is the Holt–Winters additive model (HWAAS). The datasets used for that were collected mainly from the website of kaggle.com. The findings show that ARIMA and TBAT are better than the others in predicting virus cases [23].



Car et al. used an artificial neural network, the multilayer perceptron, to forecast the next month of the number of all confirmed, dead, and recovered cases globally. The study’s datasets were obtained from CSSE for cases that had been confirmed [24]. Moreover, the algorithms of RNN, LSTM, and VAE were utilized by Zeroual et al. to predict the next 17 days of confirmed, recovered cases for 6 states. The datasets for all six states were also collected from CSSE. Based on the error measures, the results found that variational autoencoder (VAE) forecasting capability is better than the other algorithms [25]. Arora et al. used four algorithms to forecast the next day or week of India’s confirmed cases. The information and data were gathered from the Ministry of Health and Family Welfare. The analysis showed that the bidirectional LSTM gives better results and minor errors [26]. Hemdan et al. suggested a deep learning transfer strategy to predict coronavirus patients automatically in which chest X-ray images were taken from coronavirus patients. A healthy person is used as data for the model. This data include 50 patients infected with coronavirus. From the shared GitHub repository, X-rays were taken. In addition, 50 X-rays of recovered and healthy people were taken from a Kaggle warehouse. According to the results, the model that was learned in advance and the residual network, which is denoted by ResNet50, have given a high prediction accuracy of 98%. This ratio is higher than the other models [27]. Also, in this study, the researchers developed a currency principle model based on the early detection of coronavirus using computed tomography images using various methods of machine learning, with a dataset was collected from the Societa Italiana di Radiologia Medica e Interventistica (SIRM). As the dataset contains 53 cases of coronavirus and includes a CT scan of 150 CT images, the correction areas were cut from the images. The SVM algorithm was used for extraction properties, as the best results were obtained from the occurrence matrix with an accuracy rate of 99.7% [28].



Likewise, Hu et al. proposed a model for epidemiological prediction. The model data were 15,384 and 36,602 clinically-confirmed and laboratory-confirmed cases, respectively. The data type was time series and was collected from Chinese news [29]. Gozes et al. developed a model to diagnose COVID-19. The model’s data included 157 patients. The data type was CT scan images of lungs and was collected from the testing dataset source at the hospital in Wenzhou, China, Chainz, and El-Camino Hospital [30].



Moreover, Yang et al. developed an epidemiological prediction model. The type of data used in this study was non imaged and was obtained through a collection of data reported by the Chinese National Health Commission in the outbreak of coronavirus [31]. Furthermore, Alok et al. analyzed the time series data of the five countries most affected by coronavirus to predict the spread of the epidemic. The data collected from the United States, Brazil, India, Russia, and Spain were forecasted for the next 77 days. The results obtained suggest that India and Brazil will reach 1.38 million and 2.47 million, while the United States will reach 4.29 million, with no cure for this epidemic [32]. Also, Tania et al. studied daily confirmed cases of COVID-19 data from Johns Hopkins University using the ARIMA algorithm, and the results showed that China and Thailand have a stable trend; at the same time, South Korea is decreasing and then becoming stable in the future, while Iran and Italy are unstable [33]. Hernandez et al. analyzed the spread of COVID-19 on 6 continents and predicted the spread of the virus. The ARIMA model was used for 145 countries distributed on different continents. The results showed a relationship between the spread of the virus and variables in the country such as humidity, climate, culture, etc. [34]. Afshin et al. have also used AI methodologies such as deep learning, which has gained more popularity than machine learning. A full survey of studies on the application of deep learning techniques in COVID-19 for diagnostic and mechanistic segmentation of the lungs is discussed [35]. Elsheikh et al. used the LSTM algorithm to predict the number of confirmed and recovered cases in Saudi Arabia. The accuracy of the model was evaluated using seven criteria for statistical evaluation, and reasonable prediction accuracy was obtained [36]. Marzouk et al. used the LSTM and CNN algorithms and a multilayer perceptron neural network on data from 14 February to 15 August 2020, for the country of Egypt. The results were evaluated for models through the coefficient of determination and RMSE. The LSTM model showed the best performance in predicting the number of cumulative injuries for a week and a month [37]. Interestingly, Akdi et al. developed an essential harmonic regression technique to reveal the daily infected cases’ hidden periodic structure. Their research study attempted to answer the question of whether there will be a second wave of the virus [38]. Additionally, a number of research works have appeared with a focus on the analysis of people’s feeling about the negative effects of coronavirus in several countries around the world, such as [39,40,41,42,43,44,45,46,47,48].



Consequently, this paper focuses on conducting a comparative assessment of deep learning algorithms for the prediction of the spread of the COVID-19 pandemic in KSA using real-time series data. The paper mainly concentrates on estimating short-term and medium-term but also also long-term forecasting time horizons regarding infections, recoveries, and deaths for coronavirus cases in the coming days, weeks, and months in Saudi Arabia.





3. Methods and Data


3.1. Methodology


The flowchart shown in Figure 1 is designed to demonstrate the methodology steps, presenting the sequence of the work as follows:




	(1)

	
Data Collection: The required dataset of COVID-19 in Saudi Arabia provided by the Ministry of Health.




	(2)

	
Pre-Analysis: Some analysis steps were made on the data to discover hidden patterns.




	(3)

	
Processing: Processing data and cleaning missing values or unimportant variables.




	(4)

	
Time Series Extraction: Extraction of a day, month, and year from collected data and making them into separate attributes for the analysis.




	(5)

	
Data Scaling: Scaling data is very important to get good performance when applying models.




	(6)

	
Building Models: It is the core step, where three models are built based on three different algorithms; LSTM, CNN, and ARIMA.




	(7)

	
Predicting Outcomes: For each model, we predict the outcomes of different cases in cities.




	(8)

	
Results of Analysis: After applying the models, the results of each algorithm are analyzed separately.










3.2. Research Datasets


Some governments have published a variety of publicly accessible data sources. Additionally, actual and real-time observations are available to be used for up-to-date real-time evaluations of COVID-19 event forecasting by researchers of interest. Saudi Arabia’s government is one of the first governments to make all data related to coronavirus infections publicly available to all interested researchers. The data provide complete transparency to support scientific research related to this pandemic. Such datasets can be downloaded through the website of Saudi Arabia’s Ministry of Health. Practically, all datasets on COVID-19 issued by the Ministry of Health of Saudi Arabia can also be accessed and found easily through the platform of King Abdullah Petroleum Studies and Research Center (KAPSARC). The time-series data of the overall Saudi Arabian cases of COVID-19 and the cases associated with each city and region are collected. For the analysis in this paper, there are three independent time-series datasets gathered as follows:




	(1)

	
Confirmed cases (newly infected cases).




	(2)

	
Recovered cases.




	(3)

	
Death/mortality cases.









The confirmed, recovered, and death cases were collected from 1 April 2020 to 31 May 2021 for our analysis and research purposes.




3.3. Data Preprocessing Steps


Data pre-processing is a necessary task before starting data analysis. The pre-processing includes several steps as follows:




	
Step 1: The dataset needs to be cleaned before applying the algorithm; in this step, we process the missing values and fill them with zero.



	
Step 2: Sort the date in ascending order starting with 1 April 2020.



	
Step 3: Extract day, month, and year from the date column for analysis.



	
Step 4: Split weekend days from weekdays and apply pivoting on the indicator column to get case type in different columns, then fill missing values with zero.



	
Step 5: Create and prepare a new dataset for each case daily and cumulatively for Saudi Arabia.









3.4. Selection of the Deep Learning Algorithms


Three different types of deep learning algorithms were selected, demonstrated briefly in the following sections:




	(1)

	
Long short-term memory (LSTM)




	(2)

	
Convolutional neural network (CNN)




	(3)

	
Autoregressive integrated moving average (ARIMA)










3.5. Performance Evaluation Metrics


Several statistical performance metrics are used to evaluate the predictive efficacy of established models. The root mean square error (RMSE), normalized root mean square error (nRMSE), R-squared (  R 2  ), the mean absolute percentage error (MAPE), mean absolute error (MAE), and normalized mean absolute error (nMAE) are the six metrics that have been applied in this study. These metrics are mathematically represented in Equations (1)–(6).


  R M S E =    1 N   ∑  t = 1  N    (  f t  −  y t  )  2     



(1)






  n R M S E =    1 N   ∑  t = 1  N       f t  −  y t    (  y  m a x   −  y  m i n   )    2    × 100 %  



(2)






   R 2  = 1 −     ∑  t = 1  N     (  f i  −  y ¯  )  2      ∑  t = 1  N     (  f i  −  y ¯  )  2     



(3)






  M A P E =  1 N   ∑  t = 1  N   |    f t  −  y t    y t   |  × 100 %  



(4)






  M A E =   1 N   ∑  t = 1  N    |  f t  −  y t  |   



(5)






  n M A E = (   M A E   y ¯   ) × 100 %  



(6)








3.6. COVID-19 Assumptions


A mathematical model was constructed based on the following assumptions based on the features of COVID-19 disease transmission: (A1): the transmission force of infectious diseases, such as the basic reproduction number, the probability of contact between susceptible and infected individuals, and the investment in prevention and control resources, such as quarantine, isolation, and precautionary measures, determine the number of confirmed, recovered, and death cases. (A2): the daily new confirmed, recovered, and death cases provide information on the force of infection and investment in epidemic prevention resources. Such information will not alter appreciably in the near future and will impact the number of new infections. It is possible to anticipate the number of daily new confirmed, recovered, and death cases for the short term with the reasonable modeling of these time series data. In other words, the number of new confirmed, recovered, and death cases reported daily follows a clear trend. (A3): because of symptoms or widespread monitoring, the majority of infectious persons will be diagnosed within 14 days. Individuals who have been diagnosed positive will be isolated and treated, and their potential to transmit the infection further will be lost. Infected persons who otherwise could not have been diagnosed with a large-scale test can infect vulnerable individuals throughout the incubation period, according to assumption (A3). Increasing the extent of testing measures might reduce the duration of infection in COVID-19 infected persons. Many infectious individuals have the potential to spread COVID-19 disease within 14 days of infection, and the infection lasts no more than 14 days in COVID-19 infected people. People who have been diagnosed during the last 14 days affect the new confirmed individuals. The number of new confirmed COVID-19 cases each day is associated with the number of new confirmed persons in the previous 14 days. Based on assumptions (A1)–(A3), we identify the critical elements to develop a prediction model, The average number of new confirmed, recovered, and death COVID-19 cases in the past two weeks are represented by the means and characterize the average level of disease transmission force and investment in epidemic control resources in the near future. A predictive model based on the COVID-19 time series data from Saudi Arabia is proposed that combines ARIMA, LSTM, and CNN deep learning algorithms, which can deal with time series and extract features from these, using the number of new infected confirmed, recovered, and death cases.





4. Implementation and Discussion of Results


This section is mainly focused on the implementation phase and the results of this research. Each model is built based on three different deep learning algorithms; CNN, LSTM, and ARIMA. In this section, those algorithms are applied in different experiments. Finally, the performance of each algorithm is calculated by using the six various metrics presented above.



4.1. Experimental Setup


All the tests are run on a 64-bit Windows operating system with an Intel Core i5-7200U (2.50 GHz) processor, 8.00 GB of RAM, a 128 GB solid-state drive, and no graphics card. ARIMA, LSTM, and CNN were implemented using well-known deep learning Python libraries including Keras, TensorFlow, and NumPy. The activation function for the input layer was set to ReLU with accurate return time series sequences. In the final layer, the Adam optimizer was employed. The validation length for the training process was set to 10 and the batch size to 1, together with the early-stopping epochs criteria. Furthermore, one model’s experiment contains a total of 100 epochs, with 10 epochs every step.




4.2. LSTM Deep Learning (Setup and Training)


To build a forecasting model, a two-layer LSTM neural network structure has been employed. In different aspects, the presented LSTM algorithm varies from other predictive algorithms. For instance, while choosing hyperparameters, the presented LSTM reflects actual-time datasets without making any assumptions. We use the currently available COVID-19 Saudi Arabia dataset to train and test the LSTM proposed model in this analysis. From the original data, the LSTM chooses dependent input variables that affect the training process. The lag observations of the previous 14 days, as well as the mean for the previous 14 days, have been selected as features of the COVID-19 dataset of confirmed cases, death cases, and recovered cases. The purpose of this step is to train the models because the period of infection with COVID-19 in an infected person lasts less than 14 days. It is worth noting that in training the models, each dataset of the three output variables includes: confirmed cases, death cases, and recovered cases independent of the others. The outcome is an output vector containing the predicted output values of confirmed cases, death cases, and recovered cases. The features are translated into a machine-readable form, and the Keras package is used to manage variable input shapes. The original dataset is turned into data-wise total numbers of the COVID-19 confirmed, death, and recovered cases across Saudi Arabia. For further assessment, all lists and arrays should be joined with the same shape, and Python lists require more memory than NumPy arrays.



4.2.1. Selecting the Nodes, Layers, and Hyper-Parameters of LSTM


Multiple layers are layered one on top of the other in Keras, and the model must be initialized as sequential. Depending on the dataset, excellent forecasting outcomes can be acquired using a trial-and-error technique to choose nodes and layers. The optimal model can be selected depending on the value of the loss function. In this analysis, the loss function is used to calculate the error of forecasting for optimizing the hyperparameters of the LSTM models, which is the mean squared error (MSE). In the spectrum of normalization and reshaping, the datasets are normalized and reshaped between [0, 1]. The original dataset is split into two parts: training and testing. Two hidden LSTM layers were chosen because they are sufficient for recognizing complicated patterns. To avoid over-fitting problems, the dropout layer is designated to disregard some neurons throughout the training phase. The dropout layer has a value of 0.2 and is introduced after each layer of the LSTM to maintain the model’s accuracy. The parameter settings in the experiment include the learning rate, which was set to 0.0005; the number of time steps, which was set to 7; the number of features, which was set to 16; and the number of hidden units, which was set to 200. The activation function employed is ReLU. The data sequence is organized in an appropriate format that can be analyzed. A sequence of data points is included in every training sample. The sequence of data is provided to the LSTM layers to forecast future COVID-19 cases. Afterward, the output of the last time step is passed to the next input sequence and so on.




4.2.2. Building, Training, and Testing the LSTM Model


The LSTM method is used to forecast the number of new confirmed, recovered, and mortality cases in the test dataset by fitting the training dataset. The Adam optimizer is an adaptive optimization approach for reducing MSE (the loss function). It optimizes the loss function with minimal hyperparameter modification, which is a key feature that encourages its employment. The forecasting findings of the LSTM model for future COVID-19 instances are described in this section. The dataset is divided between training and testing, with anticipated and actual values presented for the test dataset. With the confirmed, dead, and recovered cases forecast by using the LSTM model, good forecasting efficiency and precision are attained. We summarize the different values of the error metrics in Table 1. From Table 1, the MAPE’s values of the confirmed, dead, and recovered cases for the LSTM model were found to be 11.65%, 16.9%, and 32.7%, respectively. By further looking at the six error measures of the LSTM model, it can be observed that LSTM has an excellent performance in predicting confirmed and mortality cases. For example, the LSTM’s nRMSE and   R 2   values for predicting the number of confirmed cases are 4.64% and 0.96, respectively. For the mortality cases, the values of the nRMSE and   R 2   are 6.33% and 0.94, respectively. However, its performance ability decreased markedly when it predicted the number of recovered cases. For example, the LSTM’s nRMSE and   R 2   values for predicting the number of recovered cases are 13.6% and 0.313, respectively. The scatter plots that compare the actual and the predicted values of the three cases on the testing sets can be seen in Figure 2, Figure 3 and Figure 4.




4.2.3. Prediction of Future Confirmed, Death, and Recovered Cases


The time-series data provide information on COVID-19 disease development and investment resource management. Such information can be used to analyze new confirmed, recovered, and mortality cases that will occur. The LSTM model is used to fit COVID-19 cases from 1 April 2020 to 31 May 2021, based on the assumptions and by applying the feature set utilizing the current available time-series data. We report a 14-day forecast, 30-day forecast, and 60-day forecast of the COVID-19 pandemic for each of the three cases: confirmed (Figure 5), recovered (Figure 6), and mortality (Figure 7).



In Figure 5, Figure 6 and Figure 7, the orange line extending to June 2021 represents the actual daily confirmed, recovered, and mortality cases, and is followed by the forecasts for 3 periods: 0–2 weeks (yellow line), 2 weeks–1 month (black line), and 1–2 months (green line).



Figure 5 indicates that the number of daily new confirmed cases (based on 60-day ahead forecasts) fluctuates between approximately 900 and 1600. It is seen that the number of daily new confirmed cases maintains a consistent fluctuation without any clear sign of a downtrend for the next 60 days, assuming existing illness preventive measures, the social environment, and medical service investment remain unchanged. In addition, the 60-day ahead forecast does not show periodic growth.



Figure 6 indicates that the number of daily new recovered cases (based on 60-day ahead forecasts) fluctuates between approximately 600 and 2600, in a somewhat wider range than the confirmed cases. The forecast curve, though inflating after the first two weeks, does not reveal any increasing or decreasing trends. Thus, based purely on the LSTM model, we maintain a similar conclusion about the recovered cases, given all other conditions are unchanged.



A forecast of the mortality cases reveals an interesting picture. There is an increasing trend in the forecasted mortality cases during the first two weeks, until it falls initially during the interim period of 2 weeks to 1 month before spiking suddenly, and finally showing a clear downtrend during the final phase of our 60-day forecast. The model of the mortality cases appears to be reflecting the trend that prevailed in the actual daily mortality cases from the start of our records until February 2021. We now present our forecasts using the three models for each of the three cases: confirmed, recovered, and mortality.





4.3. Selecting the ARIMA Parameters


The parameters used to construct the ARIMA model, along with their values, are: ARIMA (1,1,1) is a model with one auto-regressive (AR) term, one first-order difference, and one moving average (MA) term applied to the z variable, which indicates the linear trend in the data.



4.3.1. Building, Training, and Testing the ARIMA Model


By fitting the training dataset, the ARIMA method is used to predict the number of new confirmed, recovered, and mortality cases on the test dataset. This section describes the ARIMA model’s forecasting findings for future COVID-19 cases. The dataset is split into training and testing, and the test dataset’s forecast and actual values are reported. With the forecasted confirmed, dead, and recovered cases using the ARIMA model, good forecasting efficiency and precision are attained. We summarize the different values of the error metrics in Table 2. From Table 2, the MAPE values of the confirmed, dead, and recovered cases for the ARIMA model were found to be 21.4%, 16.27%, and 34.98%, respectively. By further looking at the six error measures of the ARIMA model, it can be observed that ARIMA has excellent performance in predicting the death cases, but poor performance for confirmed and recovered cases. For example, ARIMA’s nRMSE and   R 2   values for predicting the number of death cases are 7.0% and 0.88, respectively. For the confirmed cases, the values of the nRMSE and   R 2   are 13.7% and 0.15, respectively, while for recovered they are 10.05% and 0.39, respectively. The scatter plots that compare the actual and the predicted values of the three cases on the testing sets can be seen in Figure 8, Figure 9 and Figure 10.



As we see in the scatter plot, the predicted confirmed cases show some higher-order polynomial relationship, rather than the first-order linear relationship with the actual confirmed cases. The regression line in the plot, which has been drawn assuming a linear relationship and placed in the plot for comparison with other similar plots, is therefore not valid.



As in the performance in confirmed cases, ARIMA prediction of recovered cases shows some non-linear function relationship with the actual cases. When the number of cases is around 1000 with small differences, ARIMA made predictions of a large range from 1000 to 1800. On the other hand, for actual cases from about 1100 to about 5000, ARIMA makes an almost constant prediction of about 1800 to 1900, making the overall scatter plot a stage-wise appearance.



In contrast to the performances in confirmed and recovered cases, ARIMA’s predictions in the mortality cases are very good, finally managing to establish a linear relationship between the actual cases and predicted cases. Also, the points in the scatter plot closely follow the regression line for the number of cases up to 30, before starting to show performance deterioration for the number of mortality cases beyond 30.




4.3.2. Prediction of Future Confirmed, Death, and Recovered Cases


The number of new confirmed, recovered, and death cases are determined by the disease transmission force and the investment in disease prevention resources, according to assumptions (A1)–(A3). The time-series data give existing information on COVID-19 disease development and investment resource management. Such information can be used to analyze new confirmed, recovered, and mortality cases that have occurred recently. The ARIMA model was used to fit COVID-19 cases from 1 April 2020 to 31 May 2021, based on the assumptions and by applying the features set utilizing the current available time-series data. We report a 14-day forecast, 30-day forecast, and 60-day forecast of the COVID-19 pandemic for each of the three cases (see Figure 11, Figure 12 and Figure 13). The orange line extending until June 2021 represents the actual daily confirmed, recovered, and mortality cases and is followed by the forecasts for 3 periods: 0–2 weeks (yellow line), 2 weeks–1 month (black line), and 1–2 months (green line).



Figure 11 indicates that the number of daily new confirmed cases (based on 60-day ahead forecasts) fluctuates approximately between 1400 and 1700. It is seen that the number of daily new confirmed cases maintains some fluctuation without any clear sign of a downtrend over a forecasted period of the first month. From the second month, a downward trend appears to be forming. However, the forecasting period is not large enough for a definitive conclusion about the trend.



Figure 12 indicates that the number of daily new recovered cases (based on 60-day ahead forecasts) resides in the approximate range between 1000 and 1800. The forecast curve shows an increasing trend during the first 2 weeks and then takes a dive at the start of the next period (black part of the curve) before resuming the increasing trend again after. However, the growth starts declining in the final phase of the 60 days.



A forecast on the mortality cases reveals a wavy trend, increasing during the first 2 weeks, then decreasing until the end of the 1-month forecasting and finally showing another wave as shown in Figure 13.





4.4. Selecting the CNN Parameters


We build a CNN model with three convolution layers and two fully linked layers in this model. For the nonlinear transformation, we employ ReLU as the activation function, and two fully linked layers are constructed. We use data from 1 April 2020 to 31 May 2021, to train the CNN model. The model trained for 500 epochs and detected convergence after 300 epochs because the loss does not reduce much when the number of epochs exceeds that threshold.



4.4.1. Building, Training, and Testing the CNN Model


By fitting the training dataset, the CNN method is used to predict the number of new confirmed, recovered, and mortality cases on the test dataset. This section describes the CNN model’s forecasting findings for future COVID-19 cases. The dataset is split into training and testing, and the test dataset’s forecasted and actual values are reported. With the forecasted confirmed, dead, and recovered cases of COVID-19 using the CNN model, good forecasting efficiency and precision are attained. We summarize the different values of the error metrics in Table 3. The MAPE values of the confirmed, death, and recovered cases for the CNN model were found to be 10.03%, 17.62%, and 38.86%, respectively. By further looking at the six error measures of the CNN model, it can be observed that CNN has excellent performance in predicting confirmed cases. In addition, CNN has a very good performance in predicting the death cases, while it has a good performance on the recovered cases. For example, the CNN’s nRMSE and   R 2   values, for predicting the number of confirmed and death cases, respectively, are 4.74% and 0.95, and 8.48% and 0.90. In the recovered cases, the two metrics are 9.05% and 0.67. The scatter plots that compare the actual and the predicted values of the three cases on the testing sets can be seen in Figure 14, Figure 15 and Figure 16.



With the points of the scatterplot closely following the regression line and a very high   R 2   score of 0.95, CNN has excellent goodness of fit in modeling the confirmed cases. For the recovered cases, when the number of recovered cases varies from 0 to 1000, the CNN has an   R 2   score of 0.67, showing a good prediction performance. However, the CNN prediction has larger errors when the number of recovered cases exceeds 1000. This is could be due to the difficulties that healthcare providers face in taking care of patients when they receive more patients.



CNN’s prediction in the mortality cases is very good, comparable to that in the confirmed cases. The model shows somewhat superior performance even for the higher number of mortality cases.




4.4.2. Prediction of Future Confirmed, Death, and Recovered Cases


The number of new confirmed, recovered, and death cases is determined by the disease transmission force and the investment in disease prevention resources, according to assumptions (A1)–(A3). The time-series data provide information on COVID-19 disease development and investment resource management. Such information can be used to analyze new confirmed, recovered, and mortality cases that will occur. The CNN model is used to fit COVID-19 cases from 1 April 2020 to 31 May 2021, based on the assumptions and by applying the features set utilizing the current available time-series data. We report a 14-day forecast, 30-day forecast, and 60-day forecast of the COVID-19 pandemic for each of the three cases: confirmed, recovered, and mortality. In Figure 17, Figure 18 and Figure 19, the orange line extending until June 2021 represents the actual daily confirmed, recovered, and mortality cases and is followed by the forecasts for 3 periods: 0–2 weeks (yellow line), 2 weeks–1 month (black line), and 1–2 months (green line).



Figure 17 indicates that the number of daily new confirmed cases (based on 60-day ahead forecasts) fluctuates between approximately 900 and 1600, with a near-constant moving average and without a clear sign of any trend, though the fluctuation in the forecasted cases has reduced a bit during the final phase of the forecasted period. Overall, the forecasting period is not large enough for a definitive conclusion about the trend.



Figure 18 indicates that the number of daily new recovered cases (based on 60-day ahead forecasts) resides in the approximate range between 900 and 1300, indicating a lower range of fluctuation than the confirmed cases. There is no clear sign forming any trend in the forecast here as well. A forecast of mortality cases also reveals a fluctuation in the number of cases from 10 and 20. Thus, in all three cases, CNN predicts a fluctuation without a clear trend.





4.5. Comparative Analysis


Table 4 and Figure 20 show that the LSTM model performs better than any of the other models in predicting the confirmed and death cases, with lower RMSE and MAPE values and greater   R 2   values. In addition, CNN is better at predicting recovered cases than LSTM and ARIMA based on the   R 2   value. The evaluation measure values show that LSTM is superior to the other models.





5. Conclusions


The goal of this research was to look into the function of deep learning in fighting the epidemic by examining COVID-19 data. The COVID-19 pandemic has posed a major threat to humanity, with irreversible societal consequences. Research is being conducted to anticipate the development or return of the pandemic at any time, and consequently reduce the death toll. Maybe in the future context, accurate COVID-19 prediction using deep learning will gain increasing attention as deep learning approaches are more successful in dealing with non-linear situations. Time-series prediction of COVID-19, in terms of the estimated number of confirmed, death, and recovered cases, is performed in this study utilizing ARIMA, LSTM, and CNN models. Short-term, medium-term, and long-term infected cases are all predicted in the proposed methodology. We used daily data from 1 April 2020 to 31 May 2021 to train and evaluate the models for this study. The models used in this study are data-driven, and we use RMSE, nRMSE, MAE, nMAE, MAPE, and   R 2   metrics to assess all models’ predictive performances. We aim to evaluate and contrast the abilities of ARIMA, LSTM, and CNN models in interpreting complex time-series trends, and ultimately to forecast new cases for the future period of 14 days, 30 days, and 60 days.



Consequently, the following findings can be drawn:




	
The best model to predict the confirmed cases is LSTM, which has better RMSE and   R 2   values. Still, CNN has a similar comparative performance to LSTM.



	
The best model to predict death cases is LSTM, with better RMSE, MAE, MAPE, and   R 2   values compared to the other two models.



	
The best model to predict the recovered cases is CNN, with better RMSE, MAE, MAPE, and   R 2   values compared to the other two models.



	
The most difficult cases to predict are the recovered cases, which have lower error metrics achieved by all algorithms.



	
LSTM unexpectedly performed badly when predicting the recovered cases. It has RMSE and   R 2   values of 641.32 and 0.3134, respectively.



	
There is a slight difference between ARIMA and an LSTM algorithm in predicting death cases. ARIMA has MAE and MAPE values of 2.25 and 16.27%, respectively.



	
To sum up, LSTM has a better predictive performance for the confirmed and death cases, while CNN has a better performance in predicting the recovered cases.








To sum up, these methods and predicted consequences will aid in the prevention of COVID-19 pandemic infections. Consequently, it is worth mentioning that all generated figures and tables come from our data and analysis.




6. Future Work


The research results can help researchers who have similar interests achieve important extensions to the current findings in the future. Future research recommendations include the following:




	
Investigating other advanced deep learning and machine learning algorithms and comparing their performance to the techniques used in this research.



	
Building city-wide forecasting models to predict the spread of COVID-19 cases in major cities in Saudi Arabia, such as Riyadh and Mecca.



	
Considering other types of feature selection methods to determine the optimal combinations of features to avoid overfitting and underfitting problems, which in turn lead to the generalization of the models.



	
Enriching the datasets using feature extrication engineering to find more relevant features that lead to more accurate forecasts.



	
Avoiding manual selection of the hyperparameters of the DL algorithms by using advanced optimization techniques to automatically search for their optimal values.
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Figure 1. Methodology Chart. 
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Figure 2. A scatter plot of the confirmed cases by the LSTM on the testing dataset. 
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Figure 3. A scatter plot of the recovered cases by the LSTM on the testing dataset. 
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Figure 4. A scatter plot of the mortality cases by the LSTM on the testing dataset. 
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Figure 5. Prediction over a 60-day forecast for the confirmed cases using the LSTM model. 
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Figure 6. Prediction over a 60-day forecast for the recovered cases using the LSTM model. 
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Figure 7. Prediction over a 60-day forecast for the mortality cases using the LSTM model. 
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Figure 8. A scatter plot of the confirmed cases by ARIMA on the testing dataset. 
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Figure 9. A scatter plot of the recovered cases by ARIMA on the testing dataset. 
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Figure 10. A scatter plot of the death cases by the ARIMA on the testing dataset. 






Figure 10. A scatter plot of the death cases by the ARIMA on the testing dataset.



[image: Applsci 13 01816 g010]







[image: Applsci 13 01816 g011 550] 





Figure 11. Prediction over a 60-day forecast for the confirmed cases using the ARIMA model. 
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Figure 12. Prediction over a 60-day forecast for the recovered cases using the ARIMA model. 






Figure 12. Prediction over a 60-day forecast for the recovered cases using the ARIMA model.
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Figure 13. Prediction over a 60-day forecast for the death cases using the ARIMA model. 






Figure 13. Prediction over a 60-day forecast for the death cases using the ARIMA model.
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Figure 14. A scatter plot of the confirmed cases by CNN on the testing dataset. 






Figure 14. A scatter plot of the confirmed cases by CNN on the testing dataset.
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Figure 15. A scatter plot of the recovered cases by CNN on the testing dataset. 






Figure 15. A scatter plot of the recovered cases by CNN on the testing dataset.
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Figure 16. A scatter plot of the death cases by CNN on the testing dataset. 






Figure 16. A scatter plot of the death cases by CNN on the testing dataset.
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Figure 17. Prediction over a 60-day forecast for confirmed cases using the CNN model. 






Figure 17. Prediction over a 60-day forecast for confirmed cases using the CNN model.
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Figure 18. Prediction over a 60-day forecast for the recovered cases using the CNN model. 






Figure 18. Prediction over a 60-day forecast for the recovered cases using the CNN model.
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Figure 19. Prediction over a 60-day forecast for the death cases using the CNN model. 






Figure 19. Prediction over a 60-day forecast for the death cases using the CNN model.
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Figure 20. MAPE comparison of the three models. 






Figure 20. MAPE comparison of the three models.



[image: Applsci 13 01816 g020]







[image: Table] 





Table 1. Performance evaluation of the test dataset forecasting using the LSTM model.






Table 1. Performance evaluation of the test dataset forecasting using the LSTM model.





	
Model

	
Predicted Variable

	
RMSE

	
nRMSE

	
MAE

	
nMAE

	
MAPE

	
    R 2    






	
LSTM

	
Confirmed

	
196.58

	
4.64

	
104.78

	
2.47

	
11.65

	
0.96




	
Deaths

	
3.29

	
6.33

	
2.34

	
4.51

	
16.9

	
0.94




	
Recovered

	
641.3

	
13.6

	
312.8

	
6.64

	
32.7

	
0.313
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Table 2. Performance evaluation of the test dataset forecasting using the ARIMA model.






Table 2. Performance evaluation of the test dataset forecasting using the ARIMA model.





	
Model

	
Predicted Variable

	
RMSE

	
nRMSE

	
MAE

	
nMAE

	
MAPE

	
    R 2    






	
ARIMA

	
Confirmed

	
578.1

	
13.7

	
258.6

	
6.1

	
21.4

	
0.15




	
Deaths

	
3.6

	
7.0

	
2.25

	
4.33

	
16.27

	
0.88




	
Recovered

	
473.48

	
10.05

	
248.62

	
5.28

	
34.98

	
0.39
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Table 3. Performance evaluation of the test dataset forecasting using the CNN model.






Table 3. Performance evaluation of the test dataset forecasting using the CNN model.





	
Model

	
Predicted Variable

	
RMSE

	
nRMSE

	
MAE

	
nMAE

	
MAPE

	
    R 2    






	
CNN

	
Confirmed

	
200.62

	
4.74

	
97.58

	
2.31

	
10.03

	
0.95




	
Deaths

	
4.41

	
8.48

	
2.75

	
5.28

	
17.62

	
0.90




	
Recovered

	
426.29

	
9.05

	
213.26

	
4.53

	
38.86

	
0.67
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Table 4. Performance evaluation of the three predictive algorithms.






Table 4. Performance evaluation of the three predictive algorithms.





	
Model

	
Predicted variable

	
RMSE

	
nRMSE

	
MAE

	
nMAE

	
MAPE

	
    R 2    






	
ARIMA

	
Confirmed

	
578.1

	
13.7

	
258.6

	
6.1

	
21.4

	
0.15




	
Deaths

	
3.6

	
7.0

	
2.25

	
4.33

	
16.27

	
0.88




	
Recovered

	
473.48

	
10.05

	
248.62

	
5.28

	
34.98

	
0.39




	
LSTM

	
Confirmed

	
196.58

	
4.64

	
104.78

	
2.47

	
11.65

	
0.96




	
Deaths

	
3.29

	
6.33

	
2.34

	
4.51

	
16.9

	
0.94




	
Recovered

	
641.3

	
13.6

	
312.8

	
6.64

	
32.7

	
0.31




	
CNN

	
Confirmed

	
200.62

	
4.74

	
97.58

	
2.31

	
10.03

	
0.95




	
Deaths

	
4.41

	
8.48

	
2.75

	
5.28

	
17.62

	
0.90




	
Recovered

	
426.29

	
9.05

	
213.26

	
4.53

	
38.86

	
0.67
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