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Abstract: Wireless power transfer (WPT) devices represent one of the most efficient and increasingly
used technologies for the transfer of data and power in the near-field range. This work analyzes and
describes a new type of device: a ferrite-cored, variable gap, high-frequency power and data transfer
system. The classic theoretical models existing in the literature for near-field communication (NFC)
and WPT devices have foreseen a lumped-parameters characterization based on the representation
of an equivalent circuit model (ECM). The strict interdependence between the different physical
domains has clearly increased the difficulty in predicting the behavior of the device, due to the
unwanted continuous and chaotic variation of the parameters. The proposed paper aims to provide a
general and reliable multi-physics model based on the co-simulation of a Spice®-based ECM analysis
and the ESRF Radia®-based 3D finite volume methodology (3DFVM), placing particular emphasis
on the intrinsic sensitivity with respect to variables that cannot be directly controlled, such as the
variation of the air gap between the coupled coils interfaces. Furthermore, this work outlines a
detailed and effective experimental methodology for the estimation of static and dynamic electro-
magnetic parameters and the validation of the numerical models in both the time and frequency
domain, through the analysis of a real coupled WPT device.

Keywords: wireless power transfer; coupled inductors; SPICE; multi-physics; co-simulation; cored
inductances; variable air gap; analog electronics; Radia

1. Introduction

Wireless power technologies represent a growing industry and research field due to
the increasing employment of battery-powered devices. As described in [1–3], the main
technologies for wireless power devices in the near field are inductive power transfer (IPT)
and capacitive power transfer (CPT).

Studies [4–6] describe how these types of applications are already heavily used in
the automotive and telecommunication field, generally on systems that are capable of
disposing of high amounts of energy on the primary side, thus, compensating for possible
efficiency losses during coupled communication [7,8].

In systems where the amount of available energy on the transmitter is significantly
contained, or in applications where the gap presents a continuous chaotic fluctuation that
drastically affects the transmission performances—such as in tiny mechatronic application,
implanted medical devices or, more generally, in small portable electronic devices—the
optimization of the coupling factor is decisive.

In the literature, the current standard approach sees an equivalent circuit-based analy-
sis; this simplification is acceptable since NFC devices have a light coupling between the
two air-cored coils [9,10]. Some further effort can be found in automotive applications
where the necessity of transferring energy at frequencies higher than tens of MHz [4],
and the necessity to embed the devices in an external medium [11,12], push the analysis
towards the integration of finite element analysis (FEA) models [13].
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Instead, this paper aims to introduce a co-simulation methodology and define a
different characterization procedure for the analysis and evaluation of the dynamic and
energetic performances of cored-coil IPT devices subjected to gap fluctuations.

Figure 1 presents an explicative schematization of the device taken under analysis.
The apparatus can essentially be described as a ferrite core coupled inductor used in high-
frequency applications, in which the unwanted chaotic variation of the air gap, due to the
geometric application characteristics of the assembly schematized here with Body 1 and
Body 2, greatly influences the energy transmission performances.
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Figure 1. Conceptual schematization of the device.

From a mathematical point of view, the main objective is to provide a general and
reliable multi-physics model based onto the co-simulation of a Spice-based ECM analysis
and ESRF Radia-based 3DFVM analysis, placing particular emphasis on the intrinsic
sensitivity with respect to variables that cannot be directly controlled, such as the variations
in transmission efficiency induced by undesirable changes in the coupling factor.

This behavior pushes towards the introduction of a co-simulation architecture capable
of integrating variations imposed in the electrical and magnetic domains, resulting from a
modification of the mechanical and geometric properties of the device, and introducing
in the numerical model an analytical-based characterization of the static and dynamic
phenomena, such as: self/mutual inductance, coupling factor, stray capacitive behavior,
and parasitic core and copper losses related to high-frequency phenomena.

Furthermore, this work provides a detailed outline of a smart and effective experimental
methodology for the estimation of the previously reported parameters and the validation of
numerical models, giving particular importance to the reconstruction of the transfer perfor-
mances in the time domain and frequency domain as a result of an imposed and controlled
variation of the air gap through a dedicated actuation and measurement apparatus.

The paper is structured as follows: Section 2 evaluates the mutual induction mathe-
matical models, focusing on the description of the static parameters and the method by
which they were obtained. Section 3 highlights the state-of-the-art mathematical models
available in the literature for the modeling and analysis of dynamic coupling aspects such
as high-frequency AC core and copper losses. Section 4 discusses the main co-simulation
techniques adopted for the implementation of the multi-physics model, placing particular
emphasis on the description of the magneto-electronic domain co-simulation. Section 5
describes the experimental campaign carried out for the validation of the numerical model,
defining the measuring set-up, the sample analyzed and the comparison among the numer-
ical and experimental outcomes. Finally, appropriate conclusions are drawn in Section 6
.
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2. Mutual Induction Model: The Static Aspects
2.1. Preliminary Considerations

In IPT applications, the mathematical modeling approach of high-frequency electro-
magnetic coupling, with lumped parameters, allows two categories of parameters to be
distinguished; these describe two different classes of phenomena: static phenomena and
dynamic phenomena.

The parameters that are capable of modeling static phenomena are those that have a
negligible dependence on the excitation frequency and are only able to vary their own value
consequent to an induced variation of the intrinsic geometric configuration of the applica-
tion. Among these are the parameters of self-inductance Lii and Ljj, mutual-inductance Lij
and Lji and, consequently, the coupling coefficient Kij.

On the other hand, parameters classified as dynamic are those that are able to describe
phenomena highly dependent on the excitation frequency of the primary coil. These are
the ferrite core losses and the copper losses in the wound wires.

This section presents an in-depth analysis of the governing equations and modeling
techniques used during the research to define the static parameters, while Section 3 dis-
cusses the most fitting mathematical models available in the literature for the estimation of
the dynamic aspects.

2.2. The Governing Equations

The inductive coupling between n ferrite core windings can be modeled starting from
the description of the flux linkage λij, which is defined as the product between the number
of turns of the transmitting coil Ni times the total magnetic flux Φij of the loop formed by
both cores of the two coils; this is equal to the product between the magnetic flux density
Bj generated by the coil i and measured through coil j times the average cross section
of the core i Ai, supposing that all the magnetic flux lines crossing the winding loop are
completely contained inside the ferrite core.

λij = NiΦij (1)

Φij =

‹
BjdAi = AiBj (2)

Lij =
λij

Ij
(3)

Merging all the possible combinations of the coefficients i and j from 1 to n through
the ratio between the flux linkage and the circulating current Ij reported in (3), it is possible
to reconstruct the inductive coupling square matrix reported in (4).

L =


L11 L12 . . . L1n
L21 L22 . . . L2n

...
...

. . . L(n−1)n
Ln1 Ln2 Ln(n−1) Lnn

 (4)

where the diagonal terms define the auto-inductance parameters, and the non-diagonal
terms define the mutual-inductance one. Defining the equality between the same combina-
tions of i and j of the extra diagonal terms is possible to obtain the coupling coefficient Kij
through Equation (5).

Lij = Lji = Kij

√
LiiLjj (5)
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3. Mutual Induction Model: The Dynamic Aspects
3.1. Core Losses

Power losses in electro-magnetic components are important design parameters, which
limit many high-frequency designs. The high-frequency magnetic field variation induces
eddy currents in the core loops, according to Faraday’s law of induction.

As summarized by Dobrzański et al. in [14] and by Corti et al. in [15], different
geometric and material parameters can influence the induced core losses in ferrites, as well
as the related physical non-linear phenomena, such as the permeability of the material, the
magnetic saturation point, the core masses and the geometric properties.

On the other hand, losses also depend on the type of application, such as the frequency
operating range, temperature, waveform and amplitude of the magnetic flux density
excitation, as well as its DC offset [16].

The literature contains several standard-based Steinmetz models for studying the
power losses in ferro-ceramic or iron-based cores [17,18]; however, the majority of them
have been developed to work in a limited frequency range and temperature, and low
magnetic flux [19].

Thanks to its ease of use and standardization, manufacturers provide core-losses
documentation under the form of an experimentally obtained set of curves, which is based
on the reported Steinmetz equation (SE) (6).

Pv = k f α B̂β (6)

where Pv is the time-averaged power loss per unit volume, f is the excitation frequency,
B̂ is the amplitude of the magnetic flux density and, finally, α, β and k are the so-called
Steinmetz parameters (SP).

Due to its simplicity, the equation has two main drawbacks that limit its usage for
general applications: its ineffectiveness when handling non-sinusoidal excitations, and its
non-sensitivity with respect to applications with the presence of DC bias.

Further improvements to the SE model are proposed in [20,21] up to the last formula-
tion of a revised generalized Steinmetz equation (RGSE) model proposed by Abramovitz
and Yaakov in [22]. In their work, the authors provide a mathematically based approach
for core loss estimation implemented through the PSpice engine for the equivalent circuit
simulation.

The proposed generalized RGSE mathematical model is based on the standard Stein-
metz equation and some further geometrical data. The reported set of Equations (7)–(9)
allows a behavioral Spice-based current source to be implemented for the equivalent circuit
estimation. More detailed information along with the full mathematical demonstration can
be found in [22].

As previously introduced, the equivalent Spice-based current source power loss Pc
presents a similar formulation with respect to the standard SE, but with the introduction of
new terms that can handle a general exciting waveform and DC bias. k1, described in (8),
maintains its independence with respect to the operating frequency and is simply related
with the standard SP; BAC, whose formulation is reported in (9), presents an amplitude
voltage v(t) and frequency f = 1

T dependency, as expected by the standard magnetic flux
density formulation, and it also introduces the DC bias dependency through the term BDC;
finally, Ae, Ve and N represent, respectively, the effective cross section and volume of the
core, and the number of turns of the exciting coil.

Pc(t) = Ve k1

∣∣∣∣( v(t)
N Ae

)α

Bβ−α
AC (t)

∣∣∣∣ (7)

k1 =
k

(2π)α−1 ´ 2π
0 |cosθ|α|sinθ|βdθ

(8)
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BAC(t) = B(t)− BDC =
1

N Ae

ˆ t

0
v(t)dt− 1

T

ˆ t

t−T

(
1

N Ae

ˆ t

0
v(t) dt

)
dt (9)

As proposed in [22], the formulation reported herein is implemented into a Spice-
based equivalent circuit model through the implementation of a behavioral current source
and defined on the basis of the set of Equations reported in (10)–(11), where the introduced
loss has the form of a controlled current obtained according to the Ohm’s law and is defined
based on the transconductance g(t) in Equation (11).

i(t) = g(t)v(t) (10)

g(t) =
1
τ

ˆ
(Pc (t)− v(t)i(t))dt (11)

The term 1
τ in (11) allows for controlling the speed of response of the feedback loop.

τ = 1 identifies a slow response. In our analysis, the response parameter is set equal to
0.0001 to reduce the computational cost of the model, due to the high frequency of the
application and the reduced time window that is analyzed.

3.2. Copper Losses

High-frequency excitation induces various loss phenomena in copper; the most critical
of these are direct current (DC) and alternating current (AC) resistance, and the more
dangerous skin and proximity effects.

According to Bartoli et al. in [23], one of the most common ways to counteract this
phenomenon is to design the device wound through Litz wires, due to the reduced dimensions
of the device under analysis and the necessity to maintain cheap production costs. The authors′

work intended to formulate a numerical model that considers a generic type of standard
round wire.

In his work [24], Professor Allan Payne proposes a series of models for circular and
rectangular conductors, which allow a reliable solution to be obtained for any considered
frequency without making use of the complex Bessel functions.

Another simple alternative to the Bessel functions is reported by Shen et al. in [25].
The proposed work introduces a complete characterization of the Faraday shield losses of a
transformer, giving a detailed mathematical modeling of Dowell’s derived equations of an
equivalent resistor to introduce in circuit simulation.

The proposed Dowell formulation tries to summarize all the AC, DC, proximity and
skin effects that characterize the loss of the conductor into a single expression for the
equivalent ohmic resistance.

As described in the above paragraph for the core losses, the following reports a set of
equations for the equivalent mathematical formulation used in the implementation of a
behavioral Spice-based resistance.

The equivalent AC resistance expression RACi for the i-th winding is formulated as a
combination of different hyperbolic functions ζi and ξi.

RACi = RDCi Fri = RDCi ∆i

[
ζi +

2
3

(
p2

i − 1
)

ξi

]
, i = 1, 2 . . . (12)

The DC resistance of the windings RDCi is directly experimentally measured. The
proximity ξi and skin ζi effect instead need to be numerically calculated through Equa-
tions (13) and (14) through a combination of harmonic functions of the penetration ratio ∆i.

ξi =
sinh∆i − sin ∆i

cosh ∆i + cos ∆i
(13)

ζi =
sinh(2∆i) + sin(2∆i)

cosh(2∆i)− cos(2∆i)
(14)
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According to Equations (15)–(17) the penetration depth ∆i is essentially a function of
the physical and geometric parameters of the material.

∆i =

√
ηidwi

δi
(15)

ηi =
ti
√

kidwi
hc

(16)

δi =

√
ρi

πµ f
(17)

where:

• ηi is the porosity factor of the material;

• dwi is the equivalent thickness of the material and for a round wire is equal to
√

πdi
2 ,

where di is the diameter of the wire;
• δi is the skin depth in the wire;
• ti is the number of turns per layer;
• ki is the amount of Litz wire that is 1 for round wire;
• hc is the height of the core window;
• ρi is the resistivity of the wire material;
• µ is the permeability constant equal to µrµ0;
• f is the principal operating frequency;
• pi is the equivalent number of layers.

A more in-depth description and identification of the parameters as well as the whole
mathematical demonstration can be found in [25].

3.3. Intra-Winding Equivalent Capacitance

Another important parameter that needs to be characterized for a better description of
the phenomenon is the equivalent intra-winding capacitance. The best schematization of a
single coil is represented by a series between the equivalent high-frequency AC resistance of
the conductor and an inductor, which are connected in parallel with the self-capacitance of
the coil. Thus, this R-L-C circuit allows us to define the natural frequency of the stand-alone
coil. In detail, Massarini et al. in [26] propose a clever formulation for the estimation of the
equivalent capacitor both for cored and non-cored coils.

The final stray capacitance Cs(n) formulation for an n-winding cored coil is obtained
through a combination of the turn-to-turn capacitance Ctt and the turn-to-core capaci-
tance Ctc.

The turn-to-turn capacitance presents a dependence on the electrical parameters of the
material expressed under the form of relative permittivity εr and the constitutive geometric
characteristic of the coil, such as Do and Dc, which represent the diameter of the conductor
including the insulator material and not, respectively.

Ctt = ε0lt

[
εrθ∗

ln Do
Dc

+ cot
(

θ∗

2

)
− cot

( π

12

)]
(18)

θ∗ = arcos

(
1−

ln Do
Dc

εr

)
(19)

Cs(n) =
Ctt

2 + Ctt
Cs(n−2)

+ Ctt (20)

Due to the presence of the term Cs(n− 2) that represents the stray capacitance at
n− 2 turns, for the mathematical implementation of the above-reported Equations, the
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formulation of the stray capacitance at n = 2 and n = 3 is defined in Equation (21) and
Equation (22), respectively.

Cs(n = 2) = 2Ctt (21)

Cs(n = 3) =
3
2

Ctt (22)

3.4. Induced Electro-Motive Force

Finally, in order to provide a complete description of the whole mathematical formula-
tion that is introduced in the co-simulation numerical model, it is necessary to define how
the dynamic inductive coupling phenomena has been modeled.

The auto and mutual electro-motive force (e.m.f.) induced among the coupled n-coils,
can be defined on the basis of Equations (3) and (4); thus, according to the Faraday–
Neumann–Lenz law, the induced e.m.f. Vii on the i-coil is equal to minus the derivative of
the flux linkage (23).

Vii = −
(

d
(
λij
)

dt

)
(23)

Matching all the possible combinations of i and j, where i, j are cycled between
1 and n-coils, the general formulation of (23) results in Equation (24). For the sake of
completeness, the resultant formulation in the case of n = 2 coupled coils is reported in
Equations (25) and (26).

Vii = −
(

i,j=1

∑
n

Lii
diii
dt

+ iii
dLii
dt

+ Lij
dijj

dt
+ ijj

dLij

dt

)
(24)

V11 = −
(

L11
di11

dt
+ i11

dL11

dt
+ L12

di22

dt
+ i22

dL12

dt

)
(25)

V22 = −
(

L22
di22

dt
+ i22

dL22

dt
+ L21

di11

dt
+ i11

dL21

dt

)
(26)

Due to the complexity of the phenomenon, the behavior depicted in (25) and (26)
cannot be directly implemented through a classic Spice-based formulation of mutual
inductor, since Spice does not take into account the inductance variation in the induced
voltage formulation; thus, it is necessary to integrate the inductance variation phenomenon
through a co-simulation approach. Further clarification on the complete co-simulation
multi-domain model can be found in Section 4.

4. Multi-Physics Numerical Model
4.1. The Proposed Multi-Domain Co-Simulation Model

Figure 2 depicts the co-simulation model architecture, the core of the model devel-
oped in MATLAB/Simulink®, which discretizes the time of the simulation interfacing the
different physical domains. This communication process between the various environ-
ments is discretized for each physical domain through a dedicated sample frequency, in
order to coherently represent all the characteristic behaviors of the entire phenomenon
and to improve the computation performances, while avoiding the risk of aliasing. In-
side the MATLAB/Simulink master ambient, two main functions are also implemented:
the high-frequency parameter estimator that computes the needed static and dynamic
electro-magnetic parameters based on the Equations introduced in Sections 2 and 3, and
the firmware and control logic routine; this last task allows a control routine to be defined
in the case that the excitation on the emitter side is governed by a microcontroller.
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The magnetic domain block receives as an input the interface air gap and updates
the magnetostatic model on the base of the reached configuration. The solution of the
volume-based discretized analysis of the 3D magnetic field at each simulation instant is
used to compute the parameters of auto and mutual inductance and the coupling factor.

At the same integration time step, the above information is used by the analog elec-
tronic domain to update the NETLIST and to solve the set of PDE/ODE describing the
circuit, as well as to return all the voltage and current waveforms to the leading routine at
every node and branch.

The co-simulation of these magnetic and analog electronic domains is allowed by the
implemented Python-based communication algorithms, which, through dedicated API,
allow the integration of the ESRF RADIA package and the NGSpice solvers. In detail,
Spice, which over the years has been consolidated as the standard tool for the simulation of
analog electronic circuits for both industry and research, has greatly improved the design
capabilities of the electronics domain. The development of this routine aims to extend this
design boost to those circuits, which, due to the application complexity, require a direct
interaction between different physical domains, as in the case of mechatronic applications.

Finally, the reported architecture also proposes the integration of the mechanical
domain. This is because, despite the case of the system under analysis, which presents
a simple and basic assembly replica of the experimental measurement apparatus, from
a broad point of view of a general application, the two coils could be mounted on a real
coupling device exhibiting uncontrollable and random gap variation. The possibility of
introducing an integration of the mechanical domain through multibody dynamics (MBD)
would, thus, allow the model’s prediction capabilities to be extended, and enable a better
understanding of the behavior of the device in a real case scenario.

4.2. Implemented MATLAB/Python-Based Co-Simulation Routines

As previously introduced, the core of the proposed co-simulation architecture is
represented by the two novel MATLAB/Python-based co-simulation algorithms. In the
following are listed the main steps and features constitutive of these routines.

Figure 3a shows the logic behind the co-simulation of the Spice-based circuit engine
and MATLAB/Simulink, which is defined on the basis of the following steps: (I) initialize
the equivalent circuit model through the NETLIST set-up; (II) call off the Spice solver
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based on the open source PySpice module, which allows the NGSpice® simulator to be
run in server mode; (III) extract the last V/I Spice discretization results as Spice samples of
the electronic phenomena at a higher frequency (i.e., 109 Hz), compared to the Simulink
leading routine call; (IV) initialize the circuit NETLIST updated on the last extracted Spice
results and on the solved and updated INPUT parameters that derive from the interaction
with the other domains (e.g., mechanical, magnetic, etc.); (V) close the loop transferring
the resulting effort and flow variables to the co-simulated domains. Figure 3b instead
shows the algorithmic logic behind the magnetic domain integration. The logic exploits a
closed-loop process similar to the one described for the previous case, keeping the sampling
frequencies decoupled from that of the leading routine. This allows the characterization
of the phenomena to be optimized and, at the same time, to maximize the computational
performances. The main steps behind such co-simulation are listed as follows: (I) initialize
the 3D finite volume model; (II) call the 3D FVM ESRF Radia solver; (III) update and solve
the 3D FVM model based on the achieved configuration; (IV) extract the obtained results
(e.g., magnetic fields intensity, magnetic forces/torques, etc.); and, finally, (V) close the loop
transferring the resulting magnetic effort and flow variables to the other physical domains.
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4.3. The 3D Finite Volume Model of the Coupled Inductor

Figure 4 shows the implemented numerical model of the coupled coils developed
through the ESRF Radia [27] package and solved through the 3D finite volume method.
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The necessity of implementing such a model arose from the lack of information
provided by the manufacturer about the technical operating characteristics of the individual
coils. The system, as shown in Figure 1, consists of two coils (n = 2) separated by an air gap,
whose variation can only occur in the direction that is normal to the coupled faces.

To obtain a detailed description of the parameters constituting the static inductive
coupling phenomena, it is necessary to reconstruct, for each air gap configuration reached
by the system, the entire inductance matrix reported in Equation (4).

The air gap range equal to Xair gap = [0; 0.7] mm is discretized with a step interval
of 0.02 mm. For each of these air gap configurations, the numerical 3DFVM model is
solved iteratively for n times, where n is equal to the total number of coils evaluated in the
inductive coupling, individually energizing a different coil for each n-th iteration.

In detail, for the single air gap value and the single resolutive iteration of the numerical
model, the n-th winding is energized through a constant current, with a value that generates
an induced electromagnetic field sufficiently far from the material saturation. The Finite
Volume Model is solved numerically, and the inductance parameters’ values Lij are solved
according to Equations (1)–(3) through the average magnetic flux density Bj, which is
measured across the core cross section delimited by the winding.

Figure 5a,b depict, respectively, the inductance and coupling coefficient trend along a
gap variation from 0 to 0.7 mm.
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It is necessary to note that for the mutual inductance trend L12, two slightly different
curves are reported, which are obtained from two different iterations of the model. This
discrepancy is due to an intrinsic error of the resolution of Maxwell’s equations through
the finite volume method. For the sake of simplicity, the final value adopted during further
calculations is obtained as the average of the two curves.

The coupling coefficient trend instead highlights the close dependence between the per-
formances and the air gap; the graph depicts a 19.5% reduction in transmission properties
only after a tenth of a mm.

In detail, to obtain a stable and reliable resolution of the magnetic field presented in
Figure 4 as well as high fidelity of the reported results, according to the FVM modelling
approach, the core material is partitioned as follows:
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• Along X-axis: 51 subdivisions;
• Along Y-axis: 13 subdivisions;
• Along Z-axis: 5 subdivisions.

This deviation in the parameters is due to the fact that the magnetic field lines inside
the core material are mainly arranged parallel to the X-Y plane. This aspect introduces
the necessity to refine the volumes′ subdivision along these main axes to obtain a better
solution, even where the field lines tend to curve, such as at the ends of the ferrites where
the core material is not wound by the coil.

Instead, the copper windings are modeled as a racetrack coil of 28 turns for the emitter
side and 53 turns for the receiver, with a wire diameter of 0.1 mm for both inductors.
From the point of view of the simulation, the resulting inductance values as well as the
coupling factor obtained from a specific air gap configuration can be processed through two
main different strategies: the real time co-simulation or the pre-simulation, and look-up
table interpolation.

In the case that the real application of the device presents a strict correlation between
the coupling aspects with two or more kinematic variables, a real time co-simulation is
considered necessary; this is the case in which the inductors are mounted onto a mechanical
assembly that allows a variation of the gap not only along the direction normal to the face
of the core, but also along some other random directions.

On the contrary, as for the experimental case under analysis, if the dependency presents
a single kinematic correlation, it is possible to pre-simulate the whole 3D magnetostatic
behavior for all 1D air gap variation and to pass these Lij and Kij trends to the co-simulation
model in the form of an interpolated look-up table. This last case allows the computation
performances of the entire multi-domain model to considerably increase.

4.4. SPICE-Based Equivalent Analog Electronic Circuit: Time Domain Analysis

Figure 6 reports the graphic user interface (GUI) schematics of the SPICE-based
equivalent circuit model (ECM). In detail, the main sections of the ECM are the emitter side
and the receiver side.
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In the emitter side are implemented the emitter inductor with all the equivalent stray
components, such as the high-frequency AC resistance, the intra-winding capacitance, the
auto and mutual inductance, as well as a behavioral current source that, as proposed by
Abramovitz and Yaakov in [22], solves Equations (7)–(11). To improve the computational
performances and solve the NETLIST through the NGSpice solver, the integrals that are
present in the previously reported equations are settled through two analog electronics R-C
integrators. On the receiver side, the previously presented emitter modeling is implemented
in the receiver inductor with all the stray equivalent components.

The function generator, the shunt resistor and the load are implemented in the ECM
schematics in order to replicate the experimental set-up that is presented in Section 5.

It is important to notice that the majority of the components have been parametrized
on the basis of the lumped parameters defined and obtained by the set of equations reported
during the discussion of the paper. The list of parameters and the relative initial condition
values are found under the so-called parameters table. This table represents the heart of the
analog electronics co-simulation, as it allows solving the dynamic behavior of the coupling
aspects affected by the other domains through continuous updating; this is on the basis of
the inter-exchange architecture reported in Figure 2 for each configuration achieved at any
single time instant of the simulation.

4.5. SPICE-Based Equivalent Analog Electronic Circuit: Frequency Domain Analysis

The model presented herein (Figure 7) depicts the GUI schematization of the circuit
implemented for the frequency domain analysis. From a schematic point of view, it differs
from the previous circuit (Figure 6) only in the so-called load and function generator sections.
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Under the function generator, the voltage source is only parametrized on the base
of its signal amplitude to allow the frequency sweep; on the other side, the load section
reports the introduction of a capacitor to fully replicate the experimental set-up used in
the frequency domain analysis. The maximum operating frequency that the function
generator used during the experimental champaign was able to supply is equal to 1 MHz.
The introduction of a 1 [nF] capacitor allows the natural frequencies of the resonator to
move into a range that is practically excitable during the experimental activities; more
information is provided in the dedicated section (see Section 5).
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From the point of view of the simulation, the model continues to follow the co-
simulation architecture shown in Figure 2; however, unlike in the previous case, the system
is not dynamically evaluated on the basis of the time scale, but the dynamic response of the
device is investigated under the frequency domain through a frequency sweep.

5. Experimental Validation and Results Comparisons
5.1. Introduction

The experimental activities described in this section are carried out to derive an
accurate estimation of the measurable constituting parameters of the model, and to provide
a comparison and validation of the behavior predictions obtained from the numerical
co-simulation analysis.

In detail, the section is subdivided as follows: the first paragraph describes the WPT
device; one paragraph is dedicated to the description of the experimental set-up with
particular focus on the controlled gap variation apparatus; and, finally, a paragraph is
allocated to a numerical–experimental comparison of the voltage and current trends on
both the source and load sides in the time domain, as well as in the frequency domain.

5.2. The Wireless Power Transfer Device

Figure 8 depicts the tested coupled resonator; the device is mounted over a designed
set-up facing the two inductors through a controlled variable air gap. The main constitutive
characteristics of the device are:
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• Emitter side: 28 turns 0.1 mm of insulated copper wire wound over an ACME-H5
core material.

• Receiver side: 53 turns 0.1 mm of insulated copper wire wound over an ACME-D28
core material.

In order to provide a detailed description of the device, the most significant and
directly measurable lumped parameters are provided in Table 1.

Table 1. Measured values of the stand-alone inductors.

Lumped Parameters

Description Parameter Value Unit

Measured DC resistance of the emitter side coil RDC1 0.514 [Ω]
Measured DC resistance of the receiver side coil RDC2 0.9370 [Ω]

Measured inductance of the stand-alone emitter inductor L11 11.74 [µF]
Measured inductance of the stand-alone receiver inductor L22 38.14 [µF]

5.3. The Experimental Apparatus

The experimental apparatus used during the dynamic analysis of the campaign is
reported in Figure 9. Figure 10 shows a schematic representation of the two main measured
circuits. The two reported schematics essentially present the same component connection,
with the only exception being a capacitor on the load side. Figure 10a identifies the
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schematic used for the validation of the co-simulation model under the time domain, while
Figure 10b depicts the circuit used for the frequency domain validation. The apparatus
is composed of a function generator that introduces an AC sinusoidal voltage excitation
on the emitter side, sampled through so-called Channel 1 of the oscilloscope. The current
circulating in the primary side is measured by the Channel 2 probe through the voltage drop
across a shunt resistor. The introduced excitation induces a voltage through the coupled
WPT that is measured across the receiver via the probe called Channel 3. Depending on the
measuring circuit, this induced power is absorbed by the load side, which can only consist
of a resistor or a parallel between a resistor and a capacitor. The most significant features of
the electric parameters are reported below in Table 2.
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Table 2. Nominal value properties of the components used during the experimental campaign.

Lumped Circuit Parameters

Component Value Unit

Function generator amplitude range 0–10 [V]
Function generator frequency range 0–1 [MHz]

Rshunt1 22 [Ω]
Rshunt2 600 [Ω]

Cload 1 [nF]

Finally, in order to provide an appropriate explanation of the used experimental
apparatus, it is important to describe the controlled gap mover device. The main body of
the system consists of a stationary frame and a mobile frame guided by two parallel round
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rail lines. The mobile part is driven by a nut-screw coupling which, through a controlled
rotation of the lead screw, allows the fine adjustment of the air gap. This parameter is
measured using a centesimal dial indicator, which is mounted on side A of the device
(Figure 11a). On the other hand, on side B (Figure 11b) the two cored coils are mounted
one on the stationary frame and one on the mobile frame, respectively. This WPT coupling
resonator is fed and tested by the previously described experimental set-up.
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Figure 11. (a) Side A of the controlled gap mover apparatus; (b) side B of the controlled gap mover apparatus.

5.4. Tests and Results

The first experimental activity performed concerns the characterization of the self-
inductance parameters of the coupled coils. In detail, the reported measurement campaign
is performed identically for both the coils and for all the imposed air gap configurations.
The terminals of one of the two coils are connected in parallel to a digital multimeter, which
returns the measured value of auto-inductance for each measured gap configuration. To
avoid influencing the obtained results, the terminals of the unconnected coil are left free.

Figure 12 depicts the auto inductance of the coupled cores for the emitter and receiver
side, respectively, consequent to a gap variation. The blue line identifies the measured
trend with a discretization on the gap variation of 0.05 mm, due to the uncertainty on the
measurement, and the possible errors introduced by the whole apparatus are considered
a ±10% deviation that is delimitated by the yellow area reported in the graph. The red
line represents the numerical results estimated by the previously described 3D FVM model.
As can be noticed, the numerical results are quite accurate for the entire considered gap
window within the ±10% error. This numerical–experimental comparison made it possible
to validate the magnetostatic model and obtain, with a fair degree of reliability, the purely
numerical estimation of the trends of mutual inductance and coupling factor consequent to
a variation of the gap, as reported in Figure 5.

The validation of the entire multi-domain co-simulation model took place through a
comparison of the imposed end-resulting current and voltages for both the time domain
and the frequency domain. The results of the time validation obtained over the three
measurement channels are reported below. To keep the treatment as concise as possible but
demonstrate the robustness of the co-simulation model, the experimental comparisons are
reported for excitations equal to 1 MHz and 0.00 mm gap (see Figure 13), and excitations at
100 kHz with a 0.15 mm airgap (see Figure 14).
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The reported comparisons are obtained on the basis of the circuit depicted by Figure 10a,
where CH1 represents the imposed voltage excitation, CH2 represents the current circu-
lating on the primary side through the voltage drop across the shunt resistor and, finally,
CH3 represents the voltage across the secondary side. Apart from the imposed signalde-
picted by CH1, the resulting response of the model (CH2 and CH3) replicates with a good
grade of approximation the real physical behavior for both the applied frequencies and
the imposed gap. It is important to notice that for the probe named CH2, although the
amplitude voltage of the estimated signal is practically identical to the real case, there is
a slight phase shift between the numerical and experimental results. This is due to the
quality of approximation of the intra-winding capacitance parameter of the coils, which
obviously influences the natural frequencies of the coupled and non-coupled resonator.

Finally, to complete the discussion about the experimental measurement activities, it is
necessary to comment on and provide the resulting comparisons in the frequency domain
(circuit shown in Figure 10b). The integration of a 1 nF capacitor allows the overall natural
frequency to shift, therefore, enabling the resonance phenomenon for the coupled R-L-C
circuit to be appreciated.

Figure 15 depicts the CH3 normalized response for both the model and for the real
device, consequent to a gap variation in the interval [0.00; 0.40] mm with a discretization
step of 0.05 mm. The frequency range in which the sweep is calculated is [0.2; 1.1] MHz.
Figures 16 and 17 instead represent a focus of the responses for the air gap equal to 0.00 mm,
0.10 mm, 0.20 mm and 0.30 mm. This is to highlight how the discrepancy in magnitude
peak estimation tends to increase at a higher gap, but still remaining inside the acceptance
range of the 5% measuring error.
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6. Conclusions

WPT devices represent a promising solution for data and power transfer applications,
both for devices that dispose of a discrete quantity of energy, but also for devices that are
applied in behavior where the total amount of energy is strictly reduced. The proposed
paper analyses a new type of device: a ferrite-cored, variable gap, high-frequency power
and data transfer system.

The standard circuit-based model proposed in the literature can be considered reliable
for NFC application where the devices present two air core coils that communicate through
light coupling. In the case of n-cored coils coupled through a fluctuating and uncontrollable
air gap, the previously cited model can no longer be considered accurate. A complete
multi-scale, multi-domain model is proposed herein, which is based on the integrated
co-simulation of the Spice-based equivalent circuit modeling analysis and the ESRF Radia-
based 3D finite volume methodology, placing particular emphasis on the intrinsic sensitivity
with respect to unwanted mechanical and geometric variations.

Furthermore, a detailed experimental methodology is outlined for both the estima-
tion of the main electro-magneto-mechanical static and dynamic parameters, and for the
validation of the proposed co-simulation architecture.

The numerical simulation results and measures obtained from a real device are com-
pared, showing that the co-simulation model correctly predicts the dynamic behavior in
both the time and frequency domain analysis.

In conclusion, this research work aims not only to introduce an improvement in the
modeling of wireless communication applications, but also to provide a guideline for all
those who are interested in the numerical characterization and experimental identification
of the constitutive parameters useful for understanding the dynamics of a ferrite-cored
variable gap WPT device.
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