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Abstract

:

Featured Application


The method studied in this paper is applied to the control calculation of manipulator, especially the matrix chain multiplication in the calculation of forward and inverse kinematics solutions of manipulator.




Abstract


Intelligence development has put forward increasing requirements of real-time planning and dynamic feedback in controlling robotic arms. It has become essential in engineering applications to complete the kinematics calculation of complex manipulators in real time. This paper proposes a matrix cascading multiplication equivalent reduced-order parallel computing method for the multiplication of homogeneous matrices in the process of forward and inverse kinematics solutions, which reduces the order of the matrix according to the distribution of zero vectors in the homogeneous matrix calculations. The method removes the unnecessary multiplication in joint homogeneous matrixes containing zero vectors. It obtains the optimal calculation order of the cascade matrix multiplication through dynamic planning searches, improving the efficiency of effective dot product calculation by parallel computation. Calculation processes and specific examples are presented in this paper. Compared with the previous algorithms, the proposed algorithm reduces the calculation cycle by 90%, effectively improving the real-time calculation efficiency in the complex control process.







Keywords:


matrix chain multiplication; equivalent reduced order; robotic arm; forward and inverse kinematics solutions












1. Introduction


Matrix multiplication dominates over 90% of the control calculations in robotic arms, especially the reconfigurable robotic arm. Therefore, the forward and inverse solution calculation process becomes key to the real-time autonomous planning of the robotic arm [1]. With the development of intelligent robots, sophisticated and complex operations place an increasing demand on real-time kinematics calculations [2], and traditional matrix calculations alone cannot achieve such high performance [3].



The degrees of freedom of the robotic arms are generally less than seven, which also leads to the application of some acceleration algorithms with high degrees of freedom [4]. At the same time, unlike image processing, classification, and other calculations that can reduce matrix multiplication by cutting and approximation [5], the control of robotic arms requires higher precision and more precise matrix multiplication calculations. In some fine operation application scenarios where the end moves at a close distance and with low speed, sometimes a double precision floating point base is inevitable to meet the application requirements. Thus, it is necessary to consider the impact on the accuracy of the calculation results in the algorithm design process [6], and directly applying the control training method based on neural networks in the high-precision control process is inappropriate [7]. In addition, for the calculation process of matrix multiplication with sparse features, parallel computing based on digital logic or dedicated processor chips can improve the calculation rate [8,9], and the cycle of accessing the cache can also be reduced after processing zero data [10].



Currently, there are three main methods for matrix computing acceleration. The first is to use high-performance processors such as GPUs to achieve real-time computing [11]. However, its heat rate is usually high and difficult to be applied in miniaturized or long-term work scenarios [12]. The second is to design digital logic to implement a special matrix computing architecture [13], which takes up substantial hardware resources, making it challenging to implement a flexible matrix computing mode [14]. Especially for specific calculation scenarios, such as the calculation of a homogeneous matrix in the process of computing the forward solution of a manipulator, it is hard to reduce the amount of calculation by using the sparse nature of the matrix itself [15]. Another immediate improvement of fast matrix multiplication [16], such as Strassen and Cannon’s fast matrix multiplication, is combined with multi-core parallel computing to improve the system efficiency. There is an upper limit in improving fast matrix multiplication, and the implementation of parallel multi-core computing mainly focuses on the block parallelism of matrix data, not considering the optimization of matrix chain multiply–add operations [17].



In reference [15], the forward and inverse kinematics solution module based on FPGA was designed to realize the millisecond-level control rate of the medical robot. The analytical solution was adopted without considering the factor of shape reconstruction. Based on searching for optimal matrix chain multiplication in dynamic programming and adding the interaction cost between multiple processors, the optimal calculation method closer to the real-world application is designed in the literature [16]. In the literature [18], a single matrix multiplication module completed the chain multiplication of forward and inverse solutions, and the calculation time reached 87.25 milliseconds. Reference [19] realized the parallel distribution of the dot product in the matrix chain process based on GPU design and parallel C++ calculation, which reduced the computation time by 97.27%. Previous design methods in the literature mainly focused on improving the efficiency of matrix cascade multiplication through fixed digital logic acceleration or process optimization of multi-core parallel processors. However, it also brought about problems such as increased power consumption and complex logic code, which is often unacceptable in some scenarios with low power consumption, light miniaturization, and high reliable computing requirements [20]. Therefore, optimizing the design based on the parallel multi-processing core and the calculation characteristics of the matrix multiplication of forward and inverse solutions of the robotic arm to meet the real-time processing performance is of great significance.



In practical engineering applications, real-time computing requirements for forward and inverse kinematics solutions reach milliseconds. For example, autonomous path planning based on force feedback and visual feedback requires a single planning time at the microsecond level in fine control. In previous studies, Xilinx’s XC5VLX330T was adopted to design a calculation module for path planning based on a 40-bit single-precision floating point, and the calculation time was less than 2.3 milliseconds [21]. This method was only an engineering design with no optimization in the algorithm itself.



Based on the results of [21], this paper presents a method for calculating high-speed matrix cascade multiplication for robotic arm control, which includes three parts: equivalent order reduction calculation, optimal order calculation, and parallel dot product calculation. The equivalent order reduction calculation is implemented to remove unnecessary multiplication and accumulation operations in the matrix with a large number of zero vectors by the statistical partition of the zero vector of the matrix. When the row vector in the multiplication matrix or the column vector in the multiplication matrix is 0, the multiplication and accumulation operation of the vector is considered unnecessary. The optimal order calculation is calculated according to the equivalent reduced-order matrix to obtain the optimal multiplication order. Through parallel dot product calculation, the efficiency of practical vector dot product calculation is improved, thereby improving the calculation speed of matrix cascade multiplication.



The arrangement of this paper is as follows. The calculation model of matrix cascade multiplication is given in Section 2. In Section 3, the equivalent reduced-order simplification method is presented for the application process of robotic arm control. Section 4 discusses the experimental verification, the result analysis, and the comparison with the previous designs. Section 5 summarizes the thesis.




2. Kinematic Calculation Matrix Chain Multiplication


Forward and inverse kinematics solutions of robotic arms mainly include the rotation and translation matrix multiplication of each joint angle position or the known end joint position and velocity to obtain inverse solutions. Reference [21] provides the calculation process of the homogeneous end pose transformation matrix.    X   M k  ×  N k      is defined as the homogeneous transformation matrix of joint  k , and then the terminal homogeneous pose transformation matrix    Y  M × N     is


   Y  M × N   =   ∏  k = 0   S − 1     X   M k  ×  N k       



(1)




where  S  represents the number of joints,   S ≥ 1   and   S ∈  Z +   .    M k    and    N k    represent the number of rows and columns of the kth matrix,   M =  M 0   ,   N =  N  S − 1    , and    N  k − 1   =  M k   .



It can be seen from Formula (1) that the kinematic solution process of robotic arm control is a standard matrix multiplication calculation problem, so traditional dynamic programming can be used to search for the optimal multiplication order to reduce the amount of calculation [22]. The multiplication amount of any two adjacent matrices    X   M  k − 1   ×  N  k − 1       and    X   M k  ×  N k      is   T ( k − 1 , k ) =  M  k − 1    N  k − 1    N k  =   ∏  u = k − 1   k + 1     M u     . For the multiplication chain of  S  matrices, the optimal order is defined as   m ( i , j )  , where   i , j ∈ [ 0 , S − 1 ]  , and then the recursive optimal order of traditional matrix multiplication is


  m ( i , j ) =       0 , i = j         min   i < d < j   { m ( i , d ) + m ( d + 1 , j ) +  M  i − 1    M d   M j  } , i < j        



(2)







The order of the homogeneous matrix   T ( k − 1 , k )   is unified in the kinematic solution of the robotic arm. It is difficult to directly reduce the amount of calculation to search for optimal multiplication by matrix multiplication dynamic programming alone. Therefore, an equivalent order reduction mechanism should be established according to the sparsity of the homogeneous matrix in the settlement process of the robotic arm movement, and then the optimal multiplication order should be searched according to dynamic programming.




3. Equivalent Order Reduction Method


In matrix calculation, especially in the process of robotic arm control calculation,    X   M k  ×  N k      is often sparse. Considering that the dimension of the matrix in the calculation process of robotic arm control is generally less than eight, the matrix is only divided into four blocks, which are expressed as follows:


   X   M k  ×  N k    = [      X  (  M k  / 2 ×  N k  / 2 , L U )        X  (  M k  / 2 ×  N k  / 2 , R U )          X  (  M k  / 2 ×  N k  / 2 , L D )        X  (  M k  / 2 ×  N k  / 2 , R D )       ]  



(3)







Then the calculation result of matrix    X   M  k − 1   ×  N  k − 1       and    X   M k  ×  N k      multiplication is


   Y   M  k − 1   ×  N k    (  M  k − 1   ,  M k  ) = [      Y  (  M  k − 1   / 2 ×  N k  / 2 , L U )   (  M  k − 1   ,  M k  )      Y  (  M  k − 1   / 2 ×  N k  / 2 , R U )   (  M  k − 1   ,  M k  )        Y  (  M  k − 1   / 2 ×  N k  / 2 , L D )   (  M  k − 1   ,  M k  )      Y  (  M  k − 1   / 2 ×  N k  / 2 , R D )   (  M  k − 1   ,  M k  )     ]  



(4)




where


           Y  (  M  k − 1   / 2 ×  N k  / 2 , L U )   (  M  k − 1   ,  M k  )     =  X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , L U )    X  (  M k  / 2 ×  N k  / 2 , L U )   +  X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , R U )    X  (  M k  / 2 ×  N k  / 2 , L D )              Y  (  M  k − 1   / 2 ×  N k  / 2 , R U )   (  M  k − 1   ,  M k  )     =  X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , L U )    X  (  M k  / 2 ×  N k  / 2 , R U )   +  X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , R U )    X  (  M k  / 2 ×  N k  / 2 , R D )              Y  (  M  k − 1   / 2 ×  N k  / 2 , L D )   (  M  k − 1   ,  M k  )     =  X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , L D )    X  (  M k  / 2 ×  N k  / 2 , L U )   +  X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , R D )    X  (  M k  / 2 ×  N k  / 2 , L D )              Y  (  M  k − 1   / 2 ×  N k  / 2 , R D )   (  M  k − 1   ,  M k  )     =  X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , L D )    X  (  M k  / 2 ×  N k  / 2 , R U )   +  X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , R D )    X  (  M k  / 2 ×  N k  / 2 , R D )            











Considering the partitioned matrix    X  (  M k  / 2 ×  N k  / 2 , v )    (  v ∈ [ L U , R U , L D , R D ]  ), when it is zero matrix or identity matrix, the calculation amount of matrix multiplication is zero, and let the proportion of partial columns and columns be    β  ( w , v )   (  β  ( w , v )   ∈ [ 0 , 1 ] , w = k − 1 , k )  , then the calculation amount of adjacent matrix multiplication of four partitioned blocks is


   T  q u a d   ( k − 1 , k ) = 0.125  M  k − 1    N  k − 1    N k    ∑  v , w     β  ( k − 1 , k , v , w )     = 0.125   ∏  u = k − 1   k + 1     M u      ∑ v     ∑  w = k , k − 1     β  ( w , v )        



(5)







If the zero value of the multiplied matrix partially occupies  λ  rows (  λ ∈  Z +  , λ ≤  M  k − 1   / 2  ) and the zero value of the multiplied matrix partially occupies  γ  columns (  γ ∈  Z +  , γ ≤  N k  / 2  ), the value of    β  ( w , v )     is as follows:


         X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , v )   = [   0 ⇀    M  k − 1   / 2 ×  λ  ( k − 1 , v )     ,  X   M  k − 1   / 2 × (  N  k − 1   / 2 −  λ  ( k − 1 , v )   )  ′  ]        X  (  M k  / 2 ×  N k  / 2 , v )   = [       0 ⇀    γ  ( k , v )   ×  N k  / 2          X  (  M k  / 2 −  γ  ( k , v )   ) ×  N k  / 2  ′      ]        β  ( k − 1 , v )   = 1 − 2  λ  ( k − 1 , v )   /  M  k − 1          β  ( k , v )   = 1 − 2  γ  ( k , v )   /  N k         



(6)







Substitute Formula (6) into Formula (5), and obtain


   T  q u a d   ( k − 1 , k ) = 0.125   ∏  u = k − 1   k + 1     M u      ∑ v   ( 2  λ  ( k − 1 , v )   /  M  k − 1   + 2  γ  ( k , v )   /  N k  )    



(7)







According to Formula (7), after the sparse matrix zero vector is counted, the column number of the multiplied matrix and the row number of the multiplied matrix can be equivalent to


   N  k − 1  ′  =  M k ′  = 0.125  M k      ∑ v   ( 1 −  λ  ( k − 1 , v )   /  M  k − 1   −  γ  ( k , v )   /  N k  )      



(8)







Therefore, after sparse matrix statistics, the recursive optimal order of matrix multiplication is changed to be


  m ( i , j ) =       0 , i = j         min   i < d < j   { m ( i , d ) + m ( d + 1 , j ) +  M  i − 1  ′   M d ′   M j ′  } , i < j        



(9)







For the equivalent order reduction process, as shown in Figure 1, the equivalent order reduction calculation steps based on the sparse feature of block matrix are as follows:



Step 1: The matrix    X   M  k − 1   ×  N  k − 1       of row    M  k − 1     and column    N  k − 1     and the matrix    X   M k  ×  N k      of row    M k    and column    N k    are divided into four blocks according to Formula (3) to obtain    X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , L U )    ,    X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , R U )    ,    X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , L D )    ,    X  (  M  k − 1   / 2 ×  N  k − 1   / 2 , R D )    ,    X  (  M k  / 2 ×  N k  / 2 , L U )    ,    X  (  M k  / 2 ×  N k  / 2 , R U )    ,    X  (  M k  / 2 ×  N k  / 2 , L D )    , and    X  (  M k  / 2 ×  N k  / 2 , R D )    .



Step 2: Calculate the block multiplication of the block matrix according to Formula (4), detect the number of the zero vector of each multiplied matrix to obtain    λ  ( k − 1 , v )    , and detect the number of the zero-column vector of each multiplied matrix to obtain    γ  ( k , v )    .



Step 3: According to Formula (8), the matrix order after the equivalent reduced order is obtained.



For the matrix chain multiplication calculation, as in Figure 2, the flow chart of high-speed matrix cascade multiplication calculation includes the following steps:



Step 1: Wait for the chain calculation of matrix multiplication to start, create statistics of each matrix in the cascade according to Formula (8), and do the equivalent reduced-order calculation.



Step 2: Calculate the optimal calculation order of the cascade matrix according to Formula (9).



Step 3: Transform the matrix chain multiplication into parallel dot product calculation.




4. Parallel Dot Product Matrix Calculation


This section presents the calculation design of the parallel dot product matrix based on the algorithm in Section 3 and the performance comparison of verification results. High-speed matrix chain multiplication includes equivalent order reduction calculation, optimal order calculation, and parallel dot product calculation. In practical applications, equivalent order reduction calculation is implemented to remove unnecessary multiplicative accumulation operations in matrices with a large number of zero vectors. When the row vector or column vector in the multiplicative matrix is 0, the multiplicative accumulation operation of the vector is considered unnecessary, saving time and improving performance.



4.1. Parallel Dot Product Matrix Computing Architecture


The hardware design block diagram of parallel dot product matrix calculation controlled by the mechanical arm is shown in Figure 2, including the scheduling computing unit, data cache, dot product computing unit, and gating MUX_O and MUX_I. Among them, the scheduling computing unit controls the data cache through the cache read and write control signal DPU_WrRd and cache address access signal DPU_Addr. According to the read and write needs, the read data sent to the gate MUX_O are sent to the dot product computing unit group as the optional communication signal DPU_Sel_O. The output result of the dot product unit group passes through the MUX_I and is sent to the data cache by DPU_Sel_I as the optional communication signal. The scheduling cell can enable and control its parameters according to the output state of the clicking cell group.



The hardware design block diagram of the dot product computing unit is depicted in Figure 3. It includes FIFO, gate MUX, a multiplier, an adder, and a comparator. Two computational vectors 1 and 2 are input as FIFO1 and FIFO2, respectively. The data of the two FIFOS control the output time according to the enable signals Mux_en1 and Mux_en2 of the gating devices MUX1 and MUX2, and the output results enter the multiplier at the same time. The multiplication result is input into the accumulator, and the number of accumulative times m and the number of rows of the multiplied matrix Mk are compared by the comparator. If the number of accumulative times reaches Mk, the result output is FIFO3, and the final dot product result is output by FIFO3. The external interface and the internal computing module are divided into two clock domains.




4.2. Calculation Examples and Results


Based on the algorithm in Section 3 and the hardware architecture in Section 4.1, this section takes the forward kinematics solution of a six-DOF robotic arm as an example to analyze and compare the equivalent order reduction and parallel computing process and result performance.



Figure 4 is an example of the calculation process of the forward solution cascade multiplication of a homogeneous matrix. In the calculation, six homogeneous 4 × 4 matrices X4×4(k) (k = 0, 1, …, 5) perform the multiplication operation, create statistics of X4×4 (3) and X4×4 (4), and perform equivalent order reduction. First, the 4 × 4 matrix is divided into four blocks according to Formula (3) to obtain the 2 × 2 matrix representation of the multiplication result. Then, each 2 × 2 order matrix is counted, and the zero-value graph of the block matrix vector and its parameters are obtained according to Formula (6). Finally, according to Formula (8), the matrix order after the equivalent reduced order is obtained. Finally, the equivalent order of X4×4 (3) and X4×4 (4) is 1.7678.



Figure 5 is an example of the optimal order for the chain multiplication of the forward solutions of homogeneous matrices. According to Formula (9), the optimal order of the cascade multiplication in Figure 5 is obtained.



According to the calculation process in Figure 5, parallel tasks are assigned to the dot product computing unit DPU in Figure 2. Figure 6 depicts the example of the matrix multiplication dot product sample cell group task allocation, when the number of dot product parallel computing is 5. Figure 6 shows the distribution of each non-zero vector in each dot product computing unit during the multiplication of matrix X4×4 (3) and X4×4 (4). The first five vector dot products are allocated to five units, and the last four vector dot products are allocated to the first four vector dot products after the first calculation process is completed.




4.3. Performance Comparison


The calculation amount of traditional matrix multiplication is   O (  N 3  )  , and the matrix multiplication algorithm running on parallel devices is designed in reference [16], which makes the calculation amount inversely proportional to the number of parallel devices. In the design method of this paper, Section 4.2 only describes the equivalent order reduction for the third and fourth joints, but since the structure of the robotic arm’s homogeneous matrix is the same, and the distribution of zero values of the homogeneous matrix vectors of each joint is consistent, the calculation amount of the whole serial product is related to the number of equivalent order reduction matrices and the number of parallel dot product computing units, as shown in Figure 7.



In Figure 7, the dotted line is the calculation cycle of the forward kinematics solution with different numbers of equivalent reduced-order matrices under different parallel dot product computing units. The two black lines on the top and bottom represent the computing cycle under the parallel computation of a single computing unit and nine computing units in reference [16]. It can be seen that the algorithm in this paper is more flexible under the same degree of parallelism, which can effectively improve the computing performance and reduce the computing time by 90%.



The design method in this paper is used in the experimental platform in [21], and the parallel dot product matrix calculation architecture in Section 4.1 is used to replace the traditional parallel matrix multiplication. The core calculation adopts Xilinx’s XC5VLX330T chip, which is used to complete the path planning motion of the entire seven-DOF robotic arm. Eight DPUs are used for parallel acceleration in the implementation, and the whole FPGA runs at 150 MHz. As shown in Table 1, the maximum operating frequency and logical Slice resource occupancy of the FPGA implementation based on the proposed design method are not much different from those in [21]. The DSP48E resource is increased by 20%, and the 18 Kb Block RAM resource is increased by 15%. In the conventional terminal line planning calculation mode, the calculation time of a single path planning is not more than 0.37 ms, which is 84% lower than that in [21].





5. Conclusions


This paper proposed a parallel and fast calculation of matrix cascade multiplication for robotic arm kinematics solution control. By counting the zero vector in the homogeneous matrix, a high-order matrix is regarded as a low-order matrix, and the optimal chain multiplication structure is searched by dynamic programming. The hardware framework of parallel dot product calculation and the logic block diagram of the dot product calculation are designed to realize the parallel operation of matrix multiplication. This paper presents the continuous multiplication of the homogeneous matrix of each joint in the forward kinematics calculation process of the six-DOF robotic arm. The design method proposed is used to optimize the algorithm and parallelize the hardware design, which reduces the calculation time by 90% compared with the traditional matrix calculation and effectively improves the real-time performance of the robotic arm control process calculation.
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Figure 1. Equivalent reduced-order calculation based on sparse features of block matrix. 
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Figure 2. Hardware design block diagram of high-speed matrix chain multiplication parallel dot product calculation. 
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Figure 3. Hardware design block diagram of the dot product computing unit. 






Figure 3. Hardware design block diagram of the dot product computing unit.



[image: Applsci 13 01931 g003]







[image: Applsci 13 01931 g004 550] 





Figure 4. Calculation process of chain multiplication of forward solution of the six-DOF homogeneous matrix. 
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Figure 5. Example of the optimal order of the forward solution cascade multiplication of the homogeneous matrix. 
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Figure 6. Task allocation of the matrix multiplication dot product computing unit group. 
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Figure 7. Comparison of computational performance between the proposed method and previous parallel algorithms [16]. 






Figure 7. Comparison of computational performance between the proposed method and previous parallel algorithms [16].



[image: Applsci 13 01931 g007]







[image: Table] 





Table 1. Resource usage and performance comparison.






Table 1. Resource usage and performance comparison.





	Method
	Slices
	DSP48E
	Block RAM (18 kb)
	Computation Time
	Maximum Operating Frequency





	[21]
	6739
	76
	388
	2.3 ms
	167 MHz



	Proposed
	7124
	91
	446
	0.37 ms
	172 MHz
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






nav.xhtml


  applsci-13-01931


  
    		
      applsci-13-01931
    


  




  





media/file8.jpg
Xixa(3)

Xaxa(4)

Xaxa(5)






media/file11.png
x0,0(3) x0,1(3)

x1,0(3) x1,1(3)

xo,o(3) xo,1(3)

xo,o(3) xo,1(3)

x1,0(3) x1,1(3)

Xo,1(4)_
_x1,1(4)_
_x1,1(4)_

X0,2(4)
_x 1 ,2(4)_

xo(4) |
x1,3(4)

 x0s(4)

Xo,1(4)_ _

_x 1 ,2(4)_

e

———>

e

e

DPU 0

DPU 1

DPU 2

DPU 3

x1,0(3) x1,1(3)

xo,2(3) xo,3(3)

x1,2(3) x1’3(3)

x3,2(3) x3,3(3)—

' x03(4) |
x1,3(4)

_x2,3(4)_
x33(4)

[ s(4) |
_x3,3(4)_

_x2,3(4)_

DPU 4

x3,3(4)

e

e

e

e

DPU 0

DPU 1

DPU 2

DPU 3






media/file6.jpg





media/file1.png
Stepl Step2 Step3
I b
Buaruy =275 Bny=375; Boe-vruy =115 By =475 Boarvy=2/5% |Burvy =575 |Bu-1rvy=1/5; B roy =475
Ageorrvy = 25 Y.py =3 Agrryy =1 Yeipy = 4 Agerruy = 25 Yeru )y = 35 Ag—rroy = 1 Yoy = 4
M, /2=5: M,/2=5; M, /2=5; M,/2=5; M, /2=5 M, /2=5; M, /2=5; M,/2=5;
s 2 YU i \
nd \ \ _
< ) // Nﬁl XNy
\ \ /
Wor o) W maorol i — I/IK IIIIIIIIIIII I/IK IIIIIIIIIIIIIII /lK IIIIIIIIIIIII /&
S AN TS AN KK S T N NN
X, o P SN R R
XNy | —» A DR »
GINSNIIES, ® NNNN ® NNNSS ® ® NN
[ I NANAN RERN
Foranananf Wy mogomn N \i P ~
/ / L,/ /
< < / / /
X \ / / / /
/r ||||||||||M\|||/ ||||||||||| /7 - - - - - - """ == / kll/ /
pin st Rttt Sinninine \ S /
Z0nininial ehubnh Hbain Sl \ / / \ p
e \ \ \ \\ \ \\ \ / ba
! \ \ \ \ ! !
Xog,p0,2L0) \ﬂﬁ\g\o R0y /4 ||||| V/ ||||||| /.4 —_—— \|\ |||||||||||| /. _— A\ // \\
\ \ \ 7 \ \ v/
M xN, | —» ————————e A ————— e ——— A e A \ { >
£ \ \ \ \ \ \ R
\ \ \ \ \ / \
Xagnapan|  Kagnaporo-i— — b I/A IIIII V/ IIIIIII /A IIIII A———————— A V/I ——fl——— F/ IIIII -\
\ \ \ / \ ' \ AN
Y x ,4 y X X ' y My = 020020,
o I AN TS AN KK SR T N NN
D P AN SN AN SN AN NN
SEEE QO || B ERmms] () BN S OO RN (B EERRY () RS
e NN S RN g N
[ Ufff RARN
Biiipy =415 By =3/5; Boarrpy =315 |Bup)y =475 Bioripy =4/5; Buroy =575 |Buaro) =35 |Buroy =475
\@Q«LVSV =4, Yk.py = 3 b?ia& =3 Ye.rpy =4 &AT_VSV =4 Ykruy = 9; \@QTESV =3 Vik,RD Yy = 45
M, /2=5: M, /2=5; M, /2=>5 M, /2= M, 12=5: M,/2=5: M, /2=5 M, /2=5;

\





media/file13.png
250

N
o
(@

Calculated Recycles

A A A A A\
[\ _
\\ — ©O—-Par: 1
\ — ©O—-Par: 2
- \\ Par: 3 .
\ —©O—-Par: 4
\ — ©O—-Par: 5
- \\ — ©—-Par: 6 -
\ —O—-Par: 7
& \\ — ©O—-Par: 8
m\ \ —©O—-Par: 9 -
\ \
\
\ O-
\ ~—_
— \ — —
~ AN T O~
(R -~
~ \\ e \\\\\ ~ -
IIT 0. A R--- S, \%\\ )
= ~ — ~ N\
\tisszg —————————— S - >
o= ==‘E====—E‘—s§;——;——;—a——;——;—%‘—_:—:—:—: _________ £
1 1 1 ] | _=|==-§%‘T‘r‘—;-{
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

The Matrix Number of Equivalent Reduced Order





media/file10.jpg
[0 w0 []--
[0 o] [0
[0 w0] [228]-
[so=2]
[

0(4)
g B
b ) |:)n w(b)jl

o 500 | [0 |-
] 0,

DPUO

50) w05

DPUT

0:3) xum]

DPU2

DPU3

g iy W3 g

ERORS ,uj






media/file7.png
N

Bi-1,rpy =112

AG-1,0y = 1s
M, 12=72;

By =112

Ve y = 1
M, /2 =2,

Xixa(0) Xaxa(1) Xixa(2) Xixa(3) Xaxa(4) Xaxa(5)
x00(0) x0,1(0) x02(0) x03(0) x00(1) xo01(1) x02(1) x03(1) x00(2) X01(2) X02(2) x03(2) x0,0(3) x01(3) x023) x03(3) x0.0(4) x0.1(4) x02(4) x03(4) x00(5) x0.1(5) x02(5) x03(5)
x10(0) x1:(0) x12(0) x;13(0) x10(1) x1.1(1) x12(1) x15(1) x10(2) x1.1(2) x12(2) x15(2) x1003) x113) x123) x1303) x10(4) x11(4) x12(4) x13(4) x1005) x1.1(5) x12(5) x13(5)
x20(0) x2.1(0) x22(0) x25(0) x20(1) x21(1) x22(1) x25(1) x2,0(2) x21(2) %22(2) x23(2) x2003) x21(3) x22(3) x23(3) x20(4) x21(4) x22(4) x25(4) x20(5) %2.1(5) %22(5) x25(5)
x30(0) x31(0) x32(0) x33(0) x30(1) x31(1) x32(1) x35(1) x30(2) x31(2) x%32(2) x33(2) x30(3) x31(3) x3203) x33(3) x30(4) x31(4) x32(4) x33(4) x30(5) x31(5) x32(5) x33(5)

\\\ \\\ /1/ /// IIIIIII — . __
_ { — _ { — \ // /l//I I/III/
x00(3) x01(3) x02(3) x03(3) N \ S~o Tl
quva k.:ﬁwv un_,wﬁwv R_,wﬁwv v v X )|
— - - = x00(3) x0.1(3) ® x0,0(4) X0,1(4) ® x02(3) x03(3) ® X20(4) x21(4) x00(3) x0.1(3) ® x02(4) x03(4) ® X02(3) x03(3) ® X22(4) x23(4)
2203) %2103) || %2203) x2503) x1.03) x1,(3) x10(4) x11(4) x12(3) x1503) x30(4) x5.1(4) x1.03) x113) x12(4) x13(4) ¥123) x133) x35(4) %33(4)
x30(3) x3103) x32(3) x33(3) -7 A "
Mmoo m S TEEEEE s s e T T e o mm e om oo o mm e m e Wll....lll..ll.rll.hhllh.llh.llHH \\\\\\
-7 I s s eSS s o L T TTT T e e
o xoa@ || xoa(d) vosd) | . b ) S s R . o
éomv é_mm éwmv xamw x003) x2.1(3) ® x0.0(4) xo.1(4) o x22(3) x23(3) ® 0(4) %2.1(4) x20(3) x2.1(3) ® X02(4) x03(4) o x2(3) x23(3) %22(4) x3(4)
L mo® @ ]| xal® s | x303) x3.1(3) x104) x11(4) x323) 13503) | 7 wso(d) x31(4) x30(3) x31(3) x15(4) x15(4) x32(3) x333) x32(4) x35(4)
x20(4) x21(4) x22(4) x23(4) \\\\ \$ \\$
X30(4) x31(4) || x3204) x35(4) 7 e -
. \ — - \ — \\\ \\\\ \\\\\\\
o« s~ ) \..\..\..\\\ \\\\\\\ R
e ————— T e T T T e
m I ey
<
£ x00(3) x01(3) 0 x0.(4) x02(3) x03(3) 0 0 x00(3) x01(3) x02(4) x03(4) x02(3) x03(3) 0 x3(4)
3 o @ | @1 0w Ol wd | D1 o o 103) 1113) | D | o s | Q| 3 w3 | D 0 @
09
..vanuﬂ By =1/2; Brrary=212;
° o] W
s
o
= 0 0 0 x01(4) 0 0 0 0 0 0 x02(4) x03(4) 0 0 0 x3(4)
= o : : , :
: .VJ. o 0 JO1 0w Olwe we @ 0 0 0 | O s x| O me | @
p P,
=]
=4
5.
<
8
=t

Equivalent reduced

Equivalent reduced

order matrix
X 5_@@
1.7678-order

order matrix

X axa(4)
|Y_ (Xaxa(0)(Xaxa(D((Xaxa(2)(KXaxa(3)Xaxa(4))) Xaxa(5)))) _
1.7678-order






media/file12.jpg
350

300

250

200

150

Calculated Recycles

100

50,

—©—-Par:
—©--Par:
~ - -Par:
—-0—-Par:
—-©—-Par:
—-©—-Par:

15

2 25 3 35 4 45 5 55
The Matrix Number of Equivalent Reduced Order






media/file9.png
| Xoa3) | [ Xoxa®) |

Results





media/file5.png
|
: Input Vector 1  Input Vector 2
|
' l
| Clock
:_ _D_Or_niuil_l _|FFO| FIFO

1 2

\ 4 \ 4

Mux enl
Multiplier
y
Accumulator
Comparator
Y
Clock eS
Domain 2
FIFO

(e — ] I
|
|
' l
| Clock
| Domain 1 Dot Product
L

No






media/file3.png
Scheduling cell

Data
Buffer

pYIM Ndd

A

y I
MUX
0

A

O [9S Ndd

Ippy Ndd

Enable lCtrli StatusI

Dot product

computing unit
DPU 0

Dot product

[ 19S Ndd

~Y

computing unit
DPU 1

Dot product

\ 4 £V

g
|

computing unit
DPU O-1






media/file4.jpg
Input Vector 1 Input Vector 2

Clock l l

Domain |

FIFo Fro

1 2

Mux_enl en2

Multiplier

Accumulator

Comparator

Clock
Domain 2






media/file0.jpg
' @s “






media/file2.jpg
Scheduling cell

Enable lcuﬂ Sla\usI
i

gIgiE i g
51 sl I Dot product i <
2|z —>  computing unit %
Z|% ! DPU 0 =
e ! Dot product
Data computing unit
Buffer DPU 1

Dot product

L compuing unit

| DPU O-1






