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Abstract

:

In this paper, a universally composable 1-out-of-N oblivious transfer protocol with low communication is built. This protocol obtained full simulation security based on the modulo learning with rounding (Mod-LWR) assumption. It can achieve universally composable security in the random oracle machine (ROM) model by combining random OT based on the key exchange protocol with the authentication encryption algorithm. It can be proven to resist static adversary attacks by simulating all corruption cases. Based on computer simulation and detailed mathematical derivation, this protocol was practicable and had better efficiency and lower communication.
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1. Introduction


With the continuous updating and iteration of secure multi-party computation (MPC), many secure multi-party applications have been recently developed and used. For example, Cheetah [1], a new research achievement of Ali, is a secure two-party computing framework that can improve the performance of MPC. It has been used in the risk control field. In addition, many companies and institutes also participate in designing and developing privacy computing platforms [2,3], such as the morse secure computing platform developed by Fu-min bank.



Secure multi-party computation is not an independent technology. However, it includes many fundamental primitives such as secret sharing [4], homomorphic encryption [5], zero-knowledge proof [6], and bit commitment [7], as well as many secure multi-party applications based on the primitives above, such as private set insertion [8], private information retrieval, and secret geometry computing [9]. Besides, all of the efficient MPC applications are based on OT or OT extension. Thus, efficient OT protocols with low communication costs are the focus and difficulty in MPC research.



Oblivious transfer [10], an essential and fundamental primitive of MPC, was first proposed by Rabin in 1981. There are two participants in the OT protocol: the sender (S) and receiver (R). S sends R a message, and R has a 1/2 probability of receiving this message. Besides, S does not know whether R has received the message. In 1995, Even proposed a random 1-out-of-2 oblivious transfer [11] based on public-key cryptography, where the receiver can obtain only one of the two messages from the sender randomly. In 1986, Brassard expanded 1-out-of-2 OT to 1-out-of-N OT [12] to improve the efficiency of the OT protocol. Tzeng proposed a k-out-of-n OT protocol [13] based on the DDH (decisional Diffie–Hellman) difficult problem. It allows the receiver to obtain k of n messages from the sender to make the OT protocol more efficient and practical.



The OT protocol is the bottleneck of the efficiency and communication of the MPC because of its importance. In 2001, Naor and Pinkas proposed an efficient two-round 1-out-of-N OT protocol [14] based on the Diffie–Hellman difficult problem. However, it can obtain half-simulation security and construct a simulator for one party in the ideal environment. In 2008, Damgård proposed an attack method against MPC protocols [15] in the half-simulation paradigm, proving that OT protocols with half-simulation security cannot be used sequentially in combination with other protocols. Hence, the OT protocol is required to prove its security in a fully simulation-based paradigm, where the simulator can be constructed in any corruption case. In 2008, Yehuda proposed an OT protocol [16] with full-simulation security based on the cut-and-choose technology.



In 2001, Canetti proposed the concept of the universally composable (UC) security model [17] to explain and prove the security of the protocol combined with others. From then to now, many universally composable protocols have been designed. In 2019, Peikert et al. proposed an OT protocol based on dual-mode encryption [18], which obtains UC security under the LWE (learning with errors) assumption. In 2020, Lai proposed a UC-secure isogeny-based protocol [19] under ROM.



Most OT protocols are based on number theory, such as the discrete logarithm problem and the substantial number decomposition problem. Considering that these problems may be solvable for quantum computers in an efficient manner, the post-quantum MPC protocol is a hot spot and the focus of contemporary cryptography research. For example, the United States included post-quantum cryptography in the latest revision of the Critical and Emerging Technologies List on 8 February 2022. Post-quantum cryptography is divided into lattice-based cryptography and code-based cryptography, among others. The latticed-based cryptographic protocols have received more attention owing to their provable security and lower asymptotic complexity. In 2019, Pedor proposed a framework for the OT protocol [20] under the UC security model based on key exchange protocol and symmetric encryption. Based on the Pedor’s framework, Chou constructed a UC-secure OT protocol [21]. In addition, Liu proposed an efficient UC-secure OT protocol [22] based on the NewHope key exchange protocol [23] on the lattice. Quach proposed a two-round UC-secure OT protocol [24] under the CRS model. It achieved statistical sender security and statistical receiver security under the LWE assumption. The errors in the LWE difficult problem are not deterministic, which must be added. However, the errors in the LWR difficult problem are generated by scaling and rounding. Besides, you can solve the LWE problem with an LWR RO machine under special parameter settings.



The OT protocol is one of the most used fundamental cryptographic primitives in secure multi-party computation. The main problems of today’s oblivious transfer protocols are as follows:




	
Most existing OT protocols are based on the number theory and cannot resist quantum computer attacks.



	
Most existing OT protocols can only achieve full or half simulation security in the stand-alone model.



	
The efficient MPC protocols with low communication costs [25] have become the research focus.








1.1. Our Contribution


Hence, a low communication OT protocol on lattice under Mod-LWR assumption was proposed in this paper. It obtained full-simulation security in the ROM. In addition, we extended it to a 1-out-of-N OT protocol with a minor tweak. Finally, we simulated this protocol and compared it with other protocols in the theoretical aspect. The simulation shows that the average communication and running time are only 2.45 kb and 0.5 ms per time, respectively. The comparison indicates that the protocol has the advantages of high efficiency and low communication.




1.2. Organization


This paper is organized as follows. Section 1 briefly introduces the technical background and Section 2 provides a detailed introduction to the notations and techniques used in the article. In Section 3, the components of the OT protocol are introduced. The 1-out-of-2 and 1-out-of-N OT protocols are presented in Section 4 and Section 5, respectively. Section 6 shows the results and the comparison with other protocols. Finally, a conclusion is given in Section 7.





2. Preliminaries


In this section, we introduce the notations and the techniques used in the paper.



2.1. Notations


Denote    Z q    as the ring of integers modulo an integer  q . For any integer  z , we define   z   m o d   q   as the reduction of  z  in     0 , q     and define   p ∣ q   as the modulo operator on    R q    by modulo of all the coefficients.    R q    is a quotient ring    Z q   X  /    X n  + 1     with  n , where n is a fixed power of 2. For a ring  R , we define    R  l × k     as the ring of   l × k  -matrices over  R .



We denote  U  as the uniform distribution and denote    β µ    as the centered binomial distribution with parameter  μ , where the corresponding standard deviation   σ =   μ / 2    . If  X  is the probability distribution over a set   S .   we denote   x ← X   as sampling from the set  S  according to  X . If  X  is defined on    Z q   ,   X ← X    R q  l × k       denotes that all coefficients are sampling from the set    R q  l × k     according to  X .




2.2. MOD-LWR Problems


The LWR (learning with rounding) assumption was proposed by Banerjee to construct the pseudorandom function. Compared with the learning with error assumption, the errors in the LWR assumption are generated by scaling and rounding all of the coefficients from modulo  q  to  p  (with   p < q  ). For a fixed   s ←  β μ    R =  ℤ q  l × 1       and a uniform random   a ← U    ℤ q  l × 1      , the LWR sample is as follows:


    a , b = ⌊  p q     a T  s   ⌉   ∈  ℤ q  l × 1   ×  ℤ p   



(1)







Definition 1 (the decisional LWR problem).

It is hard to distinguish LWR distribution samples from uniform distribution samples.





The Mod-LWR assumption is the variant of LWR, which replaces the ring    ℤ p    with a quotient ring    R p   . Then, for a fixed   s ←  β μ     R q  l × 1       and a uniform random   a ← U    R q  l × 1     ,   the Mod-LWR sample is as follows:


    a , b = ⌊  p q     a T  s   ⌉   ∈  R q  l × 1   ×  R p   



(2)







For fixed integers   m ,   k ,   μ ,   p ,   q  , the advantage of an adversary  A  in distinguishing from samples from a Mod-LWR distribution and that from the uniform distribution are defined as follows:


   A d  v  m , l , μ , q , p   M o d − L W R    A  =  |    Pr    b ′  = 1 :     A ← U    R q  m × l     ; s ←  β μ     R q  l × 1     ;        b ′  = A   A , ⌊   p / q    A s  ⌉   ;           − Pr (   b ′  = 1 :      A ← U    R q  m × l     ; u ← U    R q  l × 1     ;        b ′  = A   A , u   ;     )    |  



(3)








2.3. Universally Composable Security Model


To describe and analyze the security of cryptography protocols in parallel concurrency, Canetti proposed the universally composable security framework, which specifies the existence of   A    (adversary),   S    (simulator), and   Z    (environment) in addition to the parties of the protocol. The protocol can prove universally composable security by showing the indistinguishability between the ideal environment and real execution.



In the real execution,  π  denotes the running protocol, and    A    denotes the adversary who corrupts the participant to attack the protocol. In the ideal environment,  F  is the corresponding function of  π , and  S  is the corresponding simulator of    A .   Besides,  Z  can be considered as the external environment that can communicate directly with the protocol participants, the adversary, and the simulator except for the ideal function.



Definition 2 (UC-Secure).

If, for any adversary in the real execution, there exists a corresponding simulator in the ideal environment such that the environment cannot distinguish between interacting with a protocol in the real execution or interacting with an ideal function in the ideal environment, and the formula is as follows:


   I D E A  L  F , S , 𝓏      c     ≡    E X E  C  π , A , 𝓏     



(4)









Thus, it can be proven that the protocol  π  can safely simulate the function  F .





3. Constitutions of Protocol


In this section, we introduce the constructions of the OT protocol in this paper.



3.1. Key Exchange Protocol


The key exchange protocol used in this paper has two integral roles:




	
The parties can finally agree on a unanimous key.



	
The final key is indistinguishable from random strings.








The Saber protocol [26] based on the Mod-LWR difficult problem is shown in Table 1. It is one of the candidate algorithms for the post-NIST quantum cryptography competition.



Besides the basic symbols described above, many constants are also used in this protocol that can reduce the probability of failure:    h ∈  R q  l × 1      is a constant polynomial vector whose coefficients are equal to     2   ϵ q  −  ϵ p  − 1    ;    h 1  ,  h 2  ∈  R q    are constant polynomials; and the efficiencies of     h 1    and     h 2    are    2   ϵ q  −  ϵ p  − 1     and    2   ϵ p  − 2   −  2   ϵ p  −  ϵ t  − 2    , respectively.



Saber uses a function   b i t s   x , i , j     shown in Figure 1, which is used to obtain the continual  j  bits of the   x    from the index  i  to create an integer in    ℤ   2 j    .   We can apply   b i t s   x , i , j     to a matrix or polynomial by all coefficients. Unless all of the coefficients are divisible by a higher power of 2, the final result can be considered sampled from the uniform distribution. However, in our protocol, the coefficients are generated from a binomial distribution, so the event that causes the result to deviate is that the coefficients are both 0. By analysis, the probability is negligible. Hence, Saber can meet the requirements of the OT protocol.




3.2. Hash Function


The OT protocol also needs a hash function to extend a key of length    l   bits from a string of  n  bits. The hash function is simulated by a random oracle machine. However, multiple UC-secure OT protocols should be able to run concurrently, so we use the local random oracle machine. The local random oracle machine can use intermediate values such as   s e e d _ a , A   to distinguish different queries. Hence, the hash function is defined as follows:    H a s h      R q  l × 1   ×  R q  l × 1     ×  R t    ×  R q n  →  R 2 l  .   This way, the protocol parties can query different results for different instances.




3.3. Symmetric Encryption Function


A standard UC-secure OT function consists of a UC-secure ROT function and an encryption function. To ensure the confidentiality and integrity of the information during the encryption and decryption of the OT protocol, we use an authentication symmetric encryption function. The authentication encryption algorithm [27] can achieve both encryption and authentication.



Like the hash function, we use the intermediate value        R q  l × 1   ×  R q  l × 1     ×  R t    ×  R q n    as an additional input to the authentication symmetric encryption function to distinguish among instances. As a component of UC-secure OT protocol, the authenticated symmetric encryption function has the character of non-committing and robustness. Let  K ,  M , and    C   represent the authenticated encryption’s key, plaintext, and ciphertext space, respectively.



Definition 3 (Non-committing).

We say an authentication encryption scheme (Enc, Dec) is non-committing if there exists PPT algorithm     S 1  .    S 2     such that      e , k      and       e ′  ,  k ′       are distinguishable where    k ← K  ,   r ← U      ,   e ← E   k , r , M    ,    e ′  ←  S 2     1 K    ,  and     k ′  ←  S 2     e ′  , r , M    .





Definition 4 (Robustness).

Given additional input r ,  S is a set of random keys from  K .  Let     V  S , r , e      denote a set of valid keys that satisfies    D e c   k , r , e   ≠ ⊥  , for the given ciphertexts    r ,   e . ,   i.e., We say (Enc, Dec) is robust if, for every ciphertext, the probability of     V  S , e     > 1  is negligible.





As the ciphertexts of common symmetric encryption algorithms do not contain any commitment to the plaintext messages or encryption process, it is impossible to determine whether the key inputted for decryption is correct. However, if the authentication code obtained by decrypting the ciphertext with the inputted key does not match the authentication sequence obtained by encrypting, the algorithm directly outputs “Failure.” and does not output the wrong decryption result. Hence, it has higher security than common symmetric encryption.



The protocol is robust because the probability of getting the same authentication code using different keys and additional inputs is negligible.





4. UC-Secure 1-out-of-2 OT Protocol


A UC-secure OT protocol based on the Mod-LWR problem can be obtained using the above technologies.



In this section, the ROT protocol is described in detail at first. Then, the OT protocol is introduced and, finally, the security of the OT protocol against static attacks is demonstrated under the random oracle model.



4.1. Random Oblivious Transfer


The ROT protocol shown in Table 2 can be divided into three phases: parameter generation, making a choice, and key derivation. After the ROT protocol, the sender can obtain two indistinguishable and uniformly distributed keys, while the receiver only knows the chosen one.



4.1.1. Correctness of the Protocol


The correctness of the protocol can be derived owing to the correctness of the Saber protocol. In other words, if two honest or semi-honest participants interact under the protocol, they can end up with a shared key   s  k i    and  R  knows nothing about   s  k  1 − σ   .  




4.1.2. The Privacy of the Receiver


In the protocol, the R only sends      B ,   c     to the  S , but the  S  can get      v 1  ,  v 2  , s  k 1  , s  k 2      through     B , c    . Therefore, it is required that no information about  σ  can be obtained from     B , c     and      v 1  ,  v 2  , s  k 1  , s  k 2      to ensure that the R’s privacy is not compromised. The following theorem is used to prove the privacy security of the R.



Theorem 1.

Suppose no probabilistic polynomial time adversary can guess     σ     with non-negligible probability from     B , c     and        v 1  ,  v 2  , s  k 1  , s  k 2      . In that case, it means that the R’s privacy is guaranteed during the execution. Then, it is necessary to prove the following three points:




	
    B   σ    = 0     and    B   σ    = 1     are indistinguishable.



	
   c     and      σ      are independent of each other.



	
    v 1    and    v 2    are indistinguishable.










Proof of Theorem 1.






	
Assuming that the adversary corrupts  S , the corrupted sender is denoted as    S *   .








It follows that     b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p       and   b i t s   u ,  ∈ q  ,  ϵ p      are indistinguishable because of the Mod-LWR assumption, where   u ← U    R q  l × 1      . Besides, the difference between    B  σ = 0     and    B  σ = 1     is    T  , where   T ← U    R q  l × 1      . Hence,    B  σ = 0   =  b ′    and    B  σ = 1   =  b ′  + T   are indistinguishable.




	2.

	
  As    c     sent to the sender is computed by the receiver and the sender can obtain     σ     from     c  .   Assuming the       S   *     can get      s ′     from    c  , then the       S   *    can distinguish between     B  σ = 0      and     B  σ = 1    , and finally get     σ   . Therefore, it is necessary to prove that     c    and     σ    are independent of each other by showing that the possibility of obtaining  σ  from   c    is negligible.









The first step is to prove indistinguishability. It can be shown by the Mod-LWR problem that    c    is indistinguishable from uniformly distributed sampling; thus,     σ    cannot be obtained directly from    c .  



The second step is to prove independence. A series of games shown in Table 3 show that    c    cannot help the    S *    to distinguish    B  σ = 0     from    B  σ = 1    . Let    X i    denote the event that the       S   *    guesses on    n    in the    i − t h    game. Define the advantage of the adversary       S   *    to distinguish c from uniformly distributed sampling as follows:


  A D  V  p , q , t   M o d − L W R     S *   =   P r   S ∗   a , A , T , B , c   = 1   − P r   S ∗   a , A , T , B ,  c ′    = 1      



(5)







GAME 0: In this game,      a ,   s ,   A    ,     a ,  s ′  ,  b ′    ,   and     A ,  s ′  ,  v ′      are Mod-LWR pairs, so


  A D V    S *    =   P r    X 0    − 1 / 2    



(6)







GAME 1: In this game, suppose that       the   D   1     is a probabilistic polynomial-time algorithm with input      a , A    . If the       D   1    can distinguish between Game 0 and Game 1,         the   S   *    can use    the    D 1    to distinguish between    A = a s    and    U    R q  l × 1     .   Hence,


    P r    X 0    − P r    X 1      ≤   ADV    p , q , t     Mod - LWR         S   D 1   *     



(7)







GAME 2: In this game, suppose that t     he   D   2     is a probabilistic polynomial-time algorithm with input        a ,  b ′    ,   A ,  v ′      .   If the    D 2    can distinguish between Game 1 and Game 2, then the       S   *    can use the    D 2    to distinguish between    b ′  =  a T   s ′    and   U    R q  l × 1      ,    v ′  =  A T   s ′   , and   U    R p     . Hence,


    P r    X 1    − P r    X 2      ≤   ADV    p , q , t     Mod   - LWR       S   D 2   *     



(8)







In Game 2, the adversary guesses the value of    n    by distinguishing between    c    and     c ′  .   However,    c    is obtained by scaling and rounding, which is uniformly distributed over     R p   . Hence,    c    and   c ′   are indistinguishable.



If the    S *    can distinguish between Game 1 and Game 0 or Game 2 and Game 1, the adversary can obtain    σ   and     s ′   . However, the adversary cannot distinguish them because of the Mod-LWR difficult problem. Above all,    c    and     σ    are independent of each other.




	3.

	
1 and 3 are based on the same assumption, so contradiction can be used. If a PPT adversary can distinguish between     v 1    and    v 2    on input  B , he can distinguish between    B 0    and    B 1    to obtain   σ .   Assuming the adversary can solve problem 3, the adversary must be able to solve problem 1, which contradicts problem 1. Hence,    v 1    and    v 2    are indistinguishable. □












4.1.3. The Privacy of the Sender


Assuming the receiver only can get the chosen message after the protocol and knows nothing about other messages, the protocol can guarantee the sender’s privacy.



In the protocol, the key for encryption and decryption is generated by the hash function. If the receiver knows the sender’s private key    s  , it is possible to obtain   s  k  1 − σ     by computing       B −   1 − σ   T    T  b i t s   s ,  ∈ p  ,  ϵ p    +  h 1   . However, getting    s    from    A    is a difficult problem. Alternatively, if the sender can find a key that satisfies   H a s h   k e y   = H a s h   s  k  1 − σ       and   k e y ≠ s  k  1 − σ    , the sender can get    m  1 − σ   .   However, the random oracle machine that runs the hash function is controlled by the simulator and has collision resistance, so this case can also be ignored.



Next, a series of games shown in Table 4 are used to prove that the receiver cannot get   s  k  1 − σ    , thus the protocol can guarantee the sender’s privacy. Theorem 2 can prove the security of the sender.



Theorem 2.

Owing to the Mod-LWR difficulty problem, no PPT adversary   R *   can obtain both     v 1   and   v 2   .





Proof of Theorem 2.

The    R *    determines the value of  n  at the end of each game. If the advantage of the    R *    in judging the value of  n  is not negligible, the    R *    wins the game.



In Game 0,   v ′  ,  c , and uniformly distributed samples are indistinguishable, so


  A D V    S *    =   P r    X 0    − 1 / 2    



(9)







Suppose that the       D   3    is a probabilistic polynomial-time algorithm with input       a ,  b ′    ,   A ,  v ′       . When   b ′   and   v ′   are computed, the    D 3    outputs      a ,   A ,   T ,   B ,   c ,   s k    ; however, when   b ′   and   v ′   are randomly sampled from a uniform distribution, the    D 3    outputs     a , A , T , B , c , s  k ′    .   Owing to Mod-LWR difficulties, Game 0 and Game 1 are indistinguishable.



The next step is to prove that    s k    can be regarded as a uniformly distributed sampling on the ring. In Game 1,     b ′   ,  v , and  T  are samples from a uniform distribution, so  B  is uniformly distributed on    R q  l × 1     and    c    is uniformly distributed on     R t   .



It is necessary to prove that    s k    and    s  k ′    are indistinguishable. Suppose there exists      b ′  ¯   , which satisfies     b ′  ¯  = b i t s    a T    s ′  ¯  + h ,  ∈ q  ,  ∈ p      and     b ′  ¯  ≈ B − σ T  , then, for the    R *   ,       B − σ T    T  b i t s   s ,  ∈ p  ,  ∈ p    +  h 1    and      b T   ¯  b i t s   s ,  ∈ p  ,  ∈ p    +  h 1    are distinguishable. Besides, we know that    c    and     σ     are independent of each other from Theorem 1. In addition,   b i t s    v  1 − σ   −  2   ϵ p  −  ϵ t  − 1   (   b i t s      A T      b i t s          s ′  ,  ∈ p  ,  ∈ p    +  h 1    ,  ∈ p  − 1 ,  ∈ t      +  h 2  ,    ∈ p  , 1     and   b i t s    v  1 − σ   −  2   ϵ p  −  ϵ t  − 1   (   b i t s      A T  U    R p    +  h 1    ,  ∈ p  − 1   ,        ϵ t      +  h 2  ,  ϵ p  , 1     are distinguishable. In summary,   s k   and    s  k ′    are indistinguishable for    R *   , and   P r    X 1    = 1 / 2  . Therefore, the protocol guarantees the sender’s privacy. □







4.2. Oblivious Transfer Protocol


A standard UC-secure OT protocol can be obtained by combining the random OT mentioned in Section 4.1 and the authentication symmetric encryption algorithm mentioned in Section 3.3. After receiving the key, the S encrypts two messages    M 1    and    M 2    with two keys    C 1     and    C 2   , respectively. Then,     the    S    sends them to the   R ,   and     the    R    decrypts the chosen ciphertext.



Theorem 3 demonstrates that the OT protocol can be simulated as an ideal function under the random oracle machine model and can resist static adversary attacks.



Theorem 3.

If the following assumptions hold, then the OT protocol can be simulated as      F  O T   .   




	
The adversary only performs static attacks.



	
The random oracle machine simulates the hash function.










Proof of Theorem 3.

The static adversary attacks can be divided into four types as follows:




	
Neither the  S  nor the  R  is corrupted.



	
Only the  S  is corrupted.



	
Only the   R     is corrupted.



	
Both the  R  and the  S  are corrupted.










Let  A  denote the adversary interacting with the honest participant in the real environment. For any  A , a simulator  S  can be constructed in the ideal environment, which runs the ideal function    F  O T     to simulate the interaction with the honest party. It is impossible for the  Z  to distinguish between the real execution and the ideal environment. All corruption cases are shown as follows.




	
When neither the  S  nor the  R  is corrupted, the adversary can attack the procession of data transmission. To demonstrate the universally composable security of the protocol, we build a simulator  S . The simulation for the ideal environment is built as follows:













	
The   S     simulates the    S     for parameter selection. The  S  chooses   s e e  d a  ← U     { 0 , 1 }   256      ,   s ←  β μ     R q     l × 1     ,    and      T ← U    R q     l × 1      ; generates the key   a ← g e n   s e e  d a    ∈  R q  ∣ × 1   ;    and then computes    A = b i t s   a s + h ,  ∈ q  ,  ∈ p     .



	
The   S    simulates the     R     to make a choice. The    S    chooses    s ←  β μ     R q  l × 1       and calculates     b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p     ,    v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1   ,    a n d   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t     .



	
The  S  generates       C 1  ,  C 2      by random sampling from the ciphertext space.



	
The  S  outputs     s e e  d a  , A , T   ,       B , c    , and      C 1  ,  C 2    .  








From Theorems 1 and 2, we know that the protocol can guarantee the privacy of the sender     S    and the receiver    R ,    so the  Z  cannot distinguish whether     s e e  d a  , A , T     and      B ,   c      are in the real execution or ideal environment. The  Z  can also not distinguish between      C 1  ,  C 2      in the real execution and the ideal environment owing to the authentication symmetric encryption algorithm. Hence, the ideal environment and the real execution are indistinguishable from the perspective of the  Z .




	2.

	
When the adversary  A  corrupts the  S , denote     S     as       S   *  .   We build a simulator    S    to prove that the ideal environment and the real execution are indistinguishable. First, the  S  interacts with the    S *    to get the real input      M 1  ,  M 2    ,   then plays the role of the  S  to interact with the ideal function    F  O T    , which finally enables the    R     to get    M σ  .   As the  S  responds to     S *  ′  s   queries using a random oracle machine, it is possible to decrypt the ciphertext using query records and get the sender’s real input. The  S  is constructed as follows:









	
The  S  uses the random oracle machine to answer queries randomly before interacting with the    S *   .



	
After receiving     s e e  d a  , T , A     from the    S *   , the  S  generates the parameters by seed; chooses     s ′  ←  β μ     R q  l × 1      ; calculates    b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p     ,    v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1  ,    and      c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t     ; and sends       b ′  , c     to the    S *   . From this moment on, the   S    records all queries of the form     H a s h        A , T       , b   ′   , c        from the    S *   



	
After receiving      C 1  ,  C 2      from the    S *   , the  S  computes   D e c    C i  , H a s  h   r e c o r d          for each    i ,   where    H a s  h   r e c o r d         denotes all the queries records of the    S *   , and records the    M    that can be decrypted successfully from  C .



	
The  S  sends       M 1  ,  M 2      to    F  O T   .  






The next step is to demonstrate the indistinguishability under the    Z    ‘s view. The   Z    only     can use      B ,   c      and     M σ     to distinguish the real execution and ideal environment.



From Theorem 1, the protocol can guarantee the receiver’s privacy so that    t h e     B , c     generated by the  S  and    t h e      B ′  ,    c ′       caused by the honest  R  in the protocol are indistinguishable.



In addition, if the adversary can find an  x  that satisfies   H a s h  x  ≠ s  k σ    and   D e c    C σ  , H a s h  x    = M  , the  x  will help     R    output a different  M . However, owing to the robustness of the authentication encryption algorithm, the probability is negligible




	3.

	
When only the adversary    A    corrupts the R, denote R as       R   *   . We build a simulator    S   to prove the indistinguishability. The  S  needs to play the     S   ‘s role to interact with the    R *     to obtain the  σ , then uses  σ  to interact with    F  O T      to obtain     M σ    to make the R decrypt correctly, and finally generates      C 1  ,  C 2       based on    M σ   . The  S  can obtain the value of     σ    by the queries records because the  S  runs the hash function and the protocol guarantees the sender’s privacy. The  S  is constructed as follows:














	
The  S  chooses   s e e  d a  ← U     { 0 , 1 }   256      ,   s ←  β μ     R q  l × 1     ,   and   T ← U    R q  l × 1      ; then generates key   a ← g e n   s e e  d a     ; and finally computes    A = b i t s   a s + h ,  ∈ q  ,  ∈ p     .



	
  The   S   uses the random oracle machine to answer the query and records queries of the form    H a s  h      A , T   , . ,       before interacting with    R *   .



	
  The   S   looks for records of the form   H a s  h      A , T   , B , c       and judges if the output of the function is equal to    s k    after receiving      B ,   c      from the       R   *  .   If equal,     the    S   records the value of    i    as     σ    and interacts with the function     F  O T     to obtain     M σ   ; otherwise, the   S    fails and sets the value of     σ    to null.



	
The   S    starts to generate       C 1  ,  C 2      after interacting with the    R *  .   If the value of     σ    is null, the    S   randomly samples     s  k 1  , s  k 2      in the ciphertext space and uses it as      C 1  ,  C 2     ; otherwise, the    S   sets the value of   s  k σ    to the query result and computes     C σ  = E n c   s  k σ  ,  M σ    .   Finally, the    S   randomly generates     C  1 − σ     and sends      C 1  ,  C 2      to the    R *   .



	
The  S  continues to answer queries at random after outputting      C 1  ,  C 2     . If the    R *    continues with an inquiry of the form    K D  F      A , T   , B , c      , the answer is as follows. If the value of     σ    is not null, the  S  outputs that the protocol has ended. Otherwise, the  S  gets the value of     σ    like the above method. Finally, the  S  encrypts the    M σ    using the generated key and sends      C 1  ,  C 2      to the    R *   .








The next step is to prove that the  Z  cannot distinguish between the ideal environments and the real execution. It is shown that the    Z   only can use      s e e d ,   A ,   T      and       C 1  ,  C 2       to distinguish between the real execution and the simulation.



First,   s e e d ,   A ,   T    are sampled from the distribution. According to Theorem 2, the protocol can guarantee the sender’s privacy, so the      C 1  ,  C 2      generated during the real execution of the protocol is indistinguishable from the random string. From the construction of the simulator,    C  1 − σ     in the simulation is an arbitrary string and    C σ    is the real ciphertext, which is indistinguishable from a random string. Finally, if the protocol is stopped midway, the    R *    cannot get      C 1  ,  C 2     , and additional information can be obtained only by asking the random oracle machine. However, getting the value of  c  from  v  is impossible because of the Mod-LWR difficult problem. In summary, the    Z   cannot distinguish between the real execution and ideal environment.




	4.

	
When both the  S  and the  R  are corrupted, the simulator directly copies the adversary’s input as its input and outputs the adversary’s output to achieve indistinguishability in  Z  view. □











5. UC-Secure 1-out-of-N OT Protocol


In this section, we expand the 1-out-of-2 OT protocol to a 1-out-of-N protocol with a minor tweak. The 1-out-of-N OT protocol is shown in the Table 5. In the 1-out-of-N OT ideal function, the S inputs      M 1  , … ,  M n     , where    n > 2 ,   then the R inputs choice bit   σ ∈   1 , n    . Finally, the R outputs     M σ   .



Proof of Security







	
The first step is to prove that the protocol can guarantee the parties’ privacy. From Theorem 1, it is clear that    B =  b ′    and    B =  b ′  +  T  σ − 1     are indistinguishable, so the receiver’s privacy is secure. From Theorem 2, the receiver only gets the information he chooses, so the sender’s privacy is secure.



	
The next step is to prove that the protocol can be simulated as    F  O T    . When the  S  is corrupted, the  S  records the random oracle machine queries in the specific format. Then, the    S   uses these records to obtain the real input from the sender and inputs it into the ideal function. When the  R  is corrupted, the  S  receives the real input     σ    from the receiver through the records of the random oracle machine. Then, the  S  inputs it to the ideal function. Finally, in the same way as Theorem 3, the real execution and the ideal environment from the perspective of  Z  are indistinguishable. Hence, the OT protocol can be simulated as    F  O T   .  










6. Discussion


We modified the codes on SABER’s GitHub to simulate the protocol. The CPU is i7-9700f and the memory size is 16 GB. The simulation was repeated 100,000 times and the probability of success was 100%. The average communication cost is 24,576 bits and the average running time is 0.54509 ms. Therefore, the protocol can run efficiently with low communication costs.



Considering that none of the currently available lattice UC-safe OT protocols are based on the Mod-LWR difficulty problem, this protocol is compared to other OT protocols based on the other lattice difficulty problems such as LWE, RLWE, and so on.



The metrics used to judge the efficiency of UC-secure OT protocols are the number of rounds, communication cost, and computation cost. For the lattice OT protocols, the communication cost can be calculated from the size of intermediate amount and the computation cost can be calculated by operations on the lattice, such as multiplication and addition. Comparing the OT protocol proposed with other state-of-the-art protocols in the theoretical aspect, the results are shown in Table 6.



The OT protocol proposed by Peikert is under the common reference string (CRS) model, which needs to interact with the ideal function to obtain the CRS before starting to run. The OT protocol proposed by Quach is also under the CRS model, which uses dual-mode encryption to achieve statistical receiver security. The OT protocol proposed by Liu needs rec(.) and dbl(.) operations, which leads to additional computational costs. Compared with the OT protocol proposed in [16,24], the protocol has advantages for communication and computational costs. Compared with the OT proposed in [22], the protocol reduces the communication cost by reducing the scale and size of the polynomial. In summary, the protocol in this paper has the advantage of high efficiency and low communication.




7. Conclusions


This paper constructs a UC-secure OT protocol on lattice based on the Mod-LWR difficult problem. The protocol obtains universally composable security under the random oracle machine model and can resist static adversary attacks. Besides, the comparison with other UC-secure OT protocols shows that the protocol has constant interaction rounds and low communication costs.



Depending on the attack strategy of the adversary, it can be classified as a static adversary, dynamic adversary, or proactive adversary. Therefore, the following research focuses on an OT protocol that can resist other types of attacks.
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Figure 1. The schematic of   b i t s   x , i , j     function. 
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Table 1. Saber key exchange protocol.
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	Alice
	
	Bob





	   s e e  d a  ← U     { 0 , 1 }   256       

   a ← g e n   s e e  d a    ∈  R q  l × l     

   s ←  β μ     R q  l × 1       

   A = b i t s   as + h ,  ∈ q  ,  ∈ p    ←  R q  l × 1     
	    →  s e e  d a  , A     
	



	
	    ←  b , c     
	   a ← g e n   s e e  d a    ∈  R q     l × l     

    s ′  ←  β μ     R q  l × 1       

   b = b i t s    A T   s ′  + h ,  ∈ q  ,  ∈ p    ∈  R q  l × 1     

    v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1  ∈  R p    

   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t    ∈  R t    



	   v =  b T     b i t      s ,  ∈ p  ,  ϵ p    +  h 1  ∈  R p    

   k = b i t s   v −  2   ϵ p  −  ϵ t  − 1   c +  h 2  ,  ∈ p  , 1     
	
	    k ′  = b i t s    v ′  ,  ∈ p  , 1     
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Table 2. Random oblivious transfer protocol.






Table 2. Random oblivious transfer protocol.










	Alice
	
	Bob





	Parameter Generation:

  s e e  d a  ← ( U       0 , 1     256      

  a ← g e n   s e e  d a     

     s ←  β μ     R q  l × 1      

  T ← U    R q  l × 1      

   A = b i t s   a s + h ,  ∈ q  ,  ∈ p    ←  R q  l × 1    
	    →  s e e  d a  , A , T     
	  a ← g e n   s e e  d a     

      s ′  ←  β μ     R q  l × 1      

    b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p     

   v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1   

     c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t     



	Make a choice:
	    ←  B , c     
	   i f   σ = 0     B =  b ′    

   i f   σ = 1     B =  b ′  + T   



	Key derivation:

    v 1  =  B T  b i t s   s ,  ∈ p  ,  ∈ p    +  h 1    

    v 2  =     B − T    T  b i t s   s ,  ∈ p  ,  ∈ p    +  h 1    

   s  k 1  = b i t s    v 1  −  2   ∈ p  −  ∈ t  − 1   c +  h 2  ,  ∈ p  , 1     

   s  k 2  = b i t s    v 2  −  2   ∈ p  −  ∈ t  − 1   c +  h 2  ,  ∈ p  , 1     
	
	   s k = H a s h   b i t s    v ′  ,  ∈ p  , 1       
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Table 3. The games mentioned in Proof of Theorem 1.






Table 3. The games mentioned in Proof of Theorem 1.





	Game0:
	Game1:
	Game2:
	     D 1    a , A   :    
	     D 2      a ,  b ′    ,   A ,  v ′      :    





	   s e e  d a  ← U       0 , 1     256       

   a ← g e n   s e e  d a      

   s ,  s ′  ←  β μ     R q  l × 1       

   T ← U    R q  l × 1       

   A = b i t s   a s + h ,  ∈ q  ,  ∈ p      

    b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p      

    v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1    

   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t      

   B =  b ′  + σ T   

    c ′  ← U    R t      

   n ← U     0 , 1       

   I f   n = 0   , t h e n   

   r e t u r n   a , A , T , B , c     

   e l s e   

   r e t u r n   a , A , T , B ,  c ′      
	   s e e  d a  ← U       0 , 1     256       

   a ← g e n   s e e  d a      

   s ,  s ′  ←  β μ     R q  l × 1       

   T ← U    R q  l × 1       

    b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p      

    v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1    

   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t      

   B =  b ′  + σ T   

    c ′  ← U    R t      

   n ← U     0 , 1       

   I f   n = 0   , t h e n   

   r e t u r n   a , A , T , B , c     

   e l s e   

   r e t u r n   a , A , T , B ,  c ′      
	   s e e  d a  ← U       0 , 1     256       

   a ← g e n   s e e  d a      

   s ,  s ′  ←  β μ     R q  l × 1       

   T ← U    R q  l × 1       

   A ← U    R q  l × 1       

   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t      

   B =  b ′  + σ T   

    c ′  ← U    R t      

   n ← U     0 , 1       

   I f   n = 0   , t h e n   

   r e t u r n   a , A , T , B , c     

   e l s e   

   r e t u r n   a , A , T , B ,  c ′      
	   s ,  s ′  ←  β μ     R q  l × 1       

   T ← U    R q  l × 1       

    b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p      

    v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1    

   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t      

   B =  b ′  + σ T   

    c ′  ← U    R t      

   n ← U     0 , 1       

   I f   n = 0   , t h e n   

   r e t u r n   a , A , T , B , c     

   e l s e   

   r e t u r n   a , A , T , B ,  c ′      
	   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t      

   B =  b ′  + σ T   

    c ′  = b i t s   U    R p    ,  ∈ p  − 1 ,  ∈ t      

   n ← U     0 , 1       

   I f   n = 0   , t h e n   

   r e t u r n   a , A , T , B , c     

   e l s e   

   r e t u r n   a , A , T , B ,  c ′      
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	Game 0:
	Game 1:
	     D 3  :    





	   s e e  d a  ← U       0 , 1     256       

   a ← g e n   s e e  d a      

   s ,  s ′  ←  β μ     R q  l × 1       

   T ← U    R q  l × 1       

   A = b i t s   a s + h ,  ∈ q  ,  ∈ p      

    b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p      

    v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1    

   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t      

   B =  b ′  + σ T   

    v  1 − σ   =     B − σ T    T  b i t s   s ,  ∈ p  ,  ∈ p    +  h 1    

   s k = b i t s    v  1 − σ   −  2   ∈ p  −  ∈ t  − 1   c +  h 2  ,  ∈ p  , 1     

   s  k ′  ← U  R    

   I f   n = 0   , t h e n   

   r e t u r n   a , A , T , B , c , s k     

   e l s e   

   r e t u r n   a , A , T , B , c , s  k ′      
	   s e e  d a  ← U       0 , 1     256       

   a ← g e n   s e e  d a      

   s ,  s ′  ←  β μ     R q  l × 1       

   T ← U    R q  l × 1       

   A = b i t s   a s + h ,  ∈ q  ,  ∈ p      

   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t      

   B =  b ′  + σ T   

    v  1 − σ   =     B − σ T    T  b i t s   s ,  ∈ p  ,  ∈ p    +  h 1    

   s k = b i t s    v  1 − σ   −  2   ∈ p  −  ∈ t  − 1   c +  h 2  ,  ∈ p  , 1     

   s  k ′  ← U  R    

   I f   n = 0   , t h e n   

   r e t u r n   a , A , T , B , c , s k     

   e l s e   

   r e t u r n   a , A , T , B , c , s  k ′      
	   c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t      

   B =  b ′  + σ T   

    v  1 − σ   =     B − σ T    T  b i t s   s ,  ∈ p  ,  ∈ p    +  h 1    

   s k = b i t s    v  1 − σ   −  2   ∈ p  −  ∈ t  − 1   c +  h 2  ,  ∈ p  , 1     

   s  k ′  ← U  R    

   I f   n = 0   , t h e n   

   r e t u r n   a , A , T , B , c , s k     

   e l s e   

   r e t u r n   a , A , T , B , c , s  k ′      
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Table 5. UC-secure 1-out-of-N OT protocol.
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	Alice
	
	Bob





	Parameter Generation:

   s e e  d a  ← U       0 , 1     256       

   a ← g e n   s e e  d a      

   s ←  β μ     R q  l × 1       

    T 0  =    0   l    

    T i  ← U    R q  l × 1     , i ∈   1 , n − 1     

   A = b i t s   a s + h ,  ∈ q  ,  ∈ p      
	    →  s e e  d a  , A , T     
	  a ← g e n   s e e  d a     

   s ′  ←  β μ     R q  l × 1      

   b ′  = b i t s    a T   s ′  + h ,  ∈ q  ,  ∈ p     

   v ′  =  A T  b i t s    s ′  ,  ∈ p  ,  ∈ p    +  h 1   

      c = b i t s    v ′  ,  ∈ p  − 1 ,  ∈ t     



	Make a choice:
	    ←  B , c     
	   B =  b ′  +  T  σ − 1   , σ ∈   1 , n     



	Key derivation:

   F o r   e v e r y   i ∈   1 , n   :   

    v i  =     B −  T i     T  b i t s   s ,  ∈ p  ,  ∈ p    +  h 1    

   s  k i  = b i t s    v i  −  2   ∈ p  −  ∈ t  − 1   c +  h 2  ,  ∈ p  , 1     
	
	   s k = H a s h   b i t s    v ′  ,  ∈ p  , 1       



	Encryption:

    C i  = E n c   H a s h   s  k i    ,  M i    , i ∈   1 , n     
	    →   C 1  ,  C 2      
	Decryption:

    M σ  = D e c    C σ  , s k     
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Table 6. Comparison with other OT protocols.
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	Scheme
	Assumption
	Model
	Security
	Strategy
	Rounding
	Communication Cost
	Computational Cost





	Peikert [16]
	LWE
	CRS
	UC
	Static
	At least 2
	   O    n 2  lg n      Z q      
	   O    n 3  lg n    ×    

   O    n 3  lg n    +    



	Liu [23]
	RLWE
	ROM
	UC
	Static
	3
	   O    n 2       Z q      

   O    n 2       Z 2      
	   O    n 3     ×    

   O    n 3  lg n    +    



	Quach [24]
	LWE
	CRS
	UC
	Static
	2
	   O    n 2  lg n      Z q      
	   O    n 3  lg n    ×    

   O    n 3  lg n    +    



	Our
	Mod-LWR
	ROM
	UC
	Static
	3
	   O  n     R p      

   O    n 2       R t      
	   O    n 3     ×    

   O    n 3  lg n    +    
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