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Abstract

:

Image captioning is a problem of viewing images and describing images in language. This is an important problem that can be solved by understanding the image, and combining two fields of image processing and natural language processing into one. The purpose of image captioning research so far has been to create general explanatory captions in the learning data. However, various environments in reality must be considered for practical use, as well as image descriptions that suit the purpose of use. Image caption research requires processing new learning data to generate descriptive captions for specific purposes, but it takes a lot of time and effort to create learnable data. In this study, we propose a method to solve this problem. Popular image captioning can help visually impaired people understand their surroundings by automatically recognizing and describing images into text and then into voice and is an important issue that can be applied to many places such as image search, art therapy, sports commentary, and real-time traffic information commentary. Through the domain object dictionary method proposed in this study, we propose a method to generate image captions without the need to process new learning data by adjusting the object dictionary for each domain application. The method proposed in the study is to change the dictionary of the object to focus on the domain object dictionary rather than processing the learning data, leading to the creation of various image captions by intensively explaining the objects required for each domain. In this work, we propose a filter captioning model that induces generation of image captions from various domains while maintaining the performance of existing models.
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1. Introduction


Image captioning is the process of converting an image into recognizable text. A general image caption study extracts information from an image based on the relationship between an object and its location, derives a semantic relationship based on the extracted information, and explains the information of the image in text. Image captioning problems include classifying sentences that best describe images in a fixed format in which words at a specific location are boxed to describe which words in the view fit the image and, recently, creating explanations or subtitles by generating text to explain images and inputs. To solve these problems, image caption research has developed at a rapid pace over the past few years with various methodologies.



BLEU [1], METEOR [2], ROUGE [3], SPICE [4], and CIDEr [5] image caption methods have been proposed for evaluating image captions generated from models. There is an approach using a CNN (convolution neural network), namely, a methodology for extracting semantic information from an image through a CNN and understanding sequential information through a recurrent neural network (RNN) to generate text. As a result, a model of a graph structure has been proposed. Recently, a BERT (bidirectional encoder representations from transformers) [6] model based on a transformer [7] has been proposed, which achieves remarkable performance in understanding images and generating text. Image captioning studies so far have focused on how general text can be generated for images of various domains. However, depending on the purpose and perspective, different captions may be required for the same image. As shown in Table 1, multiple captions may occur in one image depending on the goal. To solve this problem, this paper presents a method of generating Korean and English text captions and creating image captions according to the purpose. As a result, various image captions can be generated from one image using our proposal.



The contributions of this study are as follows:




	
Image caption data generation requires a lot of manual work, but there is no need to process new data through the domain object dictionary presented in this study.



	
Various image captions can be created from one image.



	
There is no need to learn new models when creating domain image captions.



	
Proposed filter captioning model that can generate various image captions.









2. Related Work


2.1. Image Caption Dataset


In order to solve the problem of image caption, many studies have been conducted to process datasets for image caption learning. The TextCaps [8] dataset study presents a problem with the existing image caption learning data. When a person sees and describes an image, he or she often uses text that is explained or translated to be understandable, which is often understood only by looking at the text in the image. In addition, there are cases where it is difficult to explain the image in a short sentence while also offering adequate understanding of the image. The existing image captioning datasets [9]—VQA data [10], TextVQA, and OCR-VQA data—consist of simple answers such as “yes” and “two”, indicating that most of the answers are fewer than five words. Because these short image captions cannot fully describe the image, TextCaps’ data consist of an average of 12.4 words, creating appropriate image captions for an image. In addition, in the problem of detecting text generated from an image using optical character recognition (OCR) and generating captions using this information, the existing dataset uses words as they are to create captions according to the description flow. In addition, data analysis and construction methods are being studied to apply learning data to various real-life situations. The Hateful Memes Challenge [11] studied how image captions could be used online to discriminate hateful data on photographs or in descriptions of photos and turn them into positive texts and build datasets.




2.2. Image Caption Model


In the case of [12] studies, only the order of image objects is changed to generate various image captions, resulting in a significant decrease in accuracy, and thus the verification of accuracy is not possible. In this work, Fine-Tuning noise addition, conversion, and accuracy were verified during training to generate image universal captions. Visual Vocabulary Pre-Training for Novel Object Captioning (VIVO) [13] models involve COCO [9] and Flickr30k [14] data, which are existing data that presented problems in TextCaps [8] studies. Even though there is a dataset, it does not actually have a dramatic effect because it is trained by predetermined data. To solve this problem, a method for grasping the context of an image is presented, such as the pre-training method of the Bidirectional Encoder Representations from the Transformer (BERT) [6] model. First, by learning vision–language pre-training (VLP) using about 64,000 large-capacity photo data points with object detection information on the image and by improving the contextual understanding of the model’s photos and fine-tuning for image captions using nocaps [15] (novel object captioning at scale), we present a method of focusing on fine-tuning and modeling the COCO [9], Conceptual Captions (CC) [16], SBU Captions [17], and Flickr30k [14] datasets for VL. OSCAR [18] learns using text, tags, and object information areas of images to pre-learn images and achieves SOTA scores in seven VL tasks. In addition, there is controlling length in image captioning [19], which adds length embedding of image captions for diversity in image captions. However, since only the length of the simple sentence changes, captions of various sentence lengths can be generated during inference. The Switchable Novel Object Captioner [20] (SNOC) study proposes a caption generation method for new objects, which is a disadvantage for existing image captioning tasks that rely on object tags. A disadvantage exists in that only the length of the caption changes and the content of the explanation cannot be changed or manipulated.




2.3. OCR (Optical Character Recognition)


Optical character recognition (OCR) is a technology for recognizing characters in an image. OCR plays an important role in image caption research. When visual information is recognized in an image, a caption is generated by understanding not only object information but also character information. There are sequence recognition methods [21,22] for understanding images in addition to PP-OCR [23] and Vinvl [24], which are learning methods using transformers that use various CNN-based embedding [25,26,27] methods. Unlike previous studies aimed at simply detecting and extracting text from an image, recent studies have accessed research that presents a semiconductor network (SRN) [28], a model that uses two transformer models, and text containing contextual meanings, making it difficult to compress into actual services.





3. Filter Captioning Model Algorithm


This paper proposes a filter captioning model that generates image captions suitable for a domain by filtering the image object tag, which is the input of the image caption model, rather than by creating new image caption data according to a new domain.



3.1. Image Captioning Model by Language


In this study, OSCAR [18] is used as the base model. The English model used the pre-trained model provided by OSCAR [18]. However, since there is no pre-training model in Korean, only the transformer model used the pre-trained KoElectra [29] model in Korean. The model is available on Huggingface [30].




3.2. Image and Natural Language Understanding Model


Image captioning requires understanding of images, which are input data, and explaining images with text data in a natural language. Therefore, a model is required that can simultaneously understand images and natural language. In this paper, the model is based on the OSCAR [18] model that simultaneously understands images and natural language. In this study, in order to understand the image and natural language at the same time, explanatory sentences for the image, object tags of the image extracted through the image object detection model, and regional vectors for the object are received as inputs. Two loss functions are used for input data.


  L O S  S  M L T   = −  E  ( v , h ) − D   log p  (  h i  |  h  / i   , v )   



(1)







First, a method of predicting the token by covering the mask with a 15% probability of the image caption token is used. In Equation (1), D is randomly extracted data, v is an area vector for an image, h is a masked token, and   h  / i    is a surrounding token of the masked token.


  L O S  S C  = −  E  ( v , h ) − D   log p  ( y | f  (  h ′  , w )  )   



(2)







The second loss function predicts whether a vector is changed by changing the vector to a probability of 50% of the contaminated image. In Equation (2), D is randomly extracted data, w is an image description token, and h is an image object tag and a region vector. The above two loss functions are combined to learn about 4.1 million images and 6.5 million texts, and image object tags and image data are using from COCO data [9], Conceptual Captions [16], SBU Captions [17], Flickr30k [15], and GQA [31] datasets.




3.3. Image Caption Fine-Tuning


In previous studies, as a fine-tuned learning Algorithm 1 for image captioning, image object tags and regional vectors for objects are received as inputs and learned. However, when learning in a conventional manner, the image caption model relies on image object tags. When the order of image object tags changes or some variations occur during inference after fine-tuned learning of image caption problems, normal captions for proper images may not be generated because they rely on image object tags.



	Algorithm 1: Image Caption Fine Tuning



	[image: Applsci 13 02446 i005]








The filter caption model presented in this paper generates image captions by prioritizing the order of image object tags and area vectors by domain object dictionaries. For words in the domain object dictionary, it makes the model more focused on the domain object, leading to the creation of the desired image caption. At this time, when the model relies on the image object tag, a problem occurs in which normal tags cannot be generated. To address this problem, this paper proposes a filter captioning model, which is a method that can solve problems that depend on image caption tags of existing models and generate a variety of domain image caption information. For the implementation of image captioning during fine-tuned learning, as shown in Figure 1, if the image caption tag appears in the image caption, the order is changed with a 30% probability, and the segment embedding is changed to 2. To reduce image object tag dependence, we randomly extract image object tags with a probability of 5% and replace them in the dataset. By replacing the image object tag with one of the caption word data, the dependence on the image object tag is reduced, and the overall content of the image object tag can be described.




3.4. Image Caption Inference


This section explains how to build a domain object dictionary corresponding to the domain to be applied among image object tags and induce image captioning using the built domain dictionary In Algorithm 2 and Figure 2, rather than building and learning image caption data for each domain to be applied.



	Algorithm 2: Image Caption Infernece



	[image: Applsci 13 02446 i006]








3.4.1. Domain Object Dictionary


The domain object dictionary induces the generation of captions by rearranging the order of the input data, image object tags, and local information about the image object, according to the domain, when creating an image caption. It is a method of selecting and applying tags related to the domain to be applied among image object tags without having to build all words related to the domain when creating a domain object in advance. It is easy to build a dictionary without professional domain knowledge by selecting a tag related to the desired domain among image object tags and adding it to the dictionary. When pre-built, it should select the minimum tags it wants to apply to create image captions that fit the domain. If there is no domain object dictionary and if all objects enter the domain object dictionary, there is no change in priority, which is the same as the basic model. Compared to new image captioning methods that require a lot of time and money, domain object dictionaries can be easily built.




3.4.2. Domain Object Pre-Filtering


The order of image objects and image region information entering the input of the filter captioning model is changed using the domain object dictionary built when inferring image captions. If there is a tag corresponding to the wholesale object dictionary among the ordered pairs of image object tags extracted from the image and regional information on the image object, the tag is sorted in order of its priority. At this time, in order to emphasize the objects shown in the domain object dictionary, the image object tag is copied and added to the number of repetitions using the number of repetitions parameter. By changing the order of tags rather than replacing and deleting, most of the image object tags enter the filter captioning model, and the main objects that are deleted due to objects added by the number of repetitions are deleted in order from the back. When data that do not overlap with the wholesale object dictionary occur, the general caption information is corrected rather than obtaining incorrect caption information or empty information.






4. Research Method


The method of the model proposed in this paper uses a domain object dictionary to filter the identified image objects to change the sort order of the objects. Since we have learned to look more intensively at the objects in front of us according to the order of the objects, we can create image captions suitable for the desired domain. At this time, we aim to generate image captions without processing image caption data suitable for each domain and creating new ones, making it difficult to use evaluation methods such as BLEU [1], METEOR [2], ROUGE [3], SPICE [4], and CIDEr [5] because there are no image caption data for each domain. In this paper, we learn based on the COCO captioning dataset [9] and present a review of datasets and a method of pre-creating image caption domain objects.



4.1. Dataset for Research Subjects


This paper learned using COCO captioning data [9]. COCO captioning data [9] have been widely used to solve the image captioning problem in recent years. The COCO dataset has five image captions in one image and consists of 413,915 captions and 82,783 images’ learning data; 202,520 captions and 40,504 images’ evaluation data; and 40,775 captions and 179,189 test data. As shown in Figure 3, the average number of words generated per caption sentence is about 10.5. Based on the space, it is viewed as a single word, and the number of words generated from the image caption learning data is 43,360. In addition, there are five image caption data in one image, and each datum is a sentence unit. Among the image caption sentences generated in one image, there are sentences in which the meaning to be described overlaps. It is difficult to show quantitative values because it is sometimes ambiguous to check each sentence with overlapping meanings in the data to determine whether it is viewed or spoken with the same meaning. In this paper, by visualizing how many overlapping words there are in five sentences that explain an image (Figure 4), we intended to use a lot of limited words and indirectly show sentences with the same meaning.




4.2. Filter Captioning to Create a Fine Coordinated Learning Object Tag


Each of the five sentences describing the image in Figure 4 uses many words and various meanings when learning is fine-tuned. The filter captioning model attempts to generate image captions related to the domain while replacing image object information through a dictionary built to fit the domain. This is because there must be explanatory sentences with various meanings for one picture in the original learning data in order to create a caption suitable for the domain when inferring the caption for the image of the filter captioning model. The filter captioning model uses input data that is replaced with a 10% probability by cutting image caption data into word units during fine-tuned learning. In order to naturally generate data cut into word units, we tried to create a dictionary using the distribution of image caption words generated from the learning data. In this case, the distribution of occurrence of words generated in the image caption is very biased. For example, articles and prepositions such as ‘a’, ‘on’, ‘the’, ‘of’, ‘in’, ‘to’, and ‘at’ occurred 606,842, 204,585, 163,087, 147,008, 174,776, 65,083, and 40,535 times, respectively, accounting for a considerable frequency. In addition to articles and prepositions, nouns and adjectives frequently used in image captions, such as ‘people’, ‘white’, ‘woman’, ‘table’, ‘street’, ‘person’, ‘top’, and ‘group’, account for 34,704, 33,697, 30,862, 28,112, 27,870, 22,559, 21,101 and 19,687 occurrences, respectively. However, words such as ‘care’, ‘brickwall’, ‘slide’, ‘visits’, ‘deal’, ‘life’, ‘ai’, and ‘wrapping’, which are commonly used in everyday life, occur only once each in the captions of the learning data images. As shown in Figure 5, many words often occur only once, and several words occur very often. To solve this problem, fine-tuned learning of the filter captioning model uses a method of randomly extracting and selecting one of them by equalizing the probability of replacement of all words. In addition, it should be noted that among the words generated in the COCO captioning data [9], there are typos, such as when the word ‘baseball’ is written ‘baaeball’.




4.3. Establishing a Domain Dictionary for Filter Captioning Inference


The filter captioning model requires a domain dictionary built for image caption inferences suitable for the domain. In general, to create an image caption suitable for a domain, image caption learning data suitable for that domain must be created. It takes a lot of time and money to make these learning data. In addition, even if data are constructed, data that are not constructed under an accurate plan may not be used for learning and may be discarded. The filter captioning model presents a solution to the above problems through the domain dictionary. Domain dictionary construction does not have to create a dictionary that includes all words related to the domain, but only extracts image object tags that are intended to be constructed among image object tags. Words with a large frequency, such as in Figure 5, are determined, and the number of object words is limited, so it is easily accessible because it does not take much time to build a domain dictionary. In this case, if the diversity of the image object tags is insufficient, difficulties may occur when constructing a domain dictionary. If necessary, more image object tag learning data can be used to newly learn the image object tag model to increase the usability of the domain dictionary.





5. Results


We propose a filter captioning model that generates image captions without new construction of learning data. Since there is no new construction of learning data, quantitative evaluation is impossible because there is no correct answer data when generating image captions built in advance from images input from the filter captioning model. When fine-tuning the filter captioning model, we evaluated the accuracy compared to the OSCAR [18] model, which is the baseline model, to determine whether the learning has been well performed. Compared to the noise-free general OSCAR [18] model of input data, we aimed to ensure that the evaluation metrics do not fall significantly.



5.1. Filter Captioning Learning and Brotherhood Indicators


In this paper, BLEU [1], METEOR [2], ROUGE [3], and CIDEr [5] are used as evaluation methods of image captions generated by the model during fine-tuned learning.


  B L E  U k  = m i n  ( 1 ,   p r e d i c t s e n t e n c e ( w o r d l e n g t h )   l a b e l s e n t e n c e ( w o r d l e n g t h )   )  ∗   (  ∏  i = 1  K  p r e c i s i o  n i  )   1 k    



(3)







The Bilingual Evaluation Understudy Score (BLEU Score) is a measurement method created to evaluate language machine translation. This is a method of evaluating predictive sentences based on the precision regarding how many ordered pairs overlap based on n-gram. K stands for n in n-gram.


  M E T E O R =   10 P R   R + 9 P    ( 1 − p )  ,  p = 0.5   (  c  u m   )  2  ,  P =  m  w t   ,  R =  m  W r    



(4)







Metric for Evaluation with Explicit Ordering (METEOR) is a measurement method designed to evaluate language machine translation like BLEU. Unlike BLEU, recall is also considered, and predictive sentences are evaluated based on uni-gram based on aligned text. In Equation (4), P refers to precision, m is the number of uni-grams of the correct answer sentences found in the uni-gram of the model’s predicted sentence, w_t is the number of uni-grams in the predicted sentence, R is recall, and u_m is the number of uni-grams in the correct sentence. Since precision and recall describe only word matching, we use p to calculate the penalty for sorting. Finally, c is the number of adjacent mapping of sentences and correct answer sentences predicted by the number of chunks, and u_m is the number of mapped uni-grams.


  R O U G E _ L =   2 P R   P + R   ,  P =   L C S ( p r e d i c t , l a b e l )  n  ,  P =   L C S ( p r e d i c t , l a b e l )  m   



(5)







Recall-Originated Understudy for Giving Evaluation (ROUGE) is a measurement method designed to evaluate machine translation language and text summaries. This is a method of evaluating the predictive sentence based on the recall of how much the ordered pairs overlap based on n-gram. This paper describes the bi-gram-based ROUGE_L evaluation method. The ROUGE_L evaluation method measures the longest matching string using the longest common subsequence (LCS) technique. In the above formula, m and n are the length of the correct answer sentence and the length of the predicted sentence, respectively, and   p r e d i c t i o n   and   l a b e l   are the predicted and correct sentences, respectively.


   g k   (  s  i j   )  =    h k   (  s  i j   )    ∑   w j  ∈ Ω  h l   (  s  i j   )     log  (   | I |    ∑   I p  ∈ I   M I N  ( 1 ,  ∑ q   h k   s  p q   )    )   



(6)






  C I D E  r n   (  c i  ,  S i  )  =  1 m   ∑ j     g n   (  c i  )   ·   g n   (  s  i j   )      g n   (  c i  )     g n   (  s  i j   )      



(7)







Consensus-based Image Description Evaluation (CIDEr) is a measurement method designed to evaluate sentences made for image descriptions. It uses a method of determining whether one sentence is similar to another in generating an absolute indicator for evaluating a sentence. For the comparison of sentences, all words in the sentence are mapped with a word root and a word stem, where each sentence is set with n-gram. Since the n-gram may have little information, the frequency inverse document frequency (TF-IDF) [32] weight is determined in Equation (6) to lower the weight. Here,  Ω  is an n-gram vocabulary and l is all image datasets. Additionally, w_k is the TF-IDF weight calculated by referring to the number of each image set   | l |  .


  C I D E  r n   (  c i  ,  S i  )  =  ∑  n = 1  N   w n  C I D E  r n   (  c i  ,  S i  )   



(8)







Here, the weight for the n-gram of n is calculated in Equation (7) using cosine similarity, and the vector denominator c_i of   g n   corresponds to all g_k of length n in size. Using this value, the CIDEr value is calculated in Equation (8), where w_n is 1/N divided by the weight, and N is 4.




5.2. Filter Captioning Model Training


In this paper, we learned using RTX 3090 TI GPU and, in terms of case, it was replaced with lowercase letters. The learning batch size is 2, where the BERT model learns and compares the filter captioning model and the existing model up to 180,000 steps using freezing embedding. As described above, the filter captioning model does not submit to performance evaluation because there is no correct answer data suitable for the domain. The captioning model learns by including additional noise in the input data compared to the existing model during fine-tuned learning. Therefore, it aims to maintain similar scores compared to the accuracy of the existing model.




5.3. Filter Captioning Model Results


Table 2 shows the results of fine-tuning the filter captioning model, and Table 3 displays the results of fine-tuning the existing model. Each model was trained up to 180,000 steps and evaluated in units of 10,000 steps. In order to compare the results of the filter captioning model and the existing model, they are visualized and compared for each evaluation index. Figure 6 includes charts that visualize filter captioning models by score, and Table 2 and Table 3 show the results of fine-tuning of existing models. Both the existing model and the filter captioning model showed unstable scores in BLEU [1], METEOR [2], ROUGE [3], and CIDEr [5] at the beginning of learning and similar scores after 60,000 steps. The filter captioning model is well learned.



Existing models and filter captioning models use self-critical sequence training (SCST) [22] techniques to learn models using errors in CIDEr-D [5] scores between the model inference results and correct answer data among model pre-learned image object tags and objects. Table 4 is an example of generating image captions for filter captioning models for people with impaired vision compared to the basic model. The figure on the left describes a relatively dangerous bus between people and buses. The figure in the center describes many motorcycles in the upper left, not the motorcycle in front passing by. The figure on the right comprehensively explains the situation for the person in front and the train. Table 5 is an example of image captioning in Korean. Simply, it can be seen that various texts are generated according to one object dictionary registration.





6. Conclusions


In this paper, COCO captioning data [9] were used to solve the image caption problem. Based on the BERT [6] model, the OSCAR [18] model that learned the image COCO captioning data [9] studied is used as the default model. The filter captioning model was proposed using the OSCAR [18] model, and the filter captioning model was verified by comparing the BLEU [1], METEOR [2], ROUGE [3], and CIDEr [5] indicators during fine-tuned learning for image captions. In the field of image captioning, when we want to create an image caption suitable for the specific domain, that is, we want to use for real services, it must process image caption data suitable for the new domain for the input image every time. This paper proposes a filter captioning model that simply generates image captions suitable for the domain by processing the domain dictionary of the image object tag without processing new image caption data suitable for each domain. This can save a lot of time and money by processing image caption data suitable for the domain. In addition, in this paper, the flow of image caption research and the latest research were analyzed and presented. The domain dictionary method used in this paper relies on the object detection tag used for pre-training. If the object required by the domain to be created is not in the label of object detection, it cannot be added to the domain dictionary. Research such as expansion into an object detection model, including various object tags, is needed. In addition, when these various image captions are generated, there is a need for an indicator study to evaluate whether image captions have been created for the domain.
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Figure 1. Image Caption It is an inference structure The Domain object dictionary re-aligns the location of the object to induce captions. for image captioning inference. 
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Figure 2. Image embedding I and image object tags through the CNN-based backbone network are input to the multi-layer transformer. To avoid overfitting, 30% of the tags generated and 5% of regular tags randomly change segment embedding to 2. 
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Figure 3. Chart of the number of words per sentence for the training data of the COCO captioning dataset. 
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Figure 4. Comparing the de-duplication and removed word occurrence distribution of five explanatory sentences for one image. 
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Figure 5. COCO captioning dataset: a chart comparing the frequency of word occurrence in image captions in training data. 
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Figure 6. To show the difference in performance from the base model, visualization of BLEU, METEOR, ROUGE_L, and CIDEr score is shown by subtracting the filter captioning score from the default model score. 
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Table 1. Example of a contextual caption in a picture.
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	traffic
	There are a few cars waiting for the signal.
	A street with a lot of traffic during a snowstorm



	blind
	Railways and roads are left and right, so be careful.
	There is a road on the left, and it is snowing a lot



	weather
	It is a bright day.
	It is snowing a lot and piling up.



	general
	An electric train at an intersection with cars.
	Cars drive down the street on a snowy day.
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Table 2. The base model is the result of evaluating Bleu_1, Bleu_2, Bleu_3, METEOR, ROUGE_L, and CIDEr scores every 10,000 steps up to 180,000 steps.
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	STEPS
	BLEU_1
	BLEU_2
	BLEU_3
	METEOR
	ROUGE_L
	CIDEr





	10,000
	0.42127
	0.20266
	0.11601
	0.12247
	0.33375
	0.09163



	20,000
	0.71462
	0.52953
	0.36954
	0.23072
	0.50887
	0.89150



	30,000
	0.70895
	0.52509
	0.36691
	0.23589
	0.50220
	0.91953



	40,000
	0.73438
	0.55464
	0.39340
	0.24312
	0.51699
	0.96477



	50,000
	0.73607
	0.55556
	0.39715
	0.24187
	0.52158
	0.97054



	60,000
	0.72510
	0.54554
	0.39294
	0.23722
	0.51872
	0.95560



	70,000
	0.73662
	0.55446
	0.39710
	0.24398
	0.52163
	0.98510



	80,000
	0.74010
	0.56100
	0.39824
	0.24772
	0.52673
	0.99428



	90,000
	0.74544
	0.56322
	0.40071
	0.24576
	0.52677
	0.99567



	100,000
	0.74129
	0.56459
	0.40614
	0.24620
	0.52770
	1.00714



	110,000
	0.73404
	0.56014
	0.40337
	0.24641
	0.52487
	1.00562



	120,000
	0.73852
	0.56181
	0.40515
	0.24865
	0.52758
	1.01481



	130,000
	0.74709
	0.56888
	0.40597
	0.24676
	0.52776
	1.00650



	140,000
	0.74031
	0.56349
	0.40255
	0.25084
	0.52789
	1.01821



	150,000
	0.74121
	0.56514
	0.40694
	0.24896
	0.52990
	1.00385



	160,000
	0.74501
	0.56633
	0.4044
	0.24766
	0.52776
	1.00549



	170,000
	0.74086
	0.56254
	0.39975
	0.24765
	0.52614
	0.98849



	180,000
	0.70593
	0.53553
	0.38207
	0.23373
	0.49929
	0.95181
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Table 3. The filter captioning model is the result of evaluating Bleu_1, Bleu_2, Bleu_3, METEOR, ROUGE_L, and CIDEr scores every 10,000 steps up to 180,000 steps.
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	STEPS
	BLEU_1
	BLEU_2
	BLEU_3
	METEOR
	ROUGE_L
	CIDEr





	10,000
	0.46965
	0.26674
	0.13260
	0.11563
	0.35089
	0.06661



	20,000
	0.00011
	0.00000
	0.00000
	0.00008
	0.00015
	0.00001



	30,000
	0.00000
	0.00000
	0.00000
	0.00001
	0.00000
	0.00000



	40,000
	0.70185
	0.51810
	0.35942
	0.22918
	0.50381
	0.88718



	50,000
	0.72191
	0.54263
	0.38456
	0.23680
	0.51336
	0.94791



	60,000
	0.72714
	0.54356
	0.38166
	0.23899
	0.51698
	0.95379



	70,000
	0.73415
	0.55288
	0.39198
	0.24205
	0.51970
	0.97153



	80,000
	0.73601
	0.55712
	0.39863
	0.24615
	0.52486
	0.98178



	90,000
	0.73091
	0.55250
	0.39219
	0.24363
	0.52348
	0.98480



	100,000
	0.72987
	0.54703
	0.38805
	0.24623
	0.52281
	0.98792



	110,000
	0.74525
	0.56238
	0.39909
	0.24368
	0.52491
	0.98655



	120,000
	0.73675
	0.55613
	0.39652
	0.24493
	0.52313
	0.99187



	130,000
	0.74340
	0.56317
	0.39923
	0.24049
	0.52366
	0.98576



	140,000
	0.73526
	0.55514
	0.39534
	0.24632
	0.52502
	0.99858



	150,000
	0.73647
	0.56033
	0.39929
	0.24671
	0.52459
	1.00759



	160,000
	0.73844
	0.55914
	0.39964
	0.24705
	0.52253
	1.00374



	170,000
	0.74422
	0.56506
	0.40350
	0.24360
	0.52643
	1.00244



	180,000
	0.73687
	0.55853
	0.39854
	0.24690
	0.52613
	1.00990
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Table 4. This is an example of applying the filter captioning Model by constructing a domain dictionary for the visually impaired. The default model in the left picture depicts a person, but the filter captioning model depicts a relatively dangerous bus, and the central picture describes not only one motorcycle passing by, but also many motorcycles coming from the back of the road. The picture on the right comprehensively explains the situation of people and trains.






Table 4. This is an example of applying the filter captioning Model by constructing a domain dictionary for the visually impaired. The default model in the left picture depicts a person, but the filter captioning model depicts a relatively dangerous bus, and the central picture describes not only one motorcycle passing by, but also many motorcycles coming from the back of the road. The picture on the right comprehensively explains the situation of people and trains.





	
[image: Applsci 13 02446 i003]




	

	

	
Default Model

	
Filter Captioning Model






	
Image

Caption

	
Left

	
a woman is standing in front of a bus

	
a bus is parked on the side of a street




	
Middle

	
a motorcycle parked on the side of a street

	
a group of people walking down a street with a road.




	
right

	
a group of people standing next to a train station

	
a group of people walking down a street with a train




	
Changed

object tag

	
Left

	
sidewalk, bus, building, car, street, pole, sign




	
Middle

	
trees, tree, person, road, street, people, line, pole




	
right

	
street, people, sign, wall, man, train, pole, person, line




	
Domain

dictionary

	
bus, train, road, sidewalk, sign, person, building, pole, door, wall, man,

people, cars, car, street, trees, line, tree
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Table 5. Korean image captioning examples of various image captions generated according to object dictionary in one picture. We show that image captions are generated differently for each dictionary change on the left.
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Object Dictionary

	
Image Caption






	
-

	
밤에 길을 따라 운전하는 교통 신호등




	
보도 or 도시

	
밤에 도시 거리를 따라 운전하는 한 무리의 사람들




	
도로

	
자동차와 신호등이 있는 도시의 거리.




	
건물

	
고층 건물들로 가득 찬 거리.




	
Image Objects

	
폴, 빛, 도로, 교통, 불, 건물, 도시, 거리, 나무, 보도, 숫자, 하늘
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