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Abstract: The development of computer vision-based deep learning models for accurate two-
dimensional (2D) image classification has enabled us to surpass existing machine learning-based
classifiers and human classification capabilities. Recently, steady efforts have been made to apply
these sophisticated vision-based deep learning models as network intrusion detection domains, and
various experimental results have confirmed their applicability and limitations. In this paper, we
present an optimized method for processing network intrusion detection system (NIDS) datasets
using vision-based deep learning models by further expanding existing studies to overcome these
limitations. In the proposed method, the NIDS dataset can further enhance the performance of
existing deep-learning-based intrusion detection by converting the dataset into 2D images through
various image transformers and then integrating into three-channel RGB color images, unlike the
existing method. Various performance evaluations confirm that the proposed method can signif-
icantly improve intrusion detection performance over the recent method using grayscale images,
and existing NIDSs without the use of images. As network intrusion is increasingly evolving in
complexity and variety, we anticipate that the intrusion detection algorithm outlined in this study
will facilitate network security.

Keywords: network intrusion detection; multiple image transformers; deep learning; three-channel
RGB color image

1. Introduction

For several decades, various methods have been applied for accurate network intrusion
detection. Early threshold- or pattern-based methods offer high accuracy in detecting
known intrusions but are susceptible to new, zero-day attacks [1,2]. As zero-day attacks
are becoming more prominent, early network intrusion detection systems (NIDSs) were
eventually replaced by machine learning (ML)-based NIDSs [3]. Early ML algorithms
applied to NIDS were traditional decision tree-based models, such as J48, random forest
(RF), and Adaboost [4–8]. All of them possess a rapid rate of learning, yet their primary
attribute is their high accuracy and speed of classification, thus making them suitable for
NIDS, which requires the processing of high-volume traffic at a fast rate. However, as deep
learning (DL) models in image recognition have made remarkable progress over existing
traditional models, attempts have been made to apply DL models to NIDS [9]. In the
early days, the statistical characteristics of intrusion and normal sessions were expressed
as feature vectors, and a simple approach that used them as inputs to DL models, such as
deep neural networks (DNNs), was mainly used [10].

Utilizing existing features as inputs of the DL model yields satisfactory accuracy in
terms of detection performance. Finally, we must develop an approach to image non-image
datasets while minimizing the loss of information. To solve this problem, studies using
dimension-reduction algorithms have been conducted. Using principal component analysis
(PCA) and t-distributed stochastic neighbor embedding (t-SNE), the non-image dataset
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was converted into a dataset with two-dimensional (2D) images, and it was proved that
convolution neural networks (CNNs), which are vision-based DL models, were applied to
the dataset, resulting in significantly improved classification accuracy [11–13].

The previous study developed a novel and quite effective approach; however, further
research is needed on the process of converting the dataset of NIDS into 2D images using
various 2D image conversion methods. Dimension-reduction algorithms such as t-SNE,
PCA, kernel PCA (kPCA), and uniform manifold approximation and projection (UMAP)
exist [14–16]. kPCA can apply diverse nonlinear kernel functions, such as radial basis
function (RBF), cosine, and polynomial [17]. Thus, considering the candidates of 2D image
conversion methods, it is necessary to investigate which method is best for transforming
NIDS datasets into 2D images, and whether one algorithm or a combination of algorithms
is preferable. The throughput and detection accuracy of 2D image conversion-based NIDS
cannot be improved optimally unless sufficient research results are obtained. This is a very
important issue given that network intrusions are becoming more diverse and data traffic
is growing rapidly.

This study devised guidelines in NIDS research by presenting the most suitable 2D
image conversion method for the NIDS domain using and evaluating various dimension
reduction algorithms to address these problems. We also verify whether the performance
can be improved using a combination of various algorithms instead of a single-dimension
reduction algorithm. Through this process, we finally introduced the best 2D image-
conversion algorithm for non-image-based NIDS datasets. The contributions of this study
are as follows:

(1) It enables NIDS development that can provide optimal detection performance by
affording guidelines for applying image DL models to NIDS through a comprehensive
analysis of various dimension reduction algorithms and classification performance.

(2) The classification performance of NIDS can be maximized, enabling accurate intrusion
detection by devising a method for converting non-image-based NIDS datasets into
2D images that are optimized for image DL models.

The remainder of this paper is organized as follows: Section 2 explains the related
research in detail. Section 3 performs a NIDS performance analysis based on the 2D image
conversion method and proposes a novel NIDS using this result. Section 4 analyzes the
performance of the proposed NIDS by comparing it with existing state-of-the-art methods.
Finally, Section 5 presents the conclusions of this study.

2. Related Work

Previously, NIDS adopted a simple rule-based method, but as intrusion methods
became more diverse and zero-day attacks became more prominent, ML was actively
used to detect intrusion based on prior knowledge of intrusion to minimize administrator
intervention and increase the detection rate. Currently, we will consider the direction of
technology development from early NIDS to recent deep-learning-based NIDS.

2.1. Threshold/Pattern-Matching-Based NIDS

Early NIDS used simple rules to detect or block intrusion based on a simple analysis
of traffic. For example, if an ICMP echo response packet is received at over 10 per second, it
is detected as a Smurf attack, or if the number of half-open sessions is over five per second,
it is evaluated as a synchronize sequence number (SYN) packet scan attack [18,19].

Gradually, as network attacks gradually shift from layer 3 and layer 4 attacks, NIDS
requires deep packet inspection [20]. A NIDS which supports deep packet inspection
attempts to match pre-implemented patterns for the application layer payload, extract
information regarding the application layer through matching results, and use them to
determine whether to attack and control traffic accordingly. A typical example of deep
packet inspection is malicious code detection. To perform a cross-site scripting attack (XSS),
specific code is injected into the website, which is then found by pattern matching using
regular expressions [21].
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Threshold- and pattern-matching-based approaches can efficiently reduce false posi-
tives as they leverage methods designed to identify network intrusions based on actual data.
It can easily optimize pattern search using an advanced pattern-matching algorithm that
can efficiently search for multiple rules when constructing set pattern-matching rules. “Aho–
Corasick algorithm [22]”. Therefore, although the threshold-based and pattern-matching
methods are initial methods, they are still employed in recent NIDS. In particular, the pat-
tern matching-based NIDS is being expanded so that it can use behavioral characteristics
as a pattern, not just data characteristics; thus, the NIDS is further improved [23].

However, because thresholds and patterns are created based on information from prior
attacks, an attacker can estimate thresholds and patterns in reverse. An attacker can also
modify the attack pattern so that it cannot be detected by exploiting the estimated result.
Here, network administrators should steadily collect information regarding variant attacks
and add new thresholds and patterns. Consequently, the administrator is overwhelmed,
resulting in a sluggish response to new attacks.

2.2. Early ML-Based NIDS

Various traditional ML models have been applied to NIDS to address the high man-
agement cost and slow response time of NIDS, which are used to detect intrusion based on
existing thresholds or patterns. Detecting intrusions using thresholds or patterns can be
slightly vulnerable to detection bypass attacks; therefore, a ML-based NIDS detects intru-
sions using overall characteristics rather than some characteristics of intrusive traffic [23–25].
For example, traffic is divided into sessions, and various statistical characteristics are ex-
tracted for each session and used to distinguish between intrusive and normal traffic.
Because a ML-based NIDS uses approximately 20–90 features, it comprehensively uses
the overall characteristics of the session to detect intrusion [24–26]. Hence, the detection
efficiency is not affected by only a few parameters, e.g., the threshold or pattern, rendering
it unfeasible for attackers to circumvent a ML-based NIDS.

In the early days, many simple decision tree algorithms were applied, and high-speed
classifier algorithms, such as J48, C4.5, and C5.0, were selected because NIDS required a fast
classification speed to handle large amounts of traffic [27,28]. NIDS and firewalls require a
packet classification process. In contrast to routing or switching, which is classified based
on one existing field, packet classification in a NIDS or firewall is performed using five
tuples. Thus, the packet classification process was implemented using a sophisticated
high-speed algorithm. The high-speed packet classification algorithm is similar to the
decision tree-based algorithm with a field number of five. Therefore, the decision tree
algorithm can be easily implemented using high-speed packet classification algorithms;
thus, the decision tree algorithms are most suitable for early ML-based NIDS.

As the CPU/GPU hardware platform using multiple threads was applied in the NIDS,
it even used RF to apply multiple decision trees. RF is a superior alternative for increasing
the performance of NIDS, as it can prevent the overfitting of decision trees and increase
classification accuracy. In addition to RF, attempts have been made to increase classification
performance by applying the ensemble technique to various MLs. Most studies have been
conducted to increase classification accuracy rather than classification speed.

2.3. Advance DL-Based NIDS

Owing to the successful application of early ML-based NIDS, it has been expanded and
developed into a technology that detects anomalies using simple network traffic and user
behavior characteristics. The problem is that existing MLs have limitations in improving
the detection rate of NIDS, and feature engineering is still required; therefore, it is not
possible to completely eliminate user intervention. To solve this problem, many researches
have been conducted to apply deep learning models such as DNN, LSTM, and CNN
to NIDSs instead of the initial ML model. Deep learning models not only require more
computation and memory than existing ML models, but also have difficulty improving
detection performance due to the large differences in terms of datasets. Therefore, the
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purpose of most researches was to reduce the complexity of deep learning models while
increasing the detection accuracy of NIDS [29–35].

DL models for computer vision, which have been actively researched in the vision
field, achieved improved classification accuracy over existing ML models, prompting the
use of DL models in ML-based network intrusion detection systems. DL models, such as
CNN, are known to be one of the most promising DL models because they exhibit extremely
high classification accuracy by self-extracting important features for numerous features [14].
DL models for computer vision are designed to classify images, a data type consisting of
pixels, rendering them unsuitable for NIDS datasets. NIDS and image datasets differ in
their characteristics in the following ways:

- The NIDS dataset has an extremely small feature size compared with the image dataset.
- Image data are represented as a dense matrix, but NIDS data are represented as a

sparse one.
- The data in the image dataset consist only of the same data called pixels, whereas the

NIDS data consist of different types of data.
- The two pixels in the image have a higher correlation as the distance decreases,

while the two features in the NIDS data have independent properties regardless
of the distance.

Eventually, DL models optimized for 2D images can only be applied to the NIDS
dataset after being modified to suit 1D data processing [27]. Many related studies have
been conducted because even these degraded DL models exhibited a higher performance
than the existing ML-based NIDS. Recently, however, a novel approach was proposed to
maximize the performance of DL models for computer vision by converting non-image
data into 2D images and using DL models for computer vision without modification [13].

Although there is some loss of information in converting existing non-image data into
image data, the proposed method shows further improvement over degraded DL models,
as DL models for computer vision perform best in 2D images. Various algorithms, such as
LDA, UMAP, t-SNE, and PCA, exist in dimension reduction techniques used to convert
NIDS datasets into 2D images. In previous studies, there was a limit to improving perfor-
mance because only one algorithm was applied and converted into an image. Consequently,
research into various 2D image conversion methods must be undertaken to enable the
application of DL technologies for highly advanced computer vision to NIDS. Through this,
a new NIDS dataset conversion algorithm optimized for DL model for computer vision
must be developed.

3. Proposed Algorithm

Dataset D for a NIDS consisting of N data points are defined as follows: D = {D1, D2, . . . , DN}
where Dk ∈ Rn. The proposed image transformation algorithm F : D → V , where
V = {V1, V2, . . . , VN} and Vk ∈ R2. It converts the dataset into a 2D image, but not a
grayscale image, and to a three-channel RGB color image. The proposed algorithm gen-
erates one grayscale image using each dimensionality reduction algorithm, analyzes the
quality of every generated image, selects the best three images, and integrates them to
create one RGB color image. Let us now explain each step in detail.

3.1. Image Transformation

The dimensionality reduction algorithms used are t-SNE, UMAP, PCA, PCA with RBF
kernel, i.e., kPCA(rbf), PCA with cosine kernel, i.e., kPCA(cosine), PCA with the polyno-
mial kernel, i.e., kPCA(polynomial), and PCA with the sigmoid kernel, i.e., kPCA(sigmoid).
Each dimensionality reduction algorithm maps the entire NIDS dataset onto a 2D space.
Subsequently, it determines the smallest rectangle containing the transformed 2D data before
rotating and cropping it. The data converted in this manner are normalized to a predefined size,
regardless of the algorithm. Finally, data consisting of 80 features in the dataset are converted
into a 120× 120× 1 image. Based on this result, the conversion function Fp is generated, where
p ∈ {t-SNE, UMAP, PCA, kPCA(rb f ), kPCA(cosine), kPCA(polynomial), PCA(sigmoid)}.
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Let Fp be an image transformer [13]. Figure 1 shows how the existing NIDS dataset is
converted into a dataset composed of images from each image transformer.
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Figure 1. Results of converting NIDS datasets into 2D image-based datasets using each
image transformer.

3.2. Multiple Image Transformer-Based Algorithms

The proposed scheme generates Vp with Fp(D) for each algorithm p, trains a CNN
using Vp, and calculates the F1-score for training data. Based on the F1-score, the three
algorithms with the highest scores are selected. Subsequently, the grayscale image of each
selected algorithm is mapped to each channel of the three-channel RGB image. Figure 2
shows the synthesis of an RGB image using the results of the selected image transformers.
Figure 3 shows the final RGB image built from the results shown in Figure 1.
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3.3. 2D Image-Based DL Classifier

The generated image is used to train the four-layer dual CNN model shown in Figure 4.
This CNN model has two four-layer CNN models with different filter sizes in parallel to
improve intrusion detection performance. The selected filter sizes are 3 × 3 and 5 × 5,
and for each layer of the CNN model, the padding option is set to be valid, and ReLU is
applied as an activation function. MaxPooling is constantly applied to the convolution
layer output. The outputs of the two four-layer CNNs applied Global Average Pooling,
and are combined through the concatenate layer, and the final classification is performed
through the fully connected network.

It is a well-known fact through research on existing inception network that exploiting
various kernel sizes in CNN is of great help in improving classification performance
[inception]. However, since inception network is far more complicated and slower than
other deep learning models such as CNN and RNN, it is difficult to apply them to high
performance NIDSs. Therefore, in order to minimize the degradation of the classification
speed while having the advantage of multiple kernel sizes, the proposed method uses only
two kernel sizes, concatenates the results, and uses them for final classification.
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4. Performance Evaluation
4.1. Evaluation Environment

To accurately evaluate the performance of the proposed algorithm, it is compared with
two existing methods: one is the latest method that classifies each session by deep learning
using session feature without image conversion (labeled as ‘Non-image’), and the other is
the method that uses only one channel image (labeled as ‘1 Channel’) [13,36,37]. To evaluate
the performance in various environments, the ISCIDS2012 and CSE-CIC-IDS2018 datasets
were used, and each dataset was divided into training, verification, and test datasets at a
size of 3:1:1. Detailed information about each dataset are as follows:
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4.1.1. ISCXIDS2012 Dataset [25]

This dataset consisted of four intrusion classes and one normal class. Table 1 lists the
names and sizes of each class in the dataset.

Table 1. Each class size in ISCXIDS2012 dataset.

Label Training Dataset Validation Dataset Testing Dataset

BruteForceSSH 3000 1000 1000

DDoS 36,000 12,000 12,000

HTTPDoS 1500 500 500

Infiltration 2700 900 900

Normal 60,000 20,000 20,000

Total 103,200 34,400 34,400

4.1.2. CSE-CIC-IDS2018 Dataset [38]

The dataset originally had 12 classes of attacks and one class of normal attacks. How-
ever, because the amount of data for the BruteForce-XSS and SQL-Injection classes are
extremely small, only 10 intrusion classes and one benign class were used for performance
evaluation. Table 2 lists the names and sizes of each class used in the evaluation.

Table 2. Each class size in CSE-CIC-IDS2018.

Label Training Dataset Validation Dataset Testing Dataset

Benign 30,000 10,000 10,000

Bot 6000 2000 2000

BruteForce-FTP 5400 1800 1800

BruteForce-SSH 5400 1800 1800

BruteForce-WEB 360 120 120

DDoS-HOIC 7200 2400 2400

DDoS-LOIC-HTTP 7200 2400 2400

DoS-GoldenEye 2400 800 800

DoS-Hulk 7200 2400 2400

DoS-SlowHTTPTest 5400 1800 1800

DoS-Slowloris 1500 500 500

Total 78,060 26,020 26,020

4.2. Detection Rate

To accurately compare the detection rate for each algorithm, the results of all image
transformers and the existing ‘1 channel’ algorithm and ‘Non-image’ algorithm were
measured. Figure 5 shows the measurement results of the detection rates for each algorithm
for the ISCXIDS2012 dataset. Since the ‘Non-Image’ algorithm has higher precision than
the ‘1 channel’ algorithm, the probability of classifying a normal session as an intrusion is
low. The ‘1 channel’ algorithm has a higher recall value than the ‘Non-image’ algorithm
and is superior in detecting actual intrusions. The proposed algorithm achieves the highest
performance for all metrics such as accuracy, precision, recall, and F1-score compared to all
image transformers including the ‘Non-image’ algorithm and the ‘1 channel’ algorithm.
Figure 5 shows that the performance of image transformers varies considerably, and that the
overall performance is mostly inferior to that of the ‘1 channel’ and ‘Non-image’ algorithms.
However, the proposed algorithm achieved the highest performance when using these
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image transformers. The proposed algorithm significantly improves the detection accuracy
by integrating the results of the three best image transformers.
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It can be confirmed that the RGB color image used by the proposed method is signifi-
cantly more effective than the grayscale image through the results using the three-channel
image and the one-channel image. In addition, when generating a color image, the selection
algorithm that determines an image for each channel plays a major role in generating a
good quality image.

Figure 6 shows the detection performance for the CSE-CIC-IDS2018 dataset and a
trend similar to that of the ISCXIDS2012 dataset. However, noting that the ‘Non-image’
algorithm has a higher F1-score than the ‘1 channel’ algorithm, it cannot be guaranteed
that the image transformer improves intrusion detection performance compared to the
existing method using session features. However, the proposed algorithm still showed the
best performance compared to the ‘1 channel’ and ‘Non-image’ algorithms. Therefore, it is
concluded that the proposed algorithm exhibits the highest performance compared with
competing algorithms in various environments.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 10 of 16 
 

 
Figure 6. Detection rate for each algorithm on the CSE-CIC-IDS2018 dataset. 

4.3. Confusion Matrix 
Figures 7 and 8 show the confusion matrix for the proposed algorithm and the ‘1 

channel’ and ‘Non-image’ algorithms. As mentioned above, the overall performance of 
the proposed method was confirmed to be superior to those of the two existing algo-
rithms. Figures 7 and 8 also show that the detection rate of the proposed algorithm is 
higher than or at least similar to that of the existing algorithms for most classes. For ex-
ample, the proposed algorithm has higher or similar detection rates in all classes except 
infiltration for ISCXIDS2012 and DoS-SlowHttpTest for CSE-CIC-IDS2018 compared with 
the ‘1 channel’ algorithm. Furthermore, the proposed algorithm has a high detection rate 
in all cases except for the DoS-Slowloris of CSE-CIC-IDS2018. 

From the confusion matrix, it can be seen that the proposed method not only has the 
highest overall accuracy, but also the highest accuracy for individual classes, especially 
the normal class. If a normal class is falsely detected as an intrusion, the corresponding 
normal service is greatly hindered, causing great inconvenience to users. Therefore, the 
detection accuracy for the normal class is more important than for other classes. In this 
aspect, the proposed method also has a very good characteristic compared to other algo-
rithms. 

Figure 6. Detection rate for each algorithm on the CSE-CIC-IDS2018 dataset.



Appl. Sci. 2023, 13, 2754 10 of 15

4.3. Confusion Matrix

Figures 7 and 8 show the confusion matrix for the proposed algorithm and the
‘1 channel’ and ‘Non-image’ algorithms. As mentioned above, the overall performance of
the proposed method was confirmed to be superior to those of the two existing algorithms.
Figures 7 and 8 also show that the detection rate of the proposed algorithm is higher than
or at least similar to that of the existing algorithms for most classes. For example, the
proposed algorithm has higher or similar detection rates in all classes except infiltration for
ISCXIDS2012 and DoS-SlowHttpTest for CSE-CIC-IDS2018 compared with the ‘1 channel’
algorithm. Furthermore, the proposed algorithm has a high detection rate in all cases
except for the DoS-Slowloris of CSE-CIC-IDS2018.
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From the confusion matrix, it can be seen that the proposed method not only has the
highest overall accuracy, but also the highest accuracy for individual classes, especially the
normal class. If a normal class is falsely detected as an intrusion, the corresponding normal
service is greatly hindered, causing great inconvenience to users. Therefore, the detection
accuracy for the normal class is more important than for other classes. In this aspect, the
proposed method also has a very good characteristic compared to other algorithms.



Appl. Sci. 2023, 13, 2754 12 of 15

4.4. ROC Curve

Figures 9 and 10 show the ROC curves for each algorithm. As shown in the detection
rate and confusion matrix described above, it is confirmed that the performance of each
class of the proposed algorithm is superior or similar to that of the existing algorithms.
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5. Conclusions

Recently, DL models have been introduced to improve NIDS detection performance
in NIDS research. However, because the NIDS dataset is not composed of image-based
data, there is a technical limit to applying modern DL models that have shown high
performance in image classification to NIDS. Although the existing method converts it into
grayscale images, the proposed algorithm converts the NIDS dataset into three-channel
RGB color images, allowing DL models for existing image classification to be applied to
NIDS without performance degradation owing to non-image data or grayscale image data.
This has a very high detection performance, which is difficult to achieve using the existing
methods. Currently, threats to network security are steadily increasing, and as zero-day
attacks spread, simple rule-based or pattern-based NIDS can no longer safely protect
networks from cyber threats. We expect that the proposed algorithm will be instrumental
in introducing a DL model to the NIDS domain to surmount existing limitations.

However, there are problems to be solved regarding the proposed algorithm before it
can be deployed in real networks. Converting NIDS features to a three-channel RGB color
image has a higher time complexity than a one-channel grayscale image. This causes a
limitation for the proposed NIDS to handle high-capacity network traffic. First, additional
research on software optimization techniques, along with hardware structures such as
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parallel processing structures to improve the proposed NIDS throughput, are needed.
Second, features from a three-channel RGB color image require higher memory usage than
features from a one-channel or non-image. Memory requirement is highly correlated with
image size, so research on the optimal size of image through analysis of image size and
performance is also necessary. Through these additional studies, we hope that the proposed
algorithm will become a more stable and efficient one.
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