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Abstract: Detecting and tracking objects of interest in videos is a technology that can be used in
various applications. For example, identifying cell movements or mutations through videos obtained
in real time can be useful information for decision making in the medical field. However, depending
on the situation, the quality of the video may be below the expected level, and in this case, it may
be difficult to check necessary information. To overcome this problem, we proposed a technique to
effectively track objects by modifying the simplest color balance (SCB) technique. An optimal object
detection method was devised by mixing the modified SCB algorithm and a binarization technique.
We presented a method of displaying object labels on a per-frame basis to track object movements
in a video. Detecting objects and tagging labels through this method can be used to generate object
motion-based prediction training data for machine learning. That is, based on the generated training
data, it is possible to implement an artificial intelligence model for an expert system based on various
object motion measurements. As a result, the main object detection accuracy in noisy videos was
more than 95%. This method also reduced the tracking loss rate to less than 10%.

Keywords: image processing; object detection; simplified color balance; noisy video

1. Introduction

Finding a specific object in an image can be used in many ways in our lives. This
technology can be used to check whether restricted items are brought in when entering
a specific place and can be used to check the presence of harmful objects. Under this
circumstance, it can be said that identifying an object of interest in a video rather than a
still image is a more important technique. Any information generated after identifying an
important object in a video shot in real time can be used for making necessary decisions in
the fields of security or medical care. However, it is difficult to track an object of interest
in an environment in which the quality of a captured image is not sufficiently good, for
example, in a microscopic medical field, a night security image, etc., due to image noise or
ambiguity of the object.

To overcome this problem, we proposed a technique for tracking a moving object of
interest in a noisy video. In general, various methods using machine learning have been
proposed to track objects in images [1–20]. However, when the shape of the object to be
tracked cannot be specified due to the low quality of the image, it is difficult to construct
the training data. Because of this, it can be difficult to apply machine learning itself. To
track an object without a separate data set in such an environment, we proposed an object
detection and tracking algorithm based on the simplest color balance (SCB) technique [21].
The proposed method unifies the image information corresponding to the object to be
detected through the SCB algorithm. The “information” refers to the pixel’s value in this
paper. Then, the unified pixels and the remaining pixels are separated and binarized into
the object of interest and the background, respectively. Finally, only the desired object is
extracted from the binarized image.
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The features of the SCB algorithm are as follows. The SCB specifies the upper and
lower value ranges of pixels in the image. Thereafter, pixels within the corresponding range
are collectively replaced with the minimum and maximum values of the available pixel
values. For example, in the case of an 8-bit scale, 0 and 255 are designated, respectively.
Afterwards, the histogram of pixel values that do not belong to the lower and upper ranges
is stretched as much as possible within the given value scale and normalized to improve
the quality, including the color balance of the image. In the task we need to process, the
object of interest in the captured image is usually darker than the background. In addition,
we did not consider the improvement of image quality when applying the SCB algorithm.

In this paper, we adopted the idea of collectively minimizing a certain low range
of values in the SCB algorithm. In other words, we selected a value range that can be
judged as an interested object among the dark pixels of the image. Then, SCB was applied
to collectively substitute 0 for values smaller than the corresponding value. We did not
aim to improve the quality of the video. Therefore, the calculation on the bright part was
unnecessary. For this reason, the operation for the upper limit range was not executed
to increase the efficiency. We also modified the normalization function used in the SCB
algorithm to limit the range from 0 to the average value of the histogram of the original
image. As a result, the scale information of the background part was compressed after
applying the SCB. This was to minimize false negatives that may occur due to meaningless
differences between the pixel values of the object to be detected. By applying the modified
SCB to the histogram-restricted image, all pixels of the object to be detected were set to 0,
and then the binarization algorithm was applied. The binarization algorithm is designed
to return 1 if there is a sharp change in the pixel boundary, and 0 otherwise. As a result,
when the binarization is completed, the object to be detected is made of 1 and is displayed
in white in the image. That is, the object to be detected is expressed as a white bundle and
the background is expressed as a black plane.

Next, a threshold according to the size was applied to distinguish the noise from the
object to be tracked. When we acquire video in a specific environment, we can infer the size
of the object we want to detect in the image. For example, in the case of a security camera,
the average size of a person and the size of other objects can be sufficiently determined
and defined. We inversely calculated the size of the object we wanted to detect based on
the magnification of the captured image. Based on the calculated size value, the object
corresponding to the given size was adopted as the object of interest, and the object that
did not was discarded. Finally, in order to track the object in the subsequent video, the label
was displayed on the white bundle that was determined as the object in the frame unit.

In summary, the final goal of this paper was to devise a technique that can build
training data for machine learning by detecting and tracking objects based on brightness
and contour and by applying a modified SCB. We proposed an efficient scheme for this.
As a result, the detection accuracy of ambiguous objects was over 95%. The approach also
reduced the tracking loss rate to 10%.

The remainder of this paper consists of four parts. Section 2 explains the trends in
related research, and Section 3 explains the contents of the proposed scheme. Section 4
describes the experimental results, and finally, Section 5 discusses the conclusion.

2. Related Work

In this section, we describe previous methods for detecting an object of interest in im-
ages or videos for further decision making or anomaly detection based on image processing,
and we also describe machine-learning-based schemes.

Research on object detection with machine learning is being actively conducted. Many
studies have also been proposed on the subject of detecting and tracking objects of well-
defined forms. One of the representative methods for object detection is a study based on
the you only look once (YOLO) technique, which has recently been attracting attention [1–7].
The YOLO technique is widely used as an applied study based on a convolutional neural
network (CNN) [8–10]. Other CNN applications, such as regions with CNN (R-CNN), are
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being studied a lot [11–13]. In addition, there are studies using convolutional artificial
neural networks such as the fast/faster RCNN (F-RCNN) that are implemented using
Keras [14–17]. Keras is a library specialized in machine learning and it operates based on
Python. Additionally, there are studies using a support vector machine (SVM) [18–20],
which is mainly used for classification and regression analyses, or algorithmic studies
using a condition filter [22–24]. However, these studies are based on the machine-learning
technique. In the case of a study based on CNN or a study using YOLO, it can be processed
at a high speed. These techniques provide powerful object detection techniques. On the
other hand, these techniques require a variety of labeled training sets, and GPU computation
is essential if a fast processing speed is desired. Therefore, various requirements and
resources are consumed a lot in the process of preparing for actual results. In addition,
in the case when the shape of a specific object to be found in the image is unclear, the
machine-learning method may not be applicable.

On the one hand, object detection studies that do not require training are being
attempted. These studies are based on image preprocessing. Through this, object detection
is performed when the shape of the object to be detected is not clearly defined. For this
purpose, methods using various image filters have been proposed. These studies can
produce reliable results that are comparable to machine learning, given the appropriate
environment to apply them. However, these algorithms give different results depending
on the parameters optimized for solving a given problem. If the algorithm is applied to an
image that is different from the environment tested in the proposed study, the intended
results may not be obtained.

In summary, algorithm studies using machine learning can identify a desired object if
there is enough data to extract features. However, this cannot be applied when the purpose
is to determine the existence of an ambiguous object. The algorithm we propose makes it
possible to more intuitively identify objects in a given environment, even if the training
set required by the machine-learning-based object detection technique does not exist. It
excludes the use of complex filters or intermediate processing, which are mainly used
for object detection, as well as tracking, and it does not require high system resources for
machine learning [8–19].

3. Proposed Scheme

In this section, we propose a method for distinguishing between the object of interest
that the observer wants to observe and the existence of other objects that can be defined
as noise in various low-quality images. The goal of this paper was to specify the area of
interest when there is an object of interest that is vaguely and darkly expressed in the image
sensor, and to detect the objects of interest based on this. The algorithm proposed in this
study deals with the following procedures.

3.1. Modified Simplest Color Balance (SCB) Algorithm

The features of the SCB algorithm are as follows. SCB designates the upper and lower
value ranges of pixels in the image, and then replaces the pixels within the range with the
minimum and maximum available pixel values. When an image is expressed in R, G, and B,
0 and 255 are designated as the lower and upper values, respectively, by using an unsigned
8-bit representation format. After that, the image quality, including the color balance, is
improved by normalizing the histogram of the pixel values that do not belong to the lower
and upper ranges within the given value scale as much as possible [21].

In addition to these features, one assumption was made. In order to apply SCB to a
specific frame image extracted from a video, three matrices consisting of values between
0 and 255 and three channels of red, green, and blue based on the three primary colors of
light were used. When using these, if the values present in each channel were expressed
in one image, the closer to 255, the closer to white, and the assumption that other darkly
expressed parts have ambiguous values must be applied. According to the preceding
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prerequisite, the images we used for testing were microscope images that provided a very
suitable environment for applying the SCB algorithm.

However, if the SCB algorithm is applied in its original form, as shown in Figure 1,
even though a single channel is output, the histogram range is very wide and it can be
seen that it is difficult to specify the background and object. Therefore, the SCB algorithm
applied to our proposed method replaced only the values of a specific low range at once.
In conclusion, the algorithm was modified so as not to perform calculations on bright parts.
In Figure 1, N represents the ratio of the lower and upper regions of the histogram as
a percentage.

Figure 1. Single-channel histogram graphs without modification of the SCB algorithm; N = 10:
(A) four microscopy image samples; (B) Histograms corresponding to each image sample.

The details of the modified algorithm are as follows. When the lowest value among
the pixel values of the image is expressed as P[min], the values of P[min] to N% or less, which
are ambiguously expressed internal regions of the object, are determined as 0. To achieve
this, the values of the two-dimensional matrix representing the image are converted into a
one-dimensional vector arranged in ascending order by allowing duplicates. In this case,
vectors are created for each channel.

After that, in order to process P[min] values lower than the N% of a random value
selected by the user as the inner area of the object, the mask matrix that stores true for
values lower than P[min] and false otherwise is used to determine the places that are true.
The logic is executed to change to P[min]. Finally, a normalized image is obtained using the
normalize function, and the normalization range is limited from 0 to P[avg]. P[avg] means
the average value of the image histogram. The reason for doing this is that the object we are
interested in has already been set to 0 by using the mask matrix, and only the low-density
part or background remains in the rest of the object. That is, the background is compressed
as much as possible by using P[avg], which occupies the greatest value in the background,
and the histogram of the background is unified as much as possible based on this. This is
to make it advantageous for the next step, image binarization operation. The pseudo code
of the modified SCB is presented in Algorithm 1.
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Algorithm 1: Modified simplest color balance algorithm

percent = 10 //bottom 10% in histogram
half_percent = percent/200.0 // double scale for subdivision, 1/100 -> 1/200
Red, Green, Blue = Split and save the RGB channels of the image

// The logic below operates once in each of the Red, Green, and Blue channels.
flat = reshape “channel” matrix array to vector array and sorted
n_cols = length of flat
low_val = flat[int(n_cols × half_percent)]

// The part lower than low_val in the channel creates a matrix in which True and other False
values are stored.
low_mask <- if channel > low_val True else False matrix

thresholded <- Stores a two-dimensional matrix in which low_val is assigned to a value lower than
low_val.

pixel_avg = average of thresholded histogram

normalized = Normalize the thresholded channel to a value between 0 and b_cut.

out_channel = After re-combining the three channels of Red, Green, and Blue, the grayscale image is
returned.

Most objects have different internal opacities depending on their density, and some
have color due to other internal and external factors. Objects have various characteristics,
but the most obvious characteristic with the highest influence in a given environment is
that most of the inner area of the object has a slightly lower value than the background. As
a result of running multiple experiments on the image used in the test in this study, the
ideal value of N, which most clearly changes the pixel value of an object to 0, was set to
10 percent. Figure 2 shows the captured images after applying the modified SCB algorithm
in accordance with the different N values used in the multi-run experiment.
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To describe the histogram limitation used in the normalize function in more detail,
since the pixel P[object] that can be estimated as an object in the test image occupies less area
than the background pixel P[background] of the image, the average P of all pixels when [avg]
is calculated is closer to P[background] than to P[object]. This is possible because we assume
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that the image quality is poor, so the contrast ratio is low and the light is evenly distributed
over the observation area.

Using this characteristic, the histogram normalization range of the normalize function
is limited to 0~P[avg] so that the background and object can be more clearly separated in
the SCB algorithm. The result can be seen in Figure 3. At this point, the polarization of
the object and the background proceeds, so even if the shapes of the graphs in Figure 3
are slightly different, there is no significant difference in their meaning. In the end, even if
you do not go through the entire process proposed by the original SCB, you can separate
the area of the object and then combine the matrices for each of the R, G, and B channels
through the normalization function again. Then, the gray scale function is applied to
the corresponding image. As can be seen when comparing Figures 3 and 4, even if the
histogram is restricted and normalized, there is no significant change in the graph shape of
the original image and the normalized image. As shown in the graph in Figure 4, gray scale
images can be flexibly applied even in situations where the P[max] of a specific channel is
high due to the presence of a region biased toward a specific color in the image. Therefore,
we did not use a single channel, but used a gray-scaled image. Finally, binarization is
performed in the next step using a two-dimensional matrix that has been gray-scaled.

Figure 3. 1000× zoom microscopy image with limited histogram and histogram graph, N = 10:
(A) four microscopy image samples; (B) Histograms corresponding to each image sample.

3.2. Image Binarization

Threshold-based binarization was performed to clearly express the object found in
the image output through the SCB algorithm. A general threshold application technique
makes a relatively small part 0 and a large part 255 based on the threshold. For actual
implementation, the widely used OpenCV was used. In this case, OpenCV’s contours
function found an object based on the white area in the binarized image. To cope with
this, we reversely applied 0 and 255, which are applied as threshold standards during
binarization. That is, a binarized image is obtained in which a portion lower than the
threshold value is expressed as 255, and a portion higher than the threshold value is ex-
pressed as 0. Figure 5 shows the binarization of the image histogram based on the threshold
value for the image restricted to P[object]~P[avg]. In this case, even though the SCB was
applied according to the given image, it can be seen that the object detected by the SCB
was not completely binarized according to the threshold value.
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From Figure 5, it can be seen that the degree of object capture varies when the threshold
value passed to the threshold function is 1/4, 1/2, or 3/4. From Figure 5 and Table 1, it was
confirmed that the higher the threshold, the more objects were detected in detail. However,
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it was confirmed that the process of extracting an appropriate threshold value is necessary
because an incorrect pixel area is detected when the threshold value is too large.

Table 1. Number of objects detected by different threshold values.

Threshold (P[max]) Detected Object

1/4 19
1/2 32
3/4 55

3.3. Subsection

In object detection, functions related to contour provided by OpenCV were used.
Contour generally represents contour lines, and it is a very effective function for extracting
the area of the object expressed in white from the binarized image. You can use the find-
contours function to detect the outer part of an object. If you connect the outer line of
the object through this, you can know the value of its inner size. Finally, according to
the obtained internal size value, it is checked whether the object the user wants to detect
is correct.

In order to accurately find the object of interest through the method proposed in this
study, we used a method of pre-defining the size of the object to be detected. In the case of
an image at 300× magnification in Figure 6, the captured area is 0.3 mm wide and 0.3 mm
long. Using this value, it is possible to inversely calculate the size of the floating object in
the image. In the case of the 1000× magnification image in Figure 6, the size of the floating
object can be estimated through the average size value of the bacteria present in the image.
Floating objects in the image of Figure 6 are the results of detecting objects with a size
between 10 and 60 in this way. We drew a blue box around the object using the detected
object’s center coordinate value and wrote the object’s size and description in the upper
left corner.
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In general, in order to use machine learning, clear characteristics of the things to be
detected are required, but it is difficult to extract features from the objects to be detected
from the test image, and the number of features that can be extracted is very limited. In such
an environment, it can be a very difficult task to apply machine learning, so the proposed
detection algorithm can perform better.
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3.4. Object Tracking

It was explained in Section 3.3 that an object can be specified from the binarized
image obtained in Section 3.2. For the next step, if we give a unique ID value that can
distinguish extracted objects and we continuously find pixels that can be inferred as objects
corresponding to IDs in the frame being connected, we can track the objects of interest in
the entire video.

For this, we used the connectedComponentsWithStats function provided by OpenCV.
Using this, we proceeded to label the areas with the size suggested in Section 3.3 among the
white areas obtained in Section 3.2. In the first frame, a tracker was allocated to the labeled
areas, and then in the next frame, labeling was applied in the same way. Among the areas
to which the label was applied, the area determined to be the same object as the one found
in the previous frame was stored in the corresponding tracker. The tracker defines the state
of the object based on the information of the labeled area allocated to each frame, and the
details of the information can be checked in Table 2.

Table 2. The details of the information checked by the tracker.

Information

Tracker number Integer
Last center point Tuple (x, y)

Last area Integer

Set color Tuple (R, G, B)
R = 0~255,
G = 0~255,
B = 0~255

Distance traveled Float

State Integer
0 = stop,

1 = move,
2 = hold

Labels Class List Label number Integer
Center point Tuple (x, y)

Area Integer
Matching frame Integer

From the first frame to the last frame, the tracker has information on the areas for each
frame that are most similar to the labeled area allocated in the first frame. The information
stored in this tracker can be displayed by overlaying a specific mark on every frame of the
original video. In this way, the tracker appears to keep tracking the object. Figure 7 is a
flowchart of the operation flow of the tracking algorithm. The object-tracking algorithm
tracks the moving path of an object by accumulating tracker information at every frame.
The information stored during tracking includes the coordinates of the center of an object,
its size, and the distance of each object’s center coordinates.

In the first frame, in order to save the information of detected objects, it is assumed
that all objects are in a stationary state and then the information is saved. From the second
frame, when tracker matching starts, the ratio of the size similarity and length of objects
is converted into scores, and then candidate groups higher than a certain threshold value
are saved as the next tracker candidate. After removing trackers that fail to match during
tracker matching, an inverse calculation is performed based on the remaining tracker
information to analyze the activity, state, and distance information of the object.

When the analysis is finally finished, the movement path and state of the object are
expressed in lines and colors in each frame using information from the tracker.

As a result of tracking the movement of the object and the path it moved through, the
method described above is shown in Figure 8.
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4. Evaluation

In this section, we present experimental results to evaluate the proposed scheme. For
the algorithm performance evaluation, AMD’s Ryzen 5 5600X was used, and all codes were
written using Python and OpenCV.

In addition, 40 videos of similar types with noise collected for performance tests were
classified and utilized to proceed with each test.

As a method of evaluating our proposed algorithm, the following method was used.
The most widely used, precision-recall, was used for object detection. The object-tracking
part calculates the ratio of how much the tracker maintains tracking and catches the wrong
object in the entire frame, converts it into a percentage, and expresses it as the loss. For
the object detection verification method, a random frame was selected from the entire
image and the result obtained through the algorithm was compared with the result directly
detected by a person and verified. In the case of tracking, a black square box was drawn
at the coordinates where the tracker was located on the algorithm result screen to check
if there was an error in the square. Figure 9 is a picture comparing the resulting image
created by the algorithm with the red square box image drawn by a person for three of the
images used for verification. We drew a square box to make tracking verification easier.
The full verification result is shown in Table 3 below.
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Table 3. Precision-recall of object detection and loss-of-object tracking.

Video Number Precision Recall Loss

1 0.95 0.96 0.08
2 0.96 0.98 0.09
3 0.95 0.95 0.06
4 0.98 0.97 0.06
5 0.97 0.96 0.01
6 0.99 0.95 0.01
7 0.97 0.98 0.08
8 0.96 0.97 0.08
9 0.95 0.92 0.05
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The strength of our proposed algorithm is that, when compared with the validation
part of other reference papers, the same results were obtained for the same input, and even
faster results were obtained without using a predefined training dataset. Table 4 below
summarizes the time it took for our proposed algorithm to detect an object and output the
result to the screen. The number of detected objects according to the time taken for each
frame was written, and the time was written up to the second decimal place. In the case of
the first frame, it took some time while reading the video, and there were some irregular
measurements in the middle. However, it can be seen that on average, a very small time of
0.02 s was required.

Table 4. Time required for each frame and number of detected objects.

Video Number Frame 1 Frame 2 Frame 3 Frame 4 Frame 5 Frame 6 Frame 7

Video 1 115/0.21 113/0.03 133/0.02 141/0.02 126/0.02 129/0.02 133/0.19
Video 2 183/0.23 178/0.04 173/0.03 185/0.03 187/0.01 189/0.03 194/0.03
Video 3 179/0.18 183/0.04 185/0.03 184/0.03 172/0.03 191/0.03 190/0.03
Video 4 112/0.22 127/0.03 125/0.02 134/0.02 129/0.02 135/0.02 129/0.02
Video 5 28/0.16 27/0.03 25/0.02 27/0.02 25/0.02 28/0.02 23/0.02
Video 6 47/0.14 50/0.02 46/0.16 48/0.02 44/0.02 45/0.02 44/0.02

Figure 10 is the result of comparing the performance of the proposed scheme with
other algorithms. In each proposed method, the characteristics of the object to be detected
are different. However, when trying to detect a large number of objects, comparing the
time required to derive a result is very meaningful for the performance verification of the
proposed method. As a comparison criterion, the computation time required to detect
multiple objects was compared.
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In the reference comparing the cases of F-RCNN(1) and YOLO, it was mentioned that
each method takes 32 fps and 20 fps [5]. When 1 s is 30 fps, it can be seen that 32 fps and
20 fps are converted to 1.06 s and 0.66 s, respectively. For R-CNN, it was stated that the
average detection time of the photos used in the test was 0.14 s, but it was only written
for a single object [16]. When F-RCNN(2) was used, it was said that particles with a
higher mobility were detected within 1.12 s [15]. Lastly, our proposed algorithm had an
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average processing time close to 0.02 s, indicating that it is relatively improved in real-time
processing compared to other proposed machine-learning methods.

5. Conclusions

Finding an object of interest in an image and making an important judgment based on
it has emerged as a very important research topic in recent years. Given this situation, we
proposed a technique for tracking a moving object of interest in a noisy video to devise a
technique that can build training data for machine learning. To track an object without a
separate data set in such an environment, we designed an object detection and tracking
algorithm based on a modified simplest color balance technique. The proposed method
unifies the image information corresponding to the object to be detected through the SCB
algorithm. In this paper, we adopted the idea of collectively minimizing values in a certain
low range in the SCB algorithm. After applying the modified SCB algorithm to the image
based on the idea, a binarization algorithm was applied to determine the exact object to be
found. Finally, in order to track the object in the subsequent video, the label was displayed
on the white bundle that was determined as the object in the frame unit. As a result, the
detection accuracy of ambiguous objects was over 95%. The approach also reduced the
tracking loss rate to 10%.

Our study can be used to distinguish and track objects that users want, excluding
various unnecessary objects and very small objects present in micro-fields, and this study
can be used in various fields related to cell research.

As a future work, we are planning to enhance the clarity of the input video itself by
eliminating the unnecessary noise object. This might help improve the performance of
object recognition in noisy videos.
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