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Abstract: The implementation of a brain—computer interface (BCI) using electroencephalography
typically entails two phases: feature extraction and classification utilizing a classifier. Consequently,
there are numerous disordered combinations of feature extraction and classification techniques that
apply to each classification target and dataset. In this study, we employed a neural network as a
classifier to address the versatility of the system in converting inputs of various forms into outputs of
various forms. As a preprocessing step, we utilized a transposed convolution to augment the width of
the convolution and the number of output features, which were then classified using a convolutional
neural network (CNN). Our implementation of a simple CNN incorporating a transposed convolution
in the initial layer allowed us to classify the BCI Competition IV Dataset 2a Motor Imagery Task data.
Our findings indicate that our proposed method, which incorporates a two-dimensional CNN with
a transposed convolution, outperforms the accuracy achieved without the transposed convolution.
Additionally, the accuracy obtained was comparable to conventional optimal preprocessing methods,
demonstrating the effectiveness of the transposed convolution as a potential alternative for BCI
preprocessing.

Keywords: BCI competition IV; brain—computer interface; convolutional neural network; electroen-
cephalogram; transposed convolution

1. Introduction

Most studies on electroencephalograms (EEG) in the computer science field have
focused on developing an interface called the brain—computer interface (BCI). The objective
of a brain—computer interface (BCI) is to establish a direct pathway for the brain to commu-
nicate with the outside world, circumventing conventional sensory and motor pathways.
After detecting brain activity, the BCI system utilizes algorithms and machine learning
methodologies to decipher the signals and transform them into commands or actions
that can operate external devices. The BCI is expected to be used in many applications
such as supporting people with motor disabilities and providing a third (robotic) arm to a
person [1-4]. The application of EEG classification techniques for the purpose of achiev-
ing highly accurate BCI has been extensively explored in various studies. One notable
example of such studies is the classification of datasets from BCI Competitions, with the
most recent dataset from BCI Competition IV. Since the publication of [5], various meth-
ods demonstrating improved accuracy in classification have been reported. For instance,
Ref. [6] performed classification using a Naive Bayesian Parzen Window classifier after
applying a filter bank common spatial pattern, as described by Ang et al. Meanwhile, Gaur
et al. [7] employed a filtering method using multivariate empirical mode decomposition
and executed classification by utilizing the minimum distance to the Riemannian mean
method. When conducting EEG analysis, a two-step process is commonly used [8], which
involves the steps of feature extraction followed by classification, as demonstrated in the
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previously mentioned studies. As a result, a wide range of combinations of preprocessing
and classification methods have been employed, leading to inconsistencies within each
classification target. The effectiveness of the selected feature extraction and classification
method is contingent on the data, which raises the question of whether the optimal method
has been applied to BCI data.

The implementation of neural networks has become increasingly popular in recent
times, given their ability to convert inputs into outputs, making them suitable for any clas-
sification problem. Furthermore, the development of specialized processing hardware for
neural networks has enabled their integration into small devices such as smartphones [9].

The utilization of neural networks, including convolutional neural networks (CNN),
may hold the potential for creating highly effective BCI using modern technology [10].
Several studies have leveraged the use of CNN in EEG classification algorithms for BCI
research, including EEGNet [11]. The application of EEGNet to the BCI competition dataset
results in accuracy comparable to that achieved by conventional methods. In contrast
to conventional EEG classification methods, which often rely on feature extraction and
classification, neural networks have the ability to convert any input into any output, thus
eliminating the need for feature extraction and allowing the direct entry of EEG signals
into the classification model.

In this study, we propose a neural network with transposed convolution for EEG
analysis. Transposed convolution is a type of convolution that performs the inverse
operation of a normal convolution. It is used to extract components from the convolved
data by decomposing them. In other words, our method includes processing and feature
extraction similar to window analysis (such as the filter bank [6], wavelet [12], or short-time
Fourier transform (STFT) [13]) that has been used in many conventional EEG analyses. We
demonstrate that conventional feature extraction can be replaced by the proposed method.
In addition, a high classification accuracy can be obtained without explicit feature extraction.
The concept of the proposed method has been reported in our previous study [14]. Here,
we further explore the effectiveness of the proposed method.

2. Materials and Methods

Neural networks possess a remarkable degree of versatility, capable of processing a
variety of data types, including time-series signals and images, and providing adjustable
degrees of freedom in calculations. However, overfitting can be a common issue and the
network’s configuration often necessitates the fine-tuning of multiple hyperparameters.
The learning process can also be complicated by the need to consider techniques such as
adjusting the learning rate and implementing early stopping. These challenges can be
mitigated by utilizing recent advancements in the field.

The proposed method incorporates the use of convolution and transposed convolution
and employs batch normalization and global average pooling to suppress overfitting [13,15].

In order to assess the efficacy of incorporating transposed convolution, the proposed
method was compared to several other methods, including those utilizing CNN and
STFT, by evaluating their classification accuracy against two dimensional (2D) CNN with
transposed convolution (proposed), one dimensional (1D) CNN, 2D CNN for time-series
and electrode, and 2D CNN for STFT data.

2.1. Convolutional Layer

The convolution layer has spatial dimensions (in which convolution is performed in
the feature space) and a channel dimension (in which the number of spaces can be converted
between input and output). When the data are n-spatial dimensional, the input/output
is n + 1 dimensional, which encompasses the spatial and channel dimensions. The kernel
used for convolution is # + 2 dimensional, including the spatial dimension number 7, an
input channel dimension, and an output channel dimension [16]. For images, there are two
spatial dimensions and the red—green-blue channel dimension (three dimensions in total).
The kernel for images has four dimensions: the two-spatial dimensions, red—green-blue
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(input) channel dimension, and output channel dimension. EEG data contain time-series
(time domain) and electrodes, and the dimensional treatment of the data is described in
each method in the “Network structure” section. An illustration of 2D convolution is
shown in Figure 1 (note that the channels are ignored for the illustration purpose).

Deconvoluted data kernel Convoluted data

| Convolution t

\z

Figure 1. 2D convolution architecture.

The convolution layer is utilized to process inputs that have one or more features
with spatial dimensions. A kernel is employed to perform convolution along the spatial
dimensions of the features. The utilization of the convolution layer regularizes the weight
parameters due to its smaller number of weight parameters as compared to the number
of input—output features. As EEG signals are time series in nature, the consideration of
regularization parameters is less crucial, given that the convolution layer operates on the
time domain.

For the purpose of this study, the terms “spatial” and “channel” dimensions are used
in their general sense to refer to dimensions, rather than implying any specific spatial
information of EEG electrodes (EEG channels).

2.2. Transposed Convolutional Layer

The transposed convolution operates in the opposite direction of a convolution and
functions as a decoder, whereas a convolution acts as an encoder [16]. Illustration of 2D
transposed convolution is shown in Figure 2 (note that the channels are ignored for the
illustration purpose).

Originally, transposed convolution performs convolution and up-sampling simultane-
ously. However, when applying transposed convolution to a new signal feature dimension,
it expands the number of dimensions and projects the dimensions into a larger dimensional
space with features. The number of dimensions must be expanded as a parameter. How-
ever, because the projection to the feature dimension is learned from each data point, the
feature amount does not need to be selected in advance, as in conventional EEG research.

Transposed convolution using the convolution kernel K[W, R, Ch;,, Chy] for the
signal S[Time, Ch;,], sample time t and EEG electrodes Ch;, follows (1). Here, W is the
convolution width, R is the number of new feature dimensions to be expanded, and Ch,y¢
is the number of output channels of the transposed convolution (Figure 3).

W Chin
(SxK)(t,r,ch) =Y_ Y S(t—w,c)K(w,r,c ch) 1)

c
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Figure 2. 2D transposed convolution architecture.
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Figure 3. Transposing convolution 1D to 2D.

2.3. Batch Normalization

Batch normalization [17] is a technique employed in deep learning to normalize the
inputs to each layer. This technique is designed to ensure that the mean of the inputs is
zero and the variance is one within each mini-batch.

According to [18], a higher learning rate leads to more regularization of the data
due to the increase in noise that results from the selection of mini-batches. Without
normalization, the mean and variance of the inputs can rapidly increase as the depth
of the layer increases, leading to a situation where the gradient becomes heavily dependent
on the inputs. This can lead to divergence of the error when a higher learning rate is used.
Batch normalization helps to maintain a constant mean and variance, thereby avoiding
such issues and promoting stability in the learning process, even when the higher learning
rate is used.

2.4. Global Average Pooling

Global average pooling outputs the average in the spatial direction for each CNN
channel [19]. Therefore, when the signal time is arranged in the CNN dimensional space,
the components can be classified regardless of the time zone of the input data. Furthermore,
the feature can be extracted at any position on the extended axis (frequency or channel axis)
without being dependent on the spatial position. This also prevents overfitting because the
number of dimensions can be significantly reduced.

2.5. Network Structure

We constructed the following models and evaluated their classification performance.
The codes were written in Python (version 3.6.9) and Keras on TensorFlow (version 2.4.1).
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2.5.1. 2D CNN with Transposed Convolution (Proposed Method)

We allocated the time domain of EEG to the spatial dimension of the convolution,
expanded it to two dimensions using transposed convolution, and then performed classifi-
cation using a CNN with two spatial dimensions (Figure 3). The proposed model structure
is presented in Table 1. We used the following parameters for the transposed convolution;
W =8, R =150 and Chyyt = 8.

Table 1. The model structure of 2D CNN incorporating a transposed convolution.

CNN with Transposed Convolution Model

Layers Structure Output Shape
Input - (250, 1, 22)
TransposedConv. [8, 150] 8 ch
1 BatchNormalization (257,150, 8)
Convolution [3, 3] 8 ch
2 BatchNormalization (255, 148, 8)

LeakyReLU (a = 0.2)

Convolution [3, 3] 16 ch
3 BatchNormalization (253, 146, 16)
LeakyReLU (« = 0.2)

Convolution [3, 3] 32 ch
4 BatchNormalization (251, 144, 32)
LeakyReLU (« =0.2)

Convolution [3, 3] 32 ch

5 BatchNormalization (249, 142, 32)
LeakyReLU (a = 0.2)
6 Global Average Pooling (32)
Dense [4]
7 Softmax @)
2.5.2. 1D CNN

To make comparisons with the case of classification without dimensional expansion,
we allocated the time domain of the EEG to the spatial dimension, and then performed
classification using a CNN with one spatial dimension. The model structure is presented
in Table 2. The input size is the same as that of the proposed method (2D CNN with
transposed convolution).

2.5.3. 2D CNN with Time and EEG Electrodes

Since EEG is a time-series signal, it is reasonable to perform convolution only in the
time-series dimension. However, here we treat it as two spatial dimensions: time-series and
EEG electrodes. The purpose is to confirm which is more effective: a simple two-spatial
dimension convolution or a two-spatial dimension convolution of the time-series with
the expanded dimension. We allocated the time domain and electrodes of the EEG to the
spatial dimension of the convolution and performed the classification using a CNN with
two spatial dimensions. The model structure of the 2D CNN is presented in Table 3.
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Table 2. The model structure of 1D CNN.

Lavers 1D CNN Model
y Structure Output Shape
Input - (250, 1, 22)
Convolution [3, 1] 22 ch
1 BatchNormalization (248, 1, 22)
LeakyReLU (« = 0.2)
Convolution [3, 1] 22 ch
2 BatchNormalization (246, 1, 22)
LeakyReLU (« = 0.2)
Convolution [3, 1] 32 ch
3 BatchNormalization (244, 1, 32)
LeakyReLU (a = 0.2)
Convolution [3, 1] 32 ch
4 BatchNormalization (242, 1, 32)
LeakyReLU (a = 0.2)
5 Global Average Pooling (32)
Dense [4]
6 Softmax )

Table 3. The model structure of Time and EEG electrodes axis 2D CNN.

Time and EEG Electrodes 2D CNN Model

Layers Structure Output Shape
Input - (250,22,1)
Convolution [3, 3] 8 ch
1 BatchNormalization (248, 20, 8)
LeakyReLU (« = 0.2)
Convolution [3, 3] 16 ch
2 BatchNormalization (246, 18, 16)
LeakyReLU (« = 0.2)
Convolution [3, 3] 32 ch
3 BatchNormalization (244, 16, 32)
LeakyReLU (« = 0.2)
Convolution [3, 3] 32 ch
4 BatchNormalization (242, 14, 32)
LeakyReLU (« = 0.2)
5 Global Average Pooling (32)
Dense [4]
6 Softmax @)

2.5.4. 2D CNN with STFT

To make comparisons with the existing two-step process using the two-dimensional
expansion method, we extracted the features by STFT and classified them by CNN. STFT
was applied to EEG, and the time and frequency domains were assigned to the spatial
dimensions of the convolution. The classification was performed using a CNN with two
spatial dimensions. The model structure is presented in Table 4. The STFT parameters are

described below.
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Table 4. The model structure 2D CNN after STFT.

Lavers 2D CNN Model after STFT
y Structure Output Shape
Input - (251, 80, 22)
Convolution [3, 3] 8 ch
1 BatchNormalization (249, 78, 8)

LeakyReLU (« = 0.2)

Convolution [3, 3] 16 ch
2 BatchNormalization (247,76, 16)
LeakyReLU (« = 0.2)

Convolution [3, 3] 32 ch
3 BatchNormalization (245, 74, 32)
LeakyReLU (a = 0.2)

Convolution [3, 3] 32 ch

4 BatchNormalization (243,72, 32)
LeakyReLU (a = 0.2)
5 Global Average Pooling (32)
Dense [4]
6 Softmax @)
2.6. Dataset

For the purpose of evaluation, we utilized the BCI competition IV dataset 2a [20].
This dataset comprises EEG data measured from nine subjects while they performed four
distinct types of motor imagery tasks involving the foot, tongue, left hand, and right hand.
The recordings were taken using 22 EEG electrodes at a sampling frequency of 250 Hz.
A total of 288 trials, including missing parts and excluded trials, were recorded for each
subject for both training and testing purposes.

As the input, an EEG signal was used for 4 s (1000 samples) for the duration of “cue”
to “motor imagery.”

When inputting the EEG time signal, it was downsampled to 62.5 Hz and then nor-
malized to a mean of 0 and variance of 1 for each trial and electrode before being inputted
in to the network.

When inputting the power spectrum using STFT, STFT was applied with a window
width of 250 samples and step width of 3 samples after normalization with a mean of 0 and
variance of 1 for each trial and channel (without downsampling). A frequency range of
0 < f < 80 was used as the input.

2.7. Training and Evaluation

For the purpose of classifier training, the cross-entropy loss function was employed.
The optimization algorithm used was Adam [21], with a mini-batch size of 58 and a learning
rate of 0.0001. The parameters were updated a total of 1000 times, without alteration to the
learning rate or cessation of the training process.

We conducted two types of evaluations: cross-validation within the BCI competition
dataset training data, and unseen test data evaluation. In the cross-validation within
the training data, a 5-fold cross-validation was conducted 20 times for each individual.
This evaluation examined the performance (accuracy) by eliminating the effect of dataset
selection. Only the original training data of the BCI competition dataset (288 trials for each
subject) were used. In the unseen test data evaluation, the classifier was trained using the
training data (288 trials for each subject), and the classification accuracy of the test data
(288 additional trials for the same subject) was determined. This procedure was repeated
100 times by changing the initial weights in the model, and the average accuracy was
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calculated. The data used for the training and test data evaluations were unchanged. In
addition to the five-fold cross-validation accuracy and unseen test evaluation data accuracy,
we calculated the kappa values and compared the results of our proposed method with
those reported in previous studies. Since the numbers of samples in this data set are
equally distributed across classes, using the number of classlabels M, or the chance level p,
(reciprocal of M), the kappa value x can be expressed by the following equation [22]:

. Accuracy — pe _ M x Accuracy — 1' @)
1—pe M-1
To check the statistical significance of the accuracy improvement, we performed a
Wilcoxon signed-rank test and calculated the p-values between the transposed convolution
model and the other methods. A p-value of 0.05 was assumed to be the threshold for
assessing statistical significance.

3. Results
3.1. Comparison among the Classification Methods

To verify the effects of transposed convolution, we compared four classification meth-
ods: 2D CNN with transposed convolution (proposed method), 1D CNN, 2D CNN for
time-series using electrode data and 2D CNN for using STFT data.

Tables 5 and 6 display the comparisons among the results for the four network types.
The p-value indicates the results of the Wilcoxon signed-rank test.

The means and standard deviations (SD) of the accuracies of 100 times in total (20 times
5-fold cross-validations) for each subject are displayed in Table 5. For cross-validation, the
average accuracy across subjects was approximately 0.77 when transposed convolution
was used, and 0.42 to 0.65 in the other cases. When calculating the information transfer
rate (ITR) [8], the results were as follows: 17.30 for the model using transposed convolution,
10.36 for the 1D CNN, 5.50 for the 2D CNN using STFT, and 2.18 for the 2D CNN using
time-series electrode data.

Table 6 displays the average and SD of the learning accuracy using all training data
and evaluating the unseen test data 100 times. When the unseen data were classified, the
average accuracy was approximately 0.71 when transposed convolution was used and 0.43
to 0.62 in the other cases. When calculating the information transfer rate (ITR), the results
were as follows: 13.82 for the model using transposed convolution, 9.08 for the 1D CNN,
4.23 for the 2D CNN using STFT, and 2.27 for the 2D CNN using time-series electrode data.
The classification accuracy of each subject was the highest when transposed convolution
was used in both cases. The accuracy of the proposed method was significantly higher
(p < 0.05) than that of the other methods.

These results indicate that by expanding the feature dimension with transposed
convolution, improved features are automatically extracted.

3.2. Comparison with Previous Studies

Next, we compared the results of the proposed method with those obtained from
previous studies.

Table 7 displays a comparison of the kappa values obtained by converting the average
accuracy of the model using transposed convolution and those of past studies performing
the classification using BCI competition IV dataset 2a. The mean kappa value for the
proposed method across subjects was 0.62, which is the highest classification accuracy
compared with that of the other studies. However, a statistically significant difference
between the proposed and previous methods was only found for the method in [23] and
not for the method in [7] and that in [6].
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Table 5. Cross-validation accuracy.

Five-Fold Cross Validation Accuracy

Subject Transposed Convolution 1D CNN 2D by STFT Time and ch
Mean &+ SD Mean + SD Mean + SD Mean + SD
1 0.8314 + 0.0489 0.7144 + 0.0540 0.5770 + 0.0631 0.5521 + 0.0702
2 0.6407 £ 0.0708 0.4965 + 0.0680 0.4516 + 0.0649 0.3204 <+ 0.0580
3 0.8942 £ 0.0396 0.8232 £ 0.0491 0.6863 £ 0.0608 0.5186 + 0.0733
4 0.6618 £ 0.0699 0.4879 + 0.0682 0.3693 £ 0.0657 0.2967 £ 0.0609
5 0.6500 + 0.0651 0.5514 + 0.0639 0.3674 + 0.0589 0.2784 + 0.0524
6 0.6440 +£ 0.0687 0.4947 + 0.0609 0.4123 + 0.0631 0.3207 + 0.0641
7 0.9367 £ 0.0338 0.7961 + 0.0577 0.6596 + 0.0640 0.5105 + 0.0675
8 0.8965 + 0.0357 0.8149 + 0.0503 0.6942 + 0.0571 0.5567 £ 0.0797
9 0.7947 £ 0.0457 0.6949 + 0.0570 0.6388 £ 0.0622 0.5018 + 0.0623
Average 0.7722 0.6527 0.5396 0.4284
p-value - <0.05 <0.05 <0.05
CNN: convolutional neural network, STFT: short-time Fourier transform, SD: standard deviations.
Table 6. Unseen evaluation data accuracy.
Evaluation Accuracy
Subject Transposed Convolution 1D CNN 2D by STFT Time and ch
Mean + SD Mean + SD Mean + SD Mean + SD
1 0.8654 £ 0.0216 0.7571 £ 0.0208 0.6039 + 0.0278 0.6041 £ 0.0356
2 0.4757 £ 0.0309 0.3979 + 0.0263 0.3419 £ 0.0185 0.3194 + 0.0222
3 0.9061 £ 0.0116 0.8182 £ 0.0204 0.6474 £ 0.0354 0.5109 £ 0.0364
4 0.6715 + 0.0446 0.4916 + 0.0308 0.4174 + 0.0234 0.3382 + 0.0272
5 0.5468 + 0.0392 0.4956 + 0.0288 0.2789 + 0.0239 0.2598 + 0.0251
6 0.4987 + 0.0444 0.4569 + 0.0326 0.3451 £ 0.0295 0.3149 + 0.0266
7 0.8769 + 0.0227 0.7351 + 0.0299 0.6519 + 0.0304 0.4539 + 0.0399
8 0.8202 £ 0.0149 0.7443 £ 0.0221 0.5998 + 0.0334 0.5049 + 0.0470
9 0.7886 + 0.0227 0.7395 + 0.0235 0.6362 + 0.0279 0.5835 + 0.0458
Average 0.7167 0.6262 0.5025 0.4322
p-value - <0.05 <0.05 <0.05

CNN: convolutional neural network, STFT: short-time Fourier transform, SD: standard deviations.

Table 7. Comparisons of the evaluated kappa values with previous studies.

Subrect Evaluation Kappa Value
ubjec
) Transposed Convolution = Method-[7]  Method-[23]  Method-[6] PW

1 0.821 0.86 0.75 0.782
2 0.301 0.24 0.37 0.407
3 0.875 0.70 0.66 0.755
4 0.562 0.68 0.53 0.528
5 0.396 0.36 0.29 0.417
6 0.332 0.34 0.27 0.185
7 0.836 0.66 0.56 0.796
8 0.760 0.75 0.58 0.741
9 0.718 0.82 0.68 0.537

Average 0.622 0.60 0.52 0.572

p-value - 0.6523 <0.05 0.0977
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3.3. Parameter Search of Transposed Convolution

We examined the effects of parameter selection in transposed convolution. The struc-
ture of the network performing the parameter search of the transposed convolution is
presented in Table 8. W is the convolution width in the time direction, R is the dimension
extended by transposed convolution, and Chy,; is the number of output channels after
convolution. Five-fold cross-validation was performed using the training data (without
repetition) where W = [4,8,12,16], R = [50,100, 150,200, 250], and Cho,; = [4,8,12,16]
(only combinations where W x R x Chyyr < 16,000 were tested because of the computa-
tional costs).

Tables 9-12 illustrate the mean accuracies of each parameter. The accuracy of the
proposed method was higher than that of the other methods (Table 5), irrespective of
the parameter values. When W = 4, the overall accuracy was low. In addition, when
R = 50, the accuracy tended to be lower than that when R was higher. The maximum value
occurred when W = 16, R = 250, and Chy,; = 4, but its value was high primarily near
W =12,R = 150, and Chyy; = 4. Therefore, the optimal parameters were considered to be
approximately W = 12, R = 150, and Chy = 4.

Table 8. Model structure for parameter search.

Layers Transposed Convolution Model
Input [250 (time), 1, 22 (Ch;,)]
Transposed Conv [W, R] Choy: ch
1 BatchNormalization

Leaky ReLU (a = 0.2)

Convolution [3, 3] 8 ch
2 BatchNormalization
LeakyReLU (a = 0.2)

Convolution [3, 3] 16 ch
3 BatchNormalization
LeakyReLU (a = 0.2)

Convolution [3, 3] 32 ch
4 BatchNormalization
LeakyReLU (« = 0.2)

Convolution [3, 3] 32 ch

5 BatchNormalization
LeakyReLU (a = 0.2)
6 Global Average Pooling
- Dense [4]
Softmax

Table 9. Accuracy of parameter search at Chy,; = 4 ch.

W
Chout =4 ch 4 8 12 16
50 0.7427 0.7719 0.7750 0.7770
100 0.7466 0.7696 0.7766 0.7821
R 150 0.7411 0.7782 0.7871 0.7875
200 0.7481 0.7793 0.7836 0.7704

250 0.7622 0.7813 0.7747 0.7891
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Table 10. Accuracy of parameter search at Ch,,; = 8 ch.
Ch 8 ch W
=8¢
ont 1 8 12 16
50 0.7326 0.7641 0.7571 0.7747
100 0.7559 0.7587 0.7673 0.7606
R 150 0.7513 0.7754 0.7762 _—
200 0.7419 0.7704 _— _—
250 0.7493 0.7774 / /

The diagonal line represents data not tested because of the computational costs.

Table 11. Accuracy of parameter search at Chy,; = 12 ch.

w
Chou =12 ch 4 8 12 16
50 0.7575 0.7618 0.7587 0.7747
100 0.7450 0.7731 0.7801 _—
R 150 0.7392 0.7622 _— _—
200 0.7528 _— _— _—
250 0.7618 _— _— _—

The diagonal line represents data not tested because of the computational costs.

Table 12. Accuracy of parameter search at Chyy = 16 ch.

w
Chyyr =16 ch 1 o s 16

50 0.7474 0.7556 0.7727 0.7684

100 0.7466 0.7684 _— _—

R 150 0.7505 _— _— _—

200 0.7505 _— _— _—

250 0.7485 _— _— _—

The diagonal line represents data not tested because of the computational costs.

4. Discussion

In this study, we evaluated the effectiveness of transposed convolution in classifying
BCI data and compared the results with previous studies.

As a measure of accuracy, we employed Cohen’s kappa, which has been widely used
in prior studies as a simple 0-1 metric that provides a linear mapping of the classification
accuracy from chance level to 100%. Thus, comparing kappa values is equivalent to
comparing the classification accuracy. Although the EEGNet paper does not report a
specific accuracy metric, our results suggest that the approximate accuracy of the readings,
when expressed as a kappa value, is slightly lower than that of the conventional method.
However, by transforming EEG data into a 2D map using transposed convolution, we
achieved a high level of accuracy comparable to previous methods, demonstrating the
efficacy of the transposed convolution approach.

The conventional method for transforming a signal into a 2D map is the Short-Time
Fourier Transform (STFT). STFT is commonly employed in EEG analysis, and it extends the
frequency axis by a number equal to the predetermined window width. However, STFT
only extracts frequency information at equal intervals, with no guarantee of the validity of



Appl. Sci. 2023,13, 3578

12 of 14

the information in this range. The proposed method employs transposed convolution to
increase the signal along a different axis direction with a predetermined window width. The
integration of preprocessing into the neural network framework enables the determination
of the window width and the number of extensions to be made arbitrarily, thus facilitating
the learning of features that are instrumental for successful classification.

The reason we used transposed convolution is to extract features from EEG by un-
folding it. Transposed convolution is designed to perform the inverse operation of normal
convolution and is expected to decompose complexly convolved data. We found that CNN
using transposed convolution can classify data more accurately than CNN without using it
or using STFT data for classification. Therefore, we concluded that a kernel that unfolds
EEG while capturing its features has been learned through the use of transposed convolu-
tion. In addition, a structural parameter search was performed to investigate how accuracy
is affected by each parameter of transposed convolution. We found that the classification
accuracy was lower when W and R were small, whereas Ch,,; had a higher accuracy when
its value was small (Tables 9-12). Here, we further discuss these parameter sets. First, R
is the number of extended dimensions. When R was too small, the classification accuracy
was believed to be low because the probability of appearance of the features necessary for
classification was low. Generally, the weights of the convolutional layers tended to be regu-
larized. Therefore, when the convolution width W was too small, the regularization effect
was significant, and the accuracy was considered to have decreased. In the convolutional
layer, the regularizing effect of the number of channels was larger than the convolutional
width. When Ch,,; was large, overfitting was considered to have occurred.

Certain issues exist in constructing a neural network model when incorporating
transposed convolution into analysis. One crucial aspect is the selection of a proper
learning rate, as batch normalization is utilized in each layer of the network. Despite
batch normalization helping to prevent weight parameter divergence, an excessively high
learning rate can result in excessive regularization, hindering the improvement of accuracy.
Observing the trend of the validation loss during the learning process, it can be seen that
it tends to reduce towards the end of learning. Hence, the accuracy can be optimized by
adjusting the learning rate at each validation or adapting it during the learning epoch and
selecting the best set of parameters for transposed convolution.

The discussion on how the feature extraction occurs and the types of features extracted
by transposed convolution would be interesting; however, it is very difficult to observe
and evaluate the inner workings of a neural network structure in our method because of its
complexity. In a future work, visualizing the parameters and outputs of each layer can help
us analyze the source components necessary for classification in the signal and improve
our understanding of EEG.

5. Conclusions

We aimed to investigate the possibility of transforming preprocessing by utilizing
transposed convolution on EEG signals with varying window widths and spatial sizes,
followed by a network of simple structures suitable for a 2D CNN. Our results indicate that a
relatively straightforward neural network can effectively replace the complex preprocessing
of EEG data, leading to a high degree of accuracy. Furthermore, the use of transposed
convolution in our approach is not limited to BCI data and has the potential to be applied
to other future datasets.
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