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Abstract

:

Heatmap-based traditional approaches for estimating human pose usually suffer from drawbacks such as high network complexity or suboptimal accuracy. Focusing on the issue of multi-person pose estimation without heatmaps, this paper proposes an end-to-end, lightweight human pose estimation network using a multi-scale coordinate attention mechanism based on the Yolo-Pose network to improve the overall network performance while ensuring the network is lightweight. Specifically, the lightweight network GhostNet was first integrated into the backbone to alleviate the problem of model redundancy and produce a significant number of effective feature maps. Then, by combining the coordinate attention mechanism, the sensitivity of our proposed network to direction and location perception was enhanced. Finally, the BiFPN module was fused to balance the feature information of different scales and further improve the expression ability of convolutional features. Experiments on the COCO 2017 dataset showed that, compared with the baseline method YOLO-Pose, the average accuracy of the proposed network on the COCO 2017 validation dataset was improved by 4.8% while minimizing the amount of network parameters and calculations. The experimental results demonstrated that our proposed method can improve the detection accuracy of human pose estimation while ensuring that the model is lightweight.
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1. Introduction


Key point estimation tasks, which have evolved to be among the most difficult and intensively researched fundamental challenges in the area of computer vision, include tasks like human posture estimation as a typical class of sub-tasks. At the same time, as preprocessing work to understand the challenges of human behavior, human pose estimation is crucial in many different application sectors, including behavior recognition, human-computer interaction, autonomous driving, and video enhancement.



Due to the rapid advancement of deep convolution neural networks (CNN), numerous great enhanced algorithm frameworks in the field of two-dimensional multi-person pose estimation have appeared in recent years [1]. Gong et al. [2] carried out a comprehensive survey of human pose estimation in monocular images, including landmark work and recent progress. Gadhiya et al. [3] analyzed the Openpose, BlazePose, DeepPose, and Hourglass architectures and implemented OpenPose and BlazePose models to locate landmarks on the human push-up posture. Liu et al. [4] systematically summarized the differences and connections between several methods in recent years and further analyzed the solutions of some challenging cases. For example, Nie et al. [5] proposed a graded structured pose representation (SPR), which unifies the person instance and position information. Tang et al. [6] proposed a part-based branching network (PBN) for part of their model to learn the specific representation of each group instead of predicting all joint heatmaps for a branch. Then, the model divided the data-driven part groups by estimating the mutual information of the joints. A fast posture distillation training strategy was used by Zhang et al. [7] to train the complete teacher hourglass network using a lightweight variation of the hourglass network [8]. Huang et al. [9] introduced a regularization method for information loss by dropping the appearance information of key points with a certain probability during the training process in order to avoid only fitting the appearance information and ignoring the constraint information during the training process. By using transformer’s multi-head attention mechanism, Li et al. [10] minimized the location relationship of network learning and the correlation between several critical points, drastically lowering the number of parameters and model calculations [11]. However, most of the above methods cannot avoid heatmap operation and often require a variety of complex post-processing to improve network accuracy. Numerous helpful ideas have also emerged in a variety of fields for the further development of neural networks. The application of CNN for feature extraction and fusion at various scales for the interaction problem in automated driving was mentioned by Ma et al. [12]. Liang et al. [13] used an attention mechanism to improve the accuracy of the network in the identification of traffic signs. In this paper, we took the Yolo-Pose [14] framework as inspiration to study human pose estimation without heatmaps. Since the problems of multi-scale, occlusion, and illumination problems in object detection tasks are consistent with those in human pose estimation tasks, a good framework to solve the above problems in object detection tasks should also be able to handle similar issues in the field of pose estimation. Therefore, based on the above research, we present an end-to-end, lightweight human pose estimation network based on multi-scale coordinate attention based on Yolo-Pose. The contributions of this paper are as follows:




	(1)

	
First, the ghost bottleneck module in the lightweight network GhostNet built for tiny CNN networks was used to replace the common convolution layer in the original model in order to output more flexible and effective feature map information with fewer computing resources.




	(2)

	
Second, to locate and identify the location of the human body more accurately, a coordinate attention mechanism (CA) module was integrated at the end of the backbone network. This module can obtain cross-channel, direction-aware and location-sensitive feature information, which enhances the robustness of the network in densely occluded scene tasks.




	(3)

	
Finally, since the resolutions of the various input features vary and their contributions to the output features are not all equal, we attempt to add the bi-directional feature pyramid network (BiFPN) module to the feature fusing branch. For learning the significance of different input features, this module includes learnable weights that can repeatedly execute top-down and bottom-up multi-scale feature fusion.









The first section of this paper gives an overview of the overall network structure, then we introduce the lightweight network GhostNet, coordinate attention mechanism, and bidirectional feature pyramid network. The details of our method’s experimental findings using the COCO datasets are discussed in Section 2. The conclusion of the experiment proves the validity and efficacy of our suggested approach. Section 3 summarizes our work in this paper, analyzes the next improvement points, and provides prospects for future work.




2. Related Work


Existing deep learning-based, two-dimensional, multi-person pose estimation methods can be divided into two types: two-stage and one-stage methods. In the two-stage approach, based on the starting point of the prediction, there are two types of strategies: top-down and bottom-up strategies.



Top-down approaches require first locating the human body and then estimating the individual pose within the corresponding bounding box area. G-RMI was proposed by Papandreou et al. [15], who used a unique form of confidence estimation based on key points in place of scoring based on a target box and a new non-maximum suppression (NMS) based on key points in place of the coarser NMS based on the human body. To lessen network redundancy, Fang et al. [16] used the symmetric spatial transformer network (SSTN) and parametric pose non-maximum suppression (PNMS). The CPN method was proposed by Chen et al. [17], who also included the OHKM (online hard key points mining) approach. These authors used GlobalNet and RefineNet, respectively, for various key points. An innovative high-resolution network with multi-scale feature fusion was proposed by Sun et al. [18], which considerably improved the precision of human pose estimates. Top-down approaches are popular due to their high accuracy, but they are still constrained by the complexity of the detection network, which does not support the expansion and implementation of real-time tasks.



Bottom-up approaches detect identity-free key points in images and then divide them into individuals via grouping operations. To create a bigger receptive field using a large convolution kernel, Cao et al. [19] introduced the OpenPose approach. They also suggested that part affinity fields (PAFs) increased the grouping speed of human important spots. Then, they put forward the PeronLab [20] approach and a novel circular method, which significantly enhanced the predictability of two distant keypoints. Part association field (PAF) and part intensity field (PIF) were proposed by Kreiss et al. [21] to map the locations of human joint points and the connections between them. In order to lower the computational burden, Cheng et al. [22] incorporated an effective deconvolution module into the high-resolution network (HRNet) and developed a higher resolution network (HigherHRNet), which included multi-resolution training and a heatmap aggregation technique in the training stage. To generate the convolution kernel standard deviation for each human key point, Luo et al. [23] developed the scale adaptive heatmap regression (SAHR) approach, and they proposed the weighted adaptive heatmap regression (WAHR) method to balance the foreground and background. Bottom-up approaches run stably and quickly, but they rely on heatmaps and complex post-processing grouping algorithms, resulting in unavoidable quantification errors.



For single-shot methods, in order to achieve the correlation and feature fusion of context information between channels, Su et al. [24] incorporated the channel shuffle module (CSM) and attention mechanism into the network. Mao et al. [25] used FCOS for multi-person attitude estimation and used CondConv to generate different convolution kernel parameters for different human instances. Single-stage methods can directly output the location of human key points, thus avoiding grouping operations, but they often do not perform as well as top-down methods and require additional post-processing steps to improve accuracy.



To further prevent the key point detection network’s complexity and duplicate post-processing activity brought on by heatmaps, this paper was committed to enhancing the human pose estimate method without heatmaps. We propose a lightweight human pose estimation network based on multi-scale coordinate attention, which integrates the lightweight GhostNet module [26] and adds the coordinate attention mechanism. BiFPN is employed concurrently to achieve bidirectional, multi-scale feature fusion.




3. The Proposed Method


3.1. Overview


The proposed network is improved with Yolo-Pose network as the framework, and Figure 1 displays the architecture. Based on Yolov5, a classic efficient network in object detection, four components make up the entire network: backbone network, feature extraction and fusion module, detection module, and multi-scale prediction output module. The backbone network was constructed by CSP-darknet. We integrated GhostNet into this section to increase the network’s effectiveness. The BiFPN module was introduced in the feature fusing module to achieve two-way fusion of extracted multi-scale characteristics from the backbone. Then, four various scales of detection heads were connected. At the end of the network, each detection head connected two decoupled prediction heads to output the human regression box and human skeleton key point information.




3.2. Lightweight Network—GhostNet


To address the problem of lightweight network architecture, previous research has proposed numerous compression methods, such as pruning, quantification, knowledge distillation, and so on. Other approaches have focused on efficient network design, such as MobileNet [27], ShuffleNet [28], and so on. Considering the redundancy of the feature map of the neural network, GhostNet designed a phased operation calculation module similar to depthwise separable convolution. The specific idea was to perform a general convolution (convolution batch normalization non-linear activation), output only a few feature maps to save computational resources, and then output intrinsic and other ghost feature maps through a linear transformation (convolution operation) on this basis. The process is shown in Figure 2 below.



The details of this process can be described below.



M intrinsic feature maps    Y ′  ∈  R   h ′  ×  w ′  × m     can be obtained by the convolution operation:


   Y ′  = X ∗  f ′   



(1)




where    f ′  ∈  R  c × k × k × m     refers to the kernel and m ≤ n. To further obtain the required n feature maps and generate ghost feature maps, a series of low-cost linear operations were applied to each original feature in    Y ′   :


   y  i j   =  Φ  i , j   (  y i ′  ) ,   ∀ i = 1 , … m ,   j = 1 , … s  



(2)




where    y i ′    is the    i  t h     original characteristic graph in    Y ′   , and    Φ  i , j     is the    j  t h     linear operation used to generate the    j  t h     ghost feature map    y  i j    , that is,    y i ′    can have one or more ghost feature maps     {  y  i j   }  j s  = 1  . The final    Φ  i , s     was used to preserve the identity mapping of the intrinsic feature maps. By using cheap operations, we could obtain   n = m · s   characteristic graphs   Y = [  y  11   ,  y  12   , … ,  y  m s   ]   as the ghost module’s output. The computation cost of a linear operation Φ running on each channel was much lower than that of an ordinary convolution.



Specifically, this module contained   m · ( s − 1 ) = n s · ( s − 1 )   linear operations and identity mapping, with an average kernel size   d × d   for each linear operation. Supposedly, utilizing the ghost module to enhance ordinary convolution would result in a speedup ratio of    r s   .


   r s  =   n ·  h ′  ·  w ′  · c · k · k    n s  ·  h ′  ·  w ′  · c · k · k + ( s − 1 ) ·  n s  ·  h ′  ·  w ′  · d · d   =   c · k · k    1 s  · c · k · k +   s − 1  s  · d · d   ≈   s · c   s + c − 1   ≈ s  



(3)




where the amplitude of   d × d   is comparable to   k × k   and   s  < <  c  . Similarly, the parametric compression ratio rc, which is roughly equivalent to the acceleration ratio, can be calculated as follows [29]:


   r c  =   n · c · k · k     n s   · c · k · k + ( s − 1 )   n s   · d · d   ≈   s · c   s + c − 1   ≈ s .  



(4)







As seen in Figure 3 below, by taking the advantage of the ghost module, our network selected the ghost bottleneck (G-bneck) module, which is provided for tiny CNNs. The G-bneck was primarily made up of two stacked ghost modules. The first ghost module acted as an extension layer, thus increasing the total number of channels. To match the shortcut path, the second ghost module decreased the number of channels. Finally, the inputs and outputs of the two ghost modules were connected using a shortcut. According to the characteristics of the network structure of our work, the initial network’s convolution module was substituted by a G-bneck with two stages [30].




3.3. Coordinate Attention Mechanism


Attention mechanisms are often used to tell networks what they need to pay more attention to and where, and they have been widely used to enhance model performance in deep neural networks. However, most attention mechanisms often require additional parameters, which increases the burden of network computing overhead. The most popular attention mechanisms include the SE (squeeze and excitation) module [31], CBAM (convolutional block attention module) [32], etc. Unfortunately, the SE module only stresses information encoding between two different channels and neglects the significance of the location feature. By lowering the number of channels and then performing massive convolution, CBAM and other techniques leverage location data. However, as convolution can only detect local correlation [33], it is unable to address the issue of long-term dependence in complex deep networks.



The coordinate attention (CA) module breaks down channel attention into a one-dimensional feature encoding process that aggregates feature information in two directions: horizontal and vertical [34]. Long-term dependencies are captured in a single spatial direction, while another direction is used to retain precise location information. The resulting feature map is then coded to create a couple of direction-aware and location-sensitive feature maps that are applied in ways that are compatible with the input data to improve the target representation of interest. Figure 4 depicts the specific CA module’s network architecture. In detail, the CA module is composed of two phases: coordinate information embedding and coordinate attention generation [35].



3.3.1. Coordinate Information Embedding


For channel attention, global pooling is commonly used to encode spatial information. However, it is difficult to preserve location information during compression. To attain the desired spatial long-range dependency information for more precise location information, global pooling is disintegrated into a one-to-one encoding process. Specifically, for input X, each channel is encoded horizontally and vertically using pooled kernels of dimensions   ( H , 1 )   and   ( 1 , W )  . Therefore, the output of the    c  t h     channel with a height of H can be expressed as below:


   z c h   ( w ) =   1 W    ∑   0 < i < W       x c   ( h , i )     



(5)







Correspondingly, for the    c  t h     channel with a width of  W , the output can be expressed as follows:


   z c w   ( w ) =   1 H    ∑   0 < i < H       x c   ( j , w )     



(6)







The above transformations combine features along two different spatial directions, resulting in a couple of direction-sensitive and location-sensitive attention maps that benefit the ability of the network to track down the target object more accurately.




3.3.2. Coordinate Attention Generation


To utilize previously collected location information more efficiently, this part concatenated the above transformations and used a shared   1 × 1   convolution for the    F 1    transformation operation:


  f = δ (  F 1  (  z h  ,  z w  ) )  



(7)







The obtained   f =  R  C / r × ( H + W )     is a transitional feature map of spatial information in both horizontal and vertical directions, in which  r  represents the down-sampling scale. The following step was to divide  f  into two distinct tensors along the spatial dimensions    f h  =  R  C / r × H     and    f w  =  R  C / r × W     [36]. Then, it reused two   1 × 1   convolutions    F h    and    F w    to covert the feature maps    f h    and    f w    to the same number of channels as input  X , yielding the formulas below:


   g h  = σ (  F h  (  f h  ) )  



(8)






   g w  = σ (  F w  (  f w  ) )  



(9)







Then, as attention weights,    g h    and    g w    were expanded. The CA module’s ultimate output can be summed up as follows:


   y c  ( i , j ) =  x c  ( i , j ) ×  g c h  ( i ) ×  g c w  ( j )  



(10)









3.4. Bidirectional Feature Pyramid Network


Multi-scale feature fusion is intended to combine features with varying resolutions. Mathematically, it can be expressed as follows:


    P ⇀   i n   = (  P  l 1   i n   ,  P  l 2   i n   , … )  



(11)






    P ⇀   o u t   = f (   P ⇀   i n   )  



(12)




where    P l    reflects the characteristics of the layer, “  i n  ” symbolizes the input, and “  o u t  ” symbolizes the output. The objective is to determine a transformation function f that successfully gathers various features and produces a set of new features. A complete feature fusion network can be separated into two different segments: cross-scale connections and feature fusion.



3.4.1. Cross-Scale Connections


Many cross-scale connection methods have been put forward in previous studies, the most classic of which is the pyramid network FPN (feature pyramid network). There have been several FPN-based improvement methods, such as PANet [37] and NAS-FPN [38]. Regrettably, the above strategies either have significant computational cost or fail to fuse the features effectively. BiFPN (bidirectional feature pyramid network) [39] first removes nodes with a degree of 1 from PANet. Then, a jump connection is built at the identical scale between the input and output nodes. Finally, each two-way (top-down and bottom-up) path is considered a feature network layer (repeated blocks) and the same layer is repeated multiple times to achieve a higher level of feature fusion [40]. The network structure of the BiFPN module is compared with other feature fusion modules, as depicted in Figure 5.




3.4.2. Weighted Feature Fusion


A familiar technique for fusing features with various resolutions is to initially resize them to an identical resolution and then sum them up. Most prior studies regarded all input features uniformly and without distinction. However, because the resolutions of the various input features vary, they typically provide unequal contributions to the output. To deal with this problem, BiFPN employs a fast, normalized fusion weighting method that boosts detection speed by adding extra weight to each input during feature fusion to make sure the network can understand the value of each input feature [41]. It can be written as follows in mathematical notation:


  O =  ∑ i     w i    e +  ∑ j   w j    ·  I i   



(13)




where    w i    is guaranteed to be greater than or equal to 0 by using a Relu activation function after each    w i   . Based on experience, the learning rate   e = 0.0001   is set as a small value to prevent numerical uncertainty. Equally, each normalized weight has a value between 0 and 1. This method is much more effective given that it does not use Softmax.



In this way, BiFPN integrates two-way cross-scale connections and fast normalization fusion.






4. Experiments


4.1. Dataset


Our experiment used the COCO 2017 dataset for training and validation. This dataset is one of the most popular benchmark datasets in the domain of human key point detection. It contains more than 20,000 human images, totaling more than 250,000 sets of key point labels. There are 17 key points on each person’s body, namely nose, right eye, left eye, stone ear, left ear, right shoulder, right elbow, right wrist, left shoulder, left elbow, left wrist, right hip, right knee, right ankle, left arm, left knee, and left ankle. Our proposed model was trained on the training 2017 dataset (57,000 images and 150,000 people’s instances) and validated on the validation 2017 dataset (5000 images).




4.2. Details


The experimental environment was based on the Ubuntu 18.04.1 operating system with Linux kernel, and the GPU was a NVIDIA Geforce 3090. The experiment was based on the PyTorch framework with Python version 3.10.1, PyTorch version 1.12.1, and CUDA version 11.4. The optimizer used in this network was SGD (stochastic gradient descent), with a batch size of 32, an initial learning rate of 1 × 10−2, a weight decay rate of 0.0005, and a momentum value of 0.937. The network conducted 300 iterations of learning. The specific hyper-parameter settings are shown in Table 1 below.




4.3. Validation and Analysis


4.3.1. Data Preprocessing


This paper used the same data preprocessing method as the underlying network Yolo-Pose. Methods for data enhancement included random scaling, horizontal flipping, random displacement transformation, mosaic enhancement, and color enhancement [42]. The size of the input data was uniformly resized to 640 × 640 pixels.




4.3.2. Loss


The original Yolo-Pose network used CIoU (complete intersection over union) [43] as the loss function. It considered the boundary box regression’s overlapping area, center point distance, and aspect ratio. At the same time, it also added the scale loss of the detection box based on DIOU (distance intersection over union) [43] and added the loss of length and width to make the prediction box better conform to the true box. The V in the formula, on the other hand, reflected the disparity in aspect ratio rather than the true difference between width and height and their level of confidence, which may impede effective model optimization similarity. To address this issue, we tried to replace it with EIOU (efficient intersection over union) [44]. Unlike CIOU, EIOU separates the aspect ratio influence factors to measure the length and width of the target and anchor frames respectively. EIOU can be described as below:


   L  E I O U   =  L  I O U   +  L  d i s   +  L  a s p   = 1 − I O U +    ρ 2  ( b ,  b  g t   )    c 2    +    ρ 2  ( w ,  w  g t   )    C w 2    +    ρ 2  ( h ,  h  g t   )    C h 2     



(14)







The loss function is divided into three parts: overlapping loss, center distance loss, and width height loss. The first two components are identical to those used in CIOU, but the width-height loss immediately lowers the width and height discrepancy between the target box and anchor box, allowing for faster convergence. Where    C w    and    C h    are the minimum bounding box’s width and height, respectively, for the two boxes [45].




4.3.3. Evaluation Metric


The validation standard in our work adopted the mean average accuracy (mAP) metric based on the object key similarity (OKS) validation standard officially given by MS COCO. The OKS is expressed as follows:


   T  O K S   =     ∑ i    exp ( −  d i 2  / 2  s 2   k i 2  )   δ (  v i  > 0 )     ∑ i    δ (  v i  > 0 )      



(15)




where    d i    is the Euclidean metric between the labeled and predicted joint points;  s  is the target scale;    k i    is the control attenuation constant of each keypoint (  s  k i    is the standard deviation);    v i    indicates whether the key point of the actual human body may be seen (   v i  > 0   indicates that the key point position can be observed,    v i  ≤ 0   indicates that the keypoint position cannot be observed). The similarity value of each joint point is     0 , 1    . Theoretically, a perfect prediction will result in TOKS = 1. TOKS will tend to equal 0 when the difference between the predicted and true value is too large.



The standard average accuracy and recall rate is used to represent the test results; mAP represents the average detection accuracy when TOKS is 0.50, 0.55, 0.60,…, 0.90, 0.95, respectively. AP50 represents the detection accuracy when TOKS = 0.50. AR represents the average recall rate when TOKS is 0.50, 0.55, 0.60,…, 0.90, 0.95, respectively.




4.3.4. Result Analysis


Table 2 displays the experimental performance comparison of human pose estimation between our approach and some other current advanced methods on the COCO 2017 validation dataset. Our model experiment data are specifically displayed in the bold font. The results showed that when the input data size was fixed at 640 × 640 pixels, compared with the original baseline Yolo-Pose model, our proposed network reduced the parameter amount by 0.8 M, decreased the calculation cost by 6.0 GFLOPs, achieved 5.7% improvement on mAP, and showed a 5.7% significant improvement on AP50. In the case of images with the same input size, compared to large, high-resolution bottom-up human pose estimation networks such as HigherHRNet and DEKR, which have approximately 40 times the computation cost and 10 times the number of parameters, the method we put forward also had 1.8% and 0.6% improvements on AP50. The results of the experiment on the COCO 2017 validation dataset demonstrated that our approach can greatly enhance the previous Yolo-Pose network’s precision and convergence speed, providing an excellent alternative to complex and large-scale human pose estimation methods and enhancing further research and exploration of human keypoint detection methods without heatmaps [46].



Figure 6 shows the AP50 comparison of human posture estimation methods with various network computations on the COCO 2017 validation dataset. The figure shows that, when compared to bottom-up key point detection methods using large networks with higher accuracy and high complexity, such as HigherHRNet and DEKR, the proposed network retained a pretty high level of human key point detection accuracy while simultaneously offering significant improvements for a lightweight network. Compared to the low complexity network, the performance of our model was not inferior and even had higher detection accuracy.



As a member of the lightweight human posture estimation networks, the model detection accuracy and experimental effect of our proposed network were compared with other lightweight networks in the same task. Table 3 and Figure 7 show the average accuracy comparison between the improved network in this paper and other network models with less than 30 GMACS in the COCO2017 validation dataset. Data from our model experiment are explicitly displayed in bold font in Table 3. It can be concluded from the results that, with lower input size, the performance of our model was far higher than that of state-of-the-art models such as EfficientHRNet. Our presented method had less computational cost than the original Yolo-Pose network but also had much higher average accuracy.



To further investigate the performance and operational efficiency of our method, we compared the inference speed and corresponding average accuracy of the proposed model with other classical human keypoint detection methods on the COCO 2017 validation dataset, especially for some lightweight models. FPS (frames per second) served to quantify the inference speed. The experimental comparison results are shown in Table 4 and Figure 8. The bold text in Table 4 shows the results of our model experiment. According to the data, our approach not only had higher detection accuracy than the original network, but it also sped up inference. HigherHRNet employs HRnet as its backbone. Its network structure features numerous branches and parallelism, which have a detrimental impact on the network’s actual inference performance. Not only that, but our approach retained a comparable inference speed and significantly outperformed lightweight human posture estimation networks such as EfficientHRNet in terms of detection accuracy. The experimental results demonstrated that our method greatly improved the performance of the model by fusing the lightweight module GhostNet, improving the feature fusion module, and introducing the coordinate attention mechanism, which can thus meet the requirements of real-time deployment.





4.4. Ablation Experiment


In this paper, the COCO dataset was selected for the ablation experiment. First, the GhostNet, coordinate attention mechanism (CA), and BiFPN modules were separately used on the baseline network to evaluate each component’s effect on Yolo-Pose.



The size of the input data was fixed at 640 × 640 pixels. The pre-training model was not applicable. The initial learning rate was 1 × 10−2. The SGD optimizer was used to update the network parameters. All models were trained from the beginning with the same configuration, and each training iteration was 50 times. Table 5 displays the respective experimental configuration and results.



In method (1), as the control group, the network was based on the original Yolo-Pose method, which is constructed by CSP-darknet53-s. Methods (2) to (5) respectively integrated the GhostNet, CA mechanism, and BiFPN modules into the basic Yolo-Pose network.



Comparing methods (1) and (2), as we can see, the GhostNet module essentially cut the original network’s computation capacity by 5.6 GFLOPs. At the same time, network accuracy mAP increased by 2.3% and a 2.6% increase in AP50 was achieved. These results showed that the GhostNet module can significantly lighten the network while extracting more effective features, thus enhancing the network precision and confirming the practicability of the GhostNet module.



Comparing methods (1) and (3), it can be seen that using the coordinate attention mechanism boosted the network precision mAP and AP50 by 1.1% and 0.8%, respectively [29]. These results proved the CA module’s capability to accurately extract the position information of the human body, thereby improving the accuracy of the network.



Comparing methods (1) and (4), it can be seen that after replacing the original PANet multi-scale feature fusion module with the BiFPN module, 1.7% and 2.6% improvements were achieved in the original network accuracy mAP and AP50. These results demonstrates that the weighted bidirectional feature pyramid module could obtain and fuse multi-scale feature information in the network more proficiently, improving the accuracy and robustness of the network and validating the effectiveness of our approach.



The results of the ablation experiments showed that the GhostNet, coordinate attention mechanism (CA), and bi-directional feature pyramid network (BiFPN) modules contributed significantly to the enhancement of our model’s performance.



To more accurately assess each enhanced module’s contribution to the overall network model, Figure 9 shows the comparison of AP50 of the five methods in the above ablation experiment based on different network computations and on the COCO 2017 validation set. First of all, it is clear from the comparative data in the figure that each enhanced module reduced the computational complexity of the original network to varying degrees, which significantly boosted the accuracy of the network. According to the data of the first 50 iterations, among the GhostNet, coordinate attention mechanism, and BiFPN modules, the GhostNet module contributed the most to the improvement of network lightweight and accuracy. This demonstrated that by breaking down the convolution process and linear transformation operations, GhostNet may considerably improve network accuracy while lowering the computing cost of convolution networks and producing more useful feature maps. Although the BiFPN module did not significantly reduce the amount of model calculations, it made a greater contribution in terms of enhancing the model’s accuracy, which showed that the module could effectively use the features extracted from the previous network through bi-directional fusion and perform weighted evaluation of features of different scales in the network, thus enhancing the model’s precision for human keypoint detection.




4.5. Visual Analysis


In this section, some human image samples from the COCO dataset were randomly selected for pose estimation visualization, according to Figure 10. The visualization outcomes demonstrated that the suggested technique was capable of accurately detecting the location of human skeleton joint sites in a variety of situations, including dark light, dense people, obstacle occlusion, and shooting fuzzy pictures. As a result of the advantages of the coordinated attention mechanism and the weighted bidirectional feature pyramid module, multi-scale features could be learned by the network, more effectively accounting for both local and global feature information in the image. As a result, excellent performance was displayed in a variety of challenging environments, proving the dependability and robustness of our proposed method.





5. Conclusions


This paper proposes a lightweight, end-to-end human pose estimate approach based on multi-scale coordinate attention that does not have the quantization error issue of earlier heatmap-based methods. Our method ensures a lightweight network and only a few parameters and computation costs are added, which enables more efficient representation of the features of various scales and improves the performance of the network. By replacing the convolution layer with GhostNet, the model becomes more effective and lightweight. The backbone network incorporates the coordinate attention mechanism to more accurately extract the human body position information. Effective multi-scale feature fusion is achieved using the BiFPN module. Finally, network convergence is sped up by using EIoU as the loss function. Experiments on the COCO 2017 dataset showed that the proposed method can effectively extract human key point features and improve the original network performance. At the same time, there are certain deficiencies in our work. For example, the network was not ideal for detecting key points in some highly crowded images or small human targets. The accuracy and speed of high-resolution picture detection still have room for improvement. How to further increase the network accuracy of multi-person pose estimates will be addressed during the next work and implementing the method in real application scenarios is the follow-up research direction.
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Figure 1. Lightweight Multi-scale Coordinate Attention Structure. 
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Figure 2. GhostNet Module. 
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Figure 3. Ghost Bottleneck. 
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Figure 4. Coordinate Attention Module. 
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Figure 5. Structure Comparison of BiFPN Module and Other Feature Fusion Modules. 
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Figure 6. AP50 vs. GMACS on COCO 2017 Validation Dataset. 
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Figure 7. mAP vs. GMACS for Low Complexity Models on COCO 2017 Validation Dataset. 
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Figure 8. FPS vs. mAP of Different Methods on COCO 2017 Validation Dataset. 
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Figure 9. Comparison of Parameters and Accuracy of Each Model in the Ablation Experiment. 
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Figure 10. Pose estimation results on COCO 2017. 
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Table 1. Hyperparameter Settings.
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	Parameter
	Settings





	Optimizer
	SGD



	Momentum
	0.937



	Batch size
	32



	Learning rate
	1 × 10−2



	Weight decay
	0.0005



	Epoch
	300
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Table 2. Comparison of Accuracy of Different Methods on COCO 2017.
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	Method
	Backbone
	Input Size
	Params
	GMACS
	AP [0.5:0.95]%
	AP50%
	AR





	OpenPose [19]
	-
	-
	-
	-
	61.8
	84.9
	66.5



	Hourglass [47]
	Hourglass
	512 × 512
	277.8 M
	413.8
	56.6
	81.8
	-



	HRNet [18]
	HRNet-W32
	512 × 512
	28.5 M
	77.8
	64.1
	86.3
	-



	HigherHRNet [22]
	HRNet-W48
	640 × 640
	63.8 M
	308.6
	68.4
	88.2
	-



	DEKR [48]
	HRNet-W32
	512 × 512
	29.6 M
	90.8
	67.3
	87.9
	72.4



	DEKR [48]
	HRNet-W48
	640 × 640
	65.7 M
	283.0
	70.0
	89.4
	75.4



	YOLOv5s6-pose(baseline) [14]
	Darknet_csp-d53-s
	640 × 640
	7.2 M
	10.2
	57.5
	84.3
	65.2



	YOLOv5s6-pose [14]
	Darknet_csp-d53-s
	960 × 960
	15.1 M
	22.9
	62.9
	87.6
	69.8



	Ours
	Darknet_csp-d53-s
	640 × 640
	6.4 M
	7.2
	63.2
	90.0
	71.9



	Ours
	Darknet_csp-d53-m
	640 × 640
	19.6 M
	23.5
	67.4
	91.0
	74.8
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Table 3. Comparison of Network Complexity and Average Accuracy between Our Model and Other Lightweight Models on COCO 2017.
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	Method
	GMACS
	Input Size
	AP [0.5:0.95]%
	AP50%





	EfficientHRNet-H-1 [49]
	28.4
	480
	59.2
	82.6



	EfficientHRNet-H-2 [49]
	15.4
	448
	52.9
	80.5



	EfficientHRNet-H-3 [49]
	8.4
	416
	44.8
	76.7



	EfficientHRNet-H-4 [49]
	4.2
	384
	35.7
	69.6



	YOLOv5-s6_960 [14]
	22.85
	960
	63.8
	87.6



	YOLOv5-s6_640 [14]
	10.2
	640
	57.5
	84.3



	YOLOv5-s6_576 [14]
	8.22
	576
	55.5
	83.4



	Ours
	7.2
	640
	63.2
	90.0



	Ours
	23.5
	960
	67.4
	91.0
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Table 4. Comparison of Network FPS and Average Accuracy between Our Model and Other Models on COCO 2017.
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	Method
	Backbone
	mAP@0.5:0.95
	FPS





	HigherHRNet [22]
	HRNet-W32
	67.1
	6.68



	LightweightOpenPose [50]
	-
	42.8
	26



	EfficientHRNet-H-0 [49]
	EfficientNetB0
	64.8
	22.95



	EfficientHRNet-H-1 [49]
	EfficientNetB0
	59.2
	20.43



	EfficientHRNet-H-2 [49]
	EfficientNetB0
	52.9
	24.53



	EfficientHRNet-H-3 [49]
	EfficientNetB0
	44.8
	33.78



	YOLOv5-s6_960 [14]
	Darknet_csp-d53-s
	63.8
	30.8



	YOLOv5-s6_640 [14]
	Darknet_csp-d53-s
	57.5
	29.8



	YOLOv5-m6_960 [14]
	Darknet_csp-d53-m
	55.5
	27.1



	Ours
	Darknet_csp-d53-s
	63.2
	31.2



	Ours
	Darknet_csp-d53-m
	67.4
	29.5
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Table 5. Ablation Experiment Configuration and Results. √ and - denotes “with” and “without” the module respectively.
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	Method
	GhostNet
	CA
	BiFPN
	GMACS
	mAP@0.5:0.95
	mAP@.5





	(1)
	-
	-
	-
	10.2
	55.1
	84.1



	(2)
	√
	-
	-
	7.4
	57.4
	86.7



	(3)
	-
	√
	-
	8.4
	56.2
	84.9



	(4)
	-
	-
	√
	8.8
	56.8
	86.7



	(5)
	√
	√
	√
	7.2
	57.1
	86.7
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