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Abstract: Currently, how to exploit the deep features of images in image recommender systems to
achieve image enhancement still needs further research. In addition, little research has explored the
implicit and increasing preferences of users by using the affiliation generated by indirect users and
virtual users of the main users, which leads to the phenomenon of information cocoon. An Image
Recommendation Algorithm Based on Target Alternating Attention and User Affiliation Network
(TAUA) is proposed in this paper that addresses the problems of inadequate extraction of semantic
features in an image and information cocoon in image recommender systems. First, to complete
the multi-dimensional description of the image, we extract the category, color, and style features of
the image through a multi-channel convolutional neural network (MCNN), and we then perform
migration and integration on these features. Then, to enhance the pixel-level representation ability of
the image and achieve image feature enhancement, we propose target alternating attention to capture
the information of surrounding pixels alternately from inside to outside. Finally, a user affiliation
network, including indirect users and virtual users, is established according to the user behavior and
transaction record, and the users’ increasing preferences and affiliated users are mined through the
implicit interaction relationship of users. Experimental results show that compared with baselines
on the Amazon dataset, the results of F@10, NDCG@10, and AUC of the proposed algorithm are
4.02%, 5.00%, and 2.14% higher than those of ACF, and 5.76%, 0.86% and 1.16% higher than those of
VPOI. On the Flickr dataset, our algorithm outperforms ACF by 5.74%, 5.12%, and 3.68% in F@10,
NDCG@10, and AUC, respectively, and outperforms VPOI by 0.45%, 0.47%, and 0.49%. TAUA has
better recommendation performance and can significantly improve the recommendation effect.

Keywords: image recommendations; multi-dimensional features; affiliation network; information
cocoon; target alternating attention

1. Introduction

Faced with the huge amount of data information on the Internet, traditional acqui-
sition methods, such as keyword search, social media, online forums and communities,
advertising, and information push, have difficulties in meeting the needs of users [1,2].
Using an image recommender system is the most effective way to solve this problem [3].
On the other hand, the rapid development of the Internet is accompanied by the problems
of information overload and information scarcity [4]. According to Statista, the number of
Internet users worldwide reached 4.901 billion in 2021, and the global Internet penetration
rate reached 62.5%. In the global information system, the proportion of information waste
is not less than 50%, and some disciplines even account for 80%. It takes a lot of time and
energy to find the right information, and the cost of obtaining the information is increasing.
Another problem caused by information overload in the Internet era is the information
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cocoon, which confines user thinking in the information tower guided by interest, espe-
cially in the image recommender system [5]. Images have a higher complexity as well.
When extracting semantic features, certain irrelevant information tends to interfere with
the actual intent of users, resulting in recommendation bias. The image recommender
system focuses on recommending items of interest in user historical behavior but does not
have the mechanism to recommend implied preferences to users, which will lead to the
narrowing of user information reception and increase the possibility of group polarization.
Users and images are the two key and main information sources in the field of image
recommendations, so it is particularly important to dig deeper into the content of images
and users’ implicit preferences for personalized recommendations.

Existing research has achieved some results in solving the problem of image features
and the use of user data by merging multi-dimensional information. However, the current
research ignores the features of users and items themselves and still faces some difficulties
in image semantic feature extraction, how to collect image pixel contextual information,
and how to deal with the information cocoon effect. The main manifestations are as follows:

1. Inadequate extraction of image semantic features

Image management first needs to obtain the dimensional information contained in
the image, but e-commerce images contain complex and diverse semantic information.
E-commerce images not only have the dimensions of category and color but also have other
dimensions such as style. Each user also has their style preference when shopping. Style is
a relatively stable characteristic, reflecting personal aesthetics and preferences expressed
through items. The category and color of images describe explicit semantic information,
and the style of images reflects other information.

2. The ability to capture pixel contextual information needs to be improved

Existing image processing methods, such as fully convolutional network (FCN), have
made some progress, but due to their fixed geometry, they are limited to local receptive
fields and short-range contextual information [6]. These limitations have a significant nega-
tive impact on FCN-based methods due to insufficient contextual information. Existing
studies have proposed some methods to aggregate contextual information, but these meth-
ods have inherent shortcomings. For example, the method based on extended convolution
cannot generate intensive contextual information [7,8]. The pool-based method cannot
meet the requirement that different pixels require different contextual dependencies, and
the criss-cross network (CCNet) is not comprehensive enough to extract critical information,
and the semantic feature description is incomplete, resulting in lower accuracy [9,10].

3. Failure to pay attention to users’ social adjoint relationships

A real personalized recommendation is not equal to only recommending the content
that users have previously been interested in. A recommender system that conforms to the
e-commerce platform should be sustainable and it can automatically update the preference
information when users interact. At the same time, recommendations should be diverse. If
users fall into the information cocoon, there will be problems of users’ aesthetic fatigue and
items’ cold start. If the e-commerce platform falls into the information cocoon effect of a
personalized recommendation, the thinking of users will be solidified, and the phenomenon
of group polarization will occur.

Given the above problems in the image recommender system, this paper proposes an
image recommendation algorithm based on target alternating attention and user affiliation
network (TAUA). Specifically, the dual-channel convolutional neural network extracts the
category and color features of images, while each channel in the multi-channel convolu-
tional neural network (MCNN) corresponds to the learning tasks of different dimensions
of images. The category, color, and style features of images are extracted to obtain image
information for dimension migration fusion recommendations. Different from CCNet,
which captures contextual information in a cross way, target alternating attention uses a
recursive method to capture information in the global region of the image. When extracting



Appl. Sci. 2023, 13, 4389 3 of 28

the features of a pixel, the information of surrounding pixel points is alternately captured
from inside to outside according to the target method until the edge of the image.

On the other hand, different from the extraction of users’ long-term and short-term
preferences, user affiliation network includes affiliated users. To make full use of the
implicit interaction between users, TAUA integrates users’ social records, long-term and
short-term purchase preferences, and other information. Then, the implicit cross-fusion
data among users, affiliated users, and items are found, recommending items of interest to
users across-domains. The main contributions of this study are as follows:

1. A MCNN is proposed to enhance image feature description, solving the problem of
inadequate semantic feature extraction to a certain extent, and to improve the ability
of multi-dimensional image feature extraction.

2. We propose target alternating attention to collect pixel contextual information from
images. Target alternating attention is used to enhance pixel-level representation and
enrich item information, and further address the problem of information overload,
enhance the integrity and reliability of the semantic feature description and obtain
more accurate recommendation results.

3. A cross-domain user affiliation network is established to enrich the implicit user
relationships, enhance users’ knowledge, alleviate the information cocoon problem in
the recommender system.

In order to mine the key implicit preferences of users, style feature is defined to
potentially obtain more information about the item and user preferences. At the same
time, to improve the representation ability of images, the convolutional neural network is
modified to extract the multi-dimensional features of the image. To address the problem
of incomplete extraction of image information, we propose target alternating attention to
enhance item information. Moreover, to improve the diversity of recommendations and
alleviate the problem of information cocoon, we focus on the affiliated user to mine the
affiliated relationships of users and build the affiliation network.

The rest of the paper is organized as follows: Section 2 introduces the current research
status of convolutional neural networks, cross-domain recommendations, and attention.
Section 3 describes the details of the proposed image recommendation algorithm based
on target alternating attention and user affiliation network (TAUA). Section 4 presents the
experiment datasets, comparison approach, and evaluation indexes and analyzes the exper-
imental results. Section 5 summarizes the main research contents and introduces future
work, especially to improve the interpretability and diversity of image recommendations
to carry out more in-depth research.

2. Related Work

This paper focuses on image feature extraction and user data processing and utilization.
Currently, the main strategies to be solved include multi-dimensional information fusion,
such as using deep learning for feature extraction, capturing important information using
attention, and fusing multi-domain data by knowledge transfer. The following summarizes
the research status and development trends of the three aspects related to our study.

2.1. Image Feature Data Extraction

Multi-attribute image classification is multi-task learning (MTL). The simplest method
is to split it into simple independent single tasks for learning and then merge the results [11].
This means using several different convolutional neural networks to learn information,
such as category, color, and style, from item images. However, for item images, if multiple
attributes contained in an image are decomposed into independent issues, the correlation
between multiple attributes will be ignored. For example, low-level features such as the
edges of images are shared among multiple attributes.

Many scholars have studied multi-attribute image classification. Liu et al. divided
human body images into several regions and then extracted the color histogram features
of these regions to classify them [12]. Bossard et al. integrated the low-level features of
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histograms of oriented gradient (HOG), speeded up robust features (SURFs), local binary
patterns (LBPs), etc., and adopted Random Forest to achieve the classification of clothing
multi-attribute images [13]. Li et al. constructed a deep learning framework—which
recognizes multiple attributes jointly (DeepMAR)—model for pedestrian multi-attribute
image classification [14]. Ak et al. used a method based on the combination of unsupervised
segmentation and convolutional neural networks for multi-attribute e-commerce image
retrieval [15].

The development of neural network image feature extraction technology can well
solve the inconvenience caused by manual extraction [16]. Most of the current feature
extraction methods are based on convolutional neural networks, which are widely used in
the field of computer vision [17,18]. Their excellent characteristics, such as local connection,
weight sharing, pooling operation, and multi-layer structure, have attracted the attention
of many researchers. They automatically extract features from data through multi-layer
nonlinear transformation, having strong expression ability and learning ability.

Abdulnabi et al. proposed a joint multi-task learning algorithm for better prediction
of attributes in images using a deep convolutional neural network (CNN) [19]. Binary
semantic attributes were learned through the multi-task CNN model. Krizhevsky et al.
proposed the AlexNet deep convolutional neural network and applied the convolutional
neural network to the automatic extraction of image features, forming abstract high-level
features by combining low-level single features of the image and then using classifiers
such as Softmax to classify the extracted features [20]. McAuley et al. used convolutional
neural networks to learn semantic information about clothing and jewelry images and then
recommended clothing matching to provide users with matching suggestions [21]. Some
studies extracted item image features by using a convolutional neural network in combi-
nation with recommendation models, alleviating data sparsity and cold start problems of
recommender systems to a certain extent [22,23]. Compared with the above method, which
only considers the image features obtained by convolutional neural networks, Yu et al. also
utilized the aesthetic features in images to improve the recommendation effect [24]. Geng
et al. proposed a convolutional neural network model to learn the unified representation
of users and images in social content networks so that the similarity between users and
images can be measured and then recommend images [25].

The features extracted using traditional content-based recommendation algorithms
include low-level features, such as color, textures, and high-level features, such as pyramid
histogram of oriented gradients (PHOGs) [26]. Wang et al. introduced basic image low-
level feature representation technology for color, texture, and shape features, and they
proposed that the image characteristics with a single feature may lead to unsatisfactory
image retrieval ability [27]. Some studies suggested that extracting image style features
can better describe image semantic information. Li et al. believed that style features
could better represent the overall image features and proposed a global style and local
matching contrast learning network (GLCNet) for remote sensing image (RSI) semantic
segmentation [28]. Gatys et al. found that the representation of content and style in
convolutional neural networks is separable, and they proposed that style representation is
a multi-scale representation including multi-layer neural networks [29].

Cao et al. designed a multi-task learning method based on an improved convolutional
neural network [30]. The network used two channels to train the network simultaneously,
and each channel was responsible for the learning tasks of different attributes in the image.
The two learning tasks helped each other learn by sharing underlying parameters, which
improved the convergence speed of the network and the generalization ability of the model.

Existing research has made a lot of contributions in terms of the high complexity of
image feature extraction and the need for domain experts and manual intervention. How-
ever, the traditional convolutional neural networks only train and classify the dimensions
of category and color of item images, ignoring important information, such as fabric, style,
and brand of items. They cannot meet the actual needs of image feature extraction on
e-commerce platforms. Designing a neural network that can extract multi-dimensional
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features of images and introducing style features is conducive to more fully extracting
image information for recommendation tasks, and mining user preferences with style
features to make recommendations from more angles.

2.2. Attention Captures Pixel Contextual Information

Attention is the main means to address the problem of information overload, which is
widely used in various tasks. Squeeze-and-Excitation networks enhance representation
by modeling channel relationships in the attention [31]. Chen et al. used several attention
masks to fuse feature maps or predictions of different branches [32]. Vaswani et al. applied
the self-attention model to machine translation [33].

The attention model was first applied in the image recommendations to generate
dense pixel-level contextual information; a point-wise spatial attention network (PSANet)
realized long-distance contextual aggregation in scene analysis by learning point position-
sensitive contextual dependency and two-way information propagation mode [34]. Non-
local network utilizes self-attention to directly capture the long-distance dependence by
calculating the interaction between any two locations, thus obtaining the complete image
contextual information [33,35].

The complete image dependency provides useful contextual information to enhance
image feature representation. Deeplabv2 proposes that atrous spatial pyramid pooling
(ASPP) uses filters to detect the incoming convolutional feature layers at multiple sampling
rates and effective field of view, to capture objects and image context at multiple scales [7].
Densely connected atrous spatial pyramid pooling (DenseASPP) densely connects a set
of atrous convolutional layers to generate multi-scale features that cover larger sizes and
densely cover that scale range [36]. Pyramid scene parsing network (PSPNet) uses a
pyramid pool to mine global contextual information based on contextual aggregation in dif-
ferent regions [37]. Recently, Zhao et al. proposed a point-based spatial attention network,
which aggregates remote contextual information by connecting all other locations with
an adaptive predictive attention map [34]. Conditional random field (CRF) and Markov
random field (MRF) are also used to capture the long-distance dependence of semantic
segmentation [7,38]. Object context for semantic segmentation (OCNet) and dual attention
network (DANet) use non-local blocks to obtain contextual information [35,39,40]. Huang
et al. proposed the CCNet model to collect the contextual information of all pixels on
the cross path and capture the complete image correlation through further loop opera-
tion [10]. However, this method is not comprehensive enough to extract and may ignore key
information, resulting in low accuracy in extraction and high computational complexity.

Existing studies have made a lot of contributions in capturing image contextual
information by using attention and can aggregate remote contextual information. However,
for each pixel point, capturing pixel contextual information is not comprehensive enough,
which may ignore key information, resulting in low accuracy in extraction and insufficient
integrity and reliability in the semantic feature description. If attention can be proposed to
collect the complete pixel contextual information more accurately and comprehensively,
it can not only enrich the item information but can also enhance the semantic feature
description of the image and mine the users’ interest more comprehensively.

2.3. Cross-Domain User Social Relationships

Cross-domain recommender systems (CDRSs) can assist recommendations in the
target domain based on the knowledge learned from the source domain [41]. The existing
cross-domain data fusion, respectively, fuses the users’ characteristics in different storage
sources, and user data from multiple platforms are further fused through the corresponding
relationship of users to obtain the cross-domain data of users from multiple platforms.
The existing cross-domain data mining methods use cross-domain user identification,
cross-domain recommendations, and other methods to extract the value of cross-domain
data [42,43].
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The cross-domain recommendation is proposed to solve the problem of data sparsity,
and the rich training data in the source domain are used to improve the recommendation
accuracy of the sparse domain. To improve the quality of recommendations, most of
the existing cross-domain recommendation methods extract the domain-shared features
among multiple related domains or integrate transfer learning with recommendation
models. Some methods are based on matrix factorization (MF) and its variants, while
others utilize clustering algorithms [44–47].

Ahmed et al. proposed a trust perception cross-domain deep neural matrix fac-
torization (TCrossDNMF) model, which can address the user cold start problem in the
cross-domain scenario of user overlap in the e-commerce system [48]. Yu et al. aligned the
potential factors between the two domains based on pattern matching and transferred the
user preferences of the auxiliary domain to update the original user potential vector in the
target domain [49]. Ouyang et al. constructed a multi-graph according to user behavior
in different fields and proposed a multi-graph neural network to learn cross-domain app
embedding [50]. Liu et al. designed a new framework, a deep adversarial and attention
network (DAAN), which considers both domain-shared knowledge and domain-specific
knowledge across domains [51].

Users’ decisions are affected by personal preferences and social relationships at the
same time, so some studies are based on the homogeneity hypothesis; that is, users connec-
tion to each other in social networks tend to have similar preferences [52].

Feng et al. integrated user social networks into a random walk model with restart
and conducted various tests on the internal correlation among group members to better
describe group preferences and improved the performance of the group recommender
system [53]. Li et al. proposed a social network recommendation method combining
social tags and trust relationships [54]. Based on probability matrix factorization, major
information related to social trust relationships, item tag information, and user rating
matrix was collected, and all data resources from different dimensions were connected
through shared user potential space (or item potential space). Yuan et al. proposed a
unified framework to appropriately incorporate the influence of social relationships into
the recommendations through the guidance of friends (friends who have a strong influence
on users) and susceptibility (willingness to be affected) mining [55].

Traditional research on recommendations based on social relationships mostly focuses
on analyzing the multifaceted impact of friends on user decisions and enriching user
individual preferences. However, the structure of the social network has not changed.
Although user purchases for others are taken into account, the recommendation algorithm
has not been effectively applied. All the items of user historical behaviors are regarded as
their preferences. As a result, when building the recommendation model, if there are items
that do not belong to the users themselves, there may be a certain impact on the calculation
of user preferences, reducing the accuracy of the recommendations. If users’ historical
behaviors can be more fully utilized, a user preference framework that is more in line with
the real application of the recommendation system can be designed to more accurately
simulate the real scene, test users’ interests, balance the diversity of recommendations
while improving the accuracy of the recommendation system, and help users avoid the
information cocoon effect.

To sum up, although the development of image recommender systems is relatively
mature, there are still some problems in the current research. Therefore, this paper combines
neural network, attention, and user data to propose TAUA.

3. Methodology

The overall framework of TAUA is shown in Figure 1, which is divided into three
steps: (1) build a MCNN to extract multi-dimensional features of category, color, and style
of images; (2) construct the target alternating attention, aggregate the pixel contextual
information of surrounding pixel points, and enhance the item features; (3) extract user
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preferences, build affiliated users and user affiliation network, extract cross-fusion data
between users and items, and recommend for users by cross-domains.
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Firstly, the algorithm uses a distributed web crawler to obtain all kinds of item images
and user data from the item pages of the e-commerce websites and store them in the
database as the source data of the data pool. Then, the images in the data pool are
preprocessed and input into the MCNN to extract the multi-dimensional features of the
images. When the user inputs an item image, the MCNN method is also used to extract the
multi-dimensional features of the target image to obtain the semantic feature description
and image feature map of the image. The style dimension of the product image is used
as the input of the cross-domain recommendations. At the same time, target alternating
attention is utilized, image feature map is input into the module, and the pixel contextual
information is aggregated by image correlation to enhance the item information.

The user social records and historical purchase preferences are fused to obtain the users’
cross-platform data. The long-term and short-term preferences of the user are extracted,
and the fusion preferences of the user are obtained by combining the long-term and short-
term preferences. The affiliated users are mined from user historical preference items, and
the user affiliation network is constructed based on the user social network. When the
user interacts with an item, the algorithm automatically determines which affiliated user
the item conforms to and adds it to the corresponding part of the user affiliation network
to obtain the user multi-dimensional preferences. User preferences and item features are
taken as the basis for cross-domain recommendations, and the implicit cross-fusion data
between users and items are found through common dimension characteristics in the user
affiliation network and image features. Based on the style dimension, this paper migrates
the style features to more domains.
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A flow chart of the image recommendation algorithm based on target alternating
attention and user affiliation network is shown in Figure 2.
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3.1. Multi-Channel Convolutional Neural Network Architecture

Given the problem that traditional convolutional neural networks cannot simulta-
neously extract features from multiple dimensions contained in e-commerce images, the
network designed in this paper has multiple channels, each of which corresponds to
the learning task of different dimensions of improving the feature extraction ability of
multi-dimensional images.

Each user has their color or style preferences when shopping (extracted by attention
in the user preference extraction section below), so users not only pay attention to the cate-
gories of items but also pay attention to the color and style of items and other information.
Multi-attribute image means that an e-commerce image contains multiple dimensions. For
example, a skirt can be described as a black preppy skirt, a dress can be described as a
white French dress, a T-shirt can be described as a white leisure T-shirt, and a handbag can
be described as a white ins handbag. The example are shown in Table 1. Each dimension
describes e-commerce images from different angles and levels [19].

For the three dimensions of e-commerce image category, color, and style, the extracted
features contribute to the classification of these three dimensions. Some prior distributions
or model parameters can be shared in the learning tasks of these three dimensions, and these
prior distributions or model parameters can be transferred during the training process. Fine-
tuning is a common method in migration learning. It refers to using existing parameters
to initialize new network parameters and transfer some tasks in the pre-training model to
other tasks. In this way, the network can start learning from a good initial point, which can
greatly save time when training new tasks.
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The MCNN is shown in Figure 3. The former part of the network, like the traditional
network, has four convolutional layers, and each convolutional layer is connected with a
pooling layer. The three dimensions share parameters in the first four convolution layers.
From the fourth pooling layer, the network is divided into three channels. Each channel
consists of two convolutional layers, one pooled layer, three fully connected layers, and a
final Softmax classifier. The first channel is trained and classified according to the dimension
of category, the second channel is trained and classified according to color, and the third
channel is trained and classified according to style. Because the maximum pooling can
learn the texture structure of the image, all network pooling modes are maximum pooling.
In the latter part of the network, the network parameters of the three channels are the
same, but the first channel outputs 12-dimensional vectors at the last fully connected layer,
corresponding to 12 categories of the kind of dimension; the second channel outputs 3-D
vectors, corresponding to the RGB value of the color dimension; the third channel outputs
12-dimensional vectors, corresponding to 12 categories of the style dimension. These three
vectors will be input into three Softmax classifiers for classification, and the higher the
output value, the greater the probability of belonging to the corresponding category.

When an image is input, three learning tasks can be carried out simultaneously; that
is, the categories of kind, color, and style of the image can be predicted simultaneously
through three classifiers.

This paper focuses on clothing, digital, and other items on JD, Taobao, Amazon, and
other platforms. One-hot coding is carried out for the major categories.
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The training set image represented as (w1, x1, y1, z1), (w2, x2, y2, z2), (w3, x3, y3, z3),
. . . , (wn, xn, yn, zn), including wi ∈ R200×200, xi ∈ R12, yi ∈ R3, zi ∈ R12. wi is a third-order
tensor with a size of 200 × 200 for each image. xi is a 12-dimensional binary vector, and
each dimension corresponds to 12 categories of images, the 12 categories are listed in
Table 2, including women’s wear, ornaments, etc. Among them, others represents the item
category that does not belong to the above 11 categories; yi uses RGB color mode; zi is a
12-dimensional binary vector, and each dimension corresponds to 12 styles of images, the
12 stylesare listed in Table 3, including simple, retro, etc. Among them, others represents
the item styles that does not belong to the above 11 styles. The expression of xi and zi using
one-hot encoding is shown in Tables 2 and 3.

Table 2. Category one-hot encoding form.

Category xi Category xi

women’s wear (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) ornament (0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
makeup (0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0) bag (0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0)

men’s wear (0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0) sport (0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0)
appliance (0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0) furniture (0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0)

mother-child (0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0) shoes (0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0)
digital (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0) others (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1)

Table 3. Style one-hot encoding representation.

Style zi Style zi

simple (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) retro (0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
ins (0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0) preppy (0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0)

Korean (0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0) niche (0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0)
French (0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0) luxurious (0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0)
nordic (0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0 leisure (0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0)

Japanese (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0) others (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1)

xi, yi and zi respectively, represent the category, color, and style of the image, such as
when xm = (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), ym = (0, 0, 0) and zm = (0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0),
the image wm is a black Korean women’s image.

All images in the graphic library are classified according to category, color, and style
using an MCNN network, and corresponding images in the database are marked. When
a user uploads an interested item image, the MCNN determines the features of category,
color, and style of the image A = (xi, yi, zi).
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3.2. Target Alternating Attention

To aggregate more complete image information, this paper proposes target alternating
attention (TAA), which aggregates the pixel contextual information of central pixel points
in each surrounding layer according to the target to enhance item features, obtain impor-
tant information more efficiently, and enhance the integrity and reliability of semantic
feature description.

Target alternating attention collects pixel contextual information in a hierarchical
direction to enhance the pixel-level representation ability. A frame diagram of target
alternating attention is shown in Figure 4. Each pixel in the image is traversed from top to
bottom and from left to right. For each pixel, the pixel contextual information of the center
pixel around the pixel is mined from inside to outside according to the target, until the
outermost pixel is traversed, to obtain more accurate recommendation results.
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The input image is processed by the MCNN to generate the feature map X with
space size H×W. Given X, we first apply the convolutional layer to obtain the reduced-
dimension feature map H(0), and then send the feature map H(0) into the target alternating
attention. After the first loop, a new feature map H(1) is generated, which aggregates the
information of the four pixels of upper left, upper right, lower left, and lower right. To
obtain richer and denser pixel contextual information, we send the feature map H(1) again
into the target alternating attention and output feature map H(2). This process is repeated
R times until the boundary pixel point position of the image, so that each position in the
feature map H(R) actually collects information from all pixels.

Target alternating attention collects information about four pixels per loop. Given the
local feature map H(0) ∈ RC×W×H, this module firstly applies two convolutional layers
with 1 × 1 filter to H(0) to generate two feature maps, Q and K, where {Q, K} ∈ RC′×W×H.
C′ is the number of channels, less than C for dimension reduction.

After obtaining the feature maps Q and K, the attention map M ∈ R2×(H+W−4)×W×H

is further generated through Affinity. At each position u of the spatial dimension of feature
map Q, the vector Qu ∈ RC′ is obtained. At the same time, the set Ωu ∈ R2×(H+W−4)×C′

can be obtained by extracting four feature vectors from K: upper left, upper right, lower left,
lower right, or up, down, left, and right on each ring from position u outward. Ωi,u ∈ RC′

is the i th element of Ωu. The Affinity operation is defined as follows:

di,u =

√
(Qu −Ωi,u)(Qu −Ωi,u)

T (1)
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where the di,u ∈ D is the feature correlation between Qu and Ωi,u, i = [1, . . . , |Ωu|],
D ∈ R2×(H+W−4)×W×H. Then, we apply the softmax layer on channel dimension D to
calculate the attention map M.

Another convolutional layer with a 1 × 1 filter is applied to H(0) to generate
V ∈ RC×W×H for feature adaptation. At each position u of the spatial dimension in
the feature map V, we obtain the vector Vu ∈ RC and a set of Φu ∈ R2×(H+W−4)×C. The
set Φu is a set of four feature vectors: upper left, upper right, lower left, lower right, or
up, down, left, and right, on each outward loop of V. The pixel contextual information is
collected by the Aggregation operation:

Hu(j) =

 ∑
i∈|Φu |

Mi,uΦi,u + H(j− 1), j ≥ 1

H(0), j = 0
(2)

where Hu(j) is the output feature mapping H(j) ∈ RC×W×H at the j th layer circulation
position u. Mi,u is the scalar value in M at channel i and position u. Adding pixel contextual
information to local feature H can enhances the representation of local feature and pixel.

Target alternating attention can be expanded into an R loop. In the first loop, the target
alternating attention takes the feature map H(0) extracted from the MCNN network as
input and outputs the feature map H(1), where H(0) and H(1) have the same shape. In
the jth loop, the attention takes the feature map H(j-1) as input and outputs the feature
map H(j). As shown in Figure 4, the target alternating is equipped with R loops, which can
obtain complete image pixel contextual information from all pixels to generate new feature
maps with dense and rich pixel contextual information.

M(j) is represented as the attention map of the jth layer loop. For any pixel in the
image (x, y), from the position x′, y′ to the weight of the pixel Mj,x,y mapping function is
defined as Mj,x,y = f(M, x, y, x′, y′), the loop j for the feature map H(j) in any position u,
propagation path of pixel contextual information in spatial dimension:

Hu(j)
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is added to operation; θ ∈ Φu is the pixel point for which information is to be
collected for each loop of the target.

In e-commerce images, different colors often have specific styles, so after the pixel
contextual information of the image is aggregated through the alternating attention, the
image style is associated with color and category channels to a certain extent, which is used
to enhance the extraction and representation of image style features.

3.3. User Affiliation Network

To make full use of the implicit social relationships between users, the user affiliation
network is defined to realize more dimensional and efficient links between users with
the help of more media. Through the construction of a cross-domain user affiliation
network, the algorithm can automatically identify which affiliated users the items belong
to, distinguish them from the real person, enhance the user information, and realize more
accurate and comprehensive recommendations. For users, recommendations from multi-
angle and multi-aspect not only improve the diversity of e-commerce recommendations
but also help users break the information cocoon effect. For business, the accuracy and
diversity of the recommender system play a crucial role in the e-commerce behavior of
users, which determines whether the item can be found by users.

3.3.1. User Preference Combination Framework

Many user interests may change over time and may be triggered by specific contexts
or time requirements. The long-term preference sequence of users is very rich and rela-
tively stable, reflecting the overall trend of user interests, but there is a lot of redundant
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information. The short-term preference sequence of users can more accurately reflect the
changes in user interests in a short period, which plays a major role in the prediction, but it
can also be easily affected by a single item. To make the recommender system accurately
predict user interests, this paper combines long-term and short-term preferences, which can
not only accurately grasp the overall trend of user preferences but also effectively reflect
the evolution of user demands.

For the item set I interacting with users, GRUs are used to extract user short-term
preferences, and different weights are assigned to user long-term preferences and immedi-
ate interests for item attributes through attention. Weighted calculation is used to model
the final results of short-term interests and long-term preferences at the same time to
obtain the vector representation of user preferences. When a user purchases an item, the
system adds corresponding descriptions of category, color, and style to the user preference
record according to the text description of the item in the item library and updates the user
preference in time.

Among all the historical behaviors of users, only a part of historical behaviors can
effectively affect the predictive attributes of the current recommended items, and each
historical behavior has different impacts and contributions to user preferences. Therefore,
attention is adopted to extract the importance of the user historical behaviors to the current
recommended, namely the difference in weight.

For example, during festivals, people will buy some items in line with the festive
atmosphere, but these items are rarely purchased at ordinary times, which may be different
from the category, color, and style of the items purchased by users. The attributes of these
items will have a negative impact on the accuracy of predicting user preferences. Therefore,
when using attention to extract user long-term preferences, in the non-festive period, less
attention is paid to items with festive significance; that is, less weight is given. During
festive times, increased attention and greater weight are given to items that fit with the
times. Similarly, since many products are only used during certain seasons, the attention
assigns different weights depending on the season and item information.

t represents festive and season attributes, different users have different purchase
preferences in different festival seasons, and each user is personalized to represent whether
there is a special purchase preference at a certain time t, such as birthday, etc. Then, the
probability p of user u buying a certain item i is a function of time t:

pu = f (i, S, t) (4)

where S is the quantity of item i purchased by all users at time t, and the larger b is, the
more likely users are to buy similar items again at time t.

Taking the user short-term preference ht extracted in chronological order as the input
of Attention, the influence weight α of each item on the current recommendations in the
historical behavior is a function of time t:

α = sigmoid( f (p)) (5)

The user long-term preference L = {l1, l2, . . . , lm} is a function of the user historical
behavior of items and short-term preferences:

l = f (α, h) (6)

The user long-term preference L = {l1, l2, . . . , lm} and user short-term preference h
are combined in a non-linear manner to obtain user long-term and short-term preference
fusion F:

F = σ( f (h, l)) (7)

where σ is a non-linear function.
Since the user long-term preference can reflect the user preferred style, the user

preferred style can be found in the extraction of the user long-term preference, and the
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style of users can be compared with the style of the item image in the recommendations.
The cross-fusion data of user items can be extracted in the following for cross-domain
recommendations.

3.3.2. User Affiliation Network

The schematic diagram of the affiliation network is shown in Figure 5. For each user,
their affiliated users include both indirect and virtual users. In Figure 5, the pink figure
means the real user, and the gray figure is the affiliated user. If users buy an item that does
not fit their age profile, a virtual person is built for them. The preference matrix of affiliated
users is constructed for each real user node. When the user purchases items, the algorithm
automatically identifies which node belongs to according to the item information. When
making recommendations, in addition to recommending the user’s own favorite items,
users can also be recommended items in line with the preferences of other affiliated users.
For example, if a middle-aged woman buys a children’s dress, a daughter’s affiliated user
will be added to her affiliation network. The preference information of the affiliated user
will be recorded according to the color and style of the dress, and recommend children’s
items with the same or similar style according to the purchased dress to the user.
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Definition 1. Virtual users. If a real user purchases an item that does not belong to him or her, a
corresponding affiliated user is constructed, such as father, mother, child, friend, etc. sub represents
the affiliated user node; then, the affiliated user node sub is:

sub = ext{I|I ∈ (i b − iu)} (8)

where ext is the extraction operation, ib is all the items purchased by user u, iu is the items purchased
by user u that conform to user identity information, and I is the set of items selected by the same
affiliated user.

Definition 2. Indirect user. For user ua, if there is another user ub with the same or similar
preferences as ua in the category, color, and style of items, ub is the indirect user of ua, represented
by ind; then, the indirect user node ind of user ua is:

ind =
{

ub
∣∣Aub ∼ Aua

}
(9)

where ∼ indicates similar preferences.

The preference relationship between the indirect and virtual user relative to the user
itself is the affiliated relationships. The affiliated relationships of indirect users refer to
the idea of collaborative filtering. If users have similar preferences and they have no
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social relationship, they are indirect users of each other. The affiliation of virtual users is
information about what the user has purchased for them. When making recommendations,
the virtual user considers not only the user themself but also the affiliated relationships
of the user as a part of the user data, and makes recommendations separately from the
user preference.

Definition 3. Increasing preference. The increasing preference pays attention to the changes in the
interests of affiliated users, recommends items they continue to like in their historical preferences,
and conducts interest testing with a small number of novel items that have never appeared, which is
the key to interact and influence with the surrounding users.

Whether between users or between users and affiliated users, purchase behavior is cru-
cial to the generation and change in the relationship chain between users. the relationship
chain means that real users have the same preference, real users buy items for affiliated
users, and the identity of affiliated users is consistent with the algorithm judgment.

Through the items purchased by users for different affiliated users, the preference
information of affiliated users is obtained and, based on this, the user affiliation network is
constructed to enhance the user preferences.

Definition 4. Affiliated user preference attributes. In the set of items purchased by the user
for others, judge which affiliated users belong to according to the item features and add to the
corresponding attribute; then, the preference attribute of affiliated user w = {w1, . . . , wn} is:

w = {A(I)|I ∈ (i b − iu)} (10)

In the user affiliation network, the interaction between users and the purchase of items
for affiliated users is an explicit relationship, while the relationships between users with
the same preference and affiliated users with the same identity are implicit.

Definition 5. User affiliation network. The user affiliation network, such as self, parents, friends,
and children, is constructed according to the age and purchase information of real users. Each
affiliated user is a node of the network, where R stands for affiliation network and pri stands for real
user node. Then, user affiliation network R is:

R[i][j] =


1, {i ∈ j|i ∈ sub, j ∈ pri}
2,
{

Fi = Fj
∣∣i, j ∈ pri

}
0, rest

(11)

where 1 represents a solid line in the figure, which means the node itself has a social relationship;
2 represents a dotted line in the figure, which means the user’s indirect or affiliated user; 0 means
there is no edge in the figure.

The preferences of affiliated users will also affect the purchase demand of users. The
user knowledge is enhanced according to the preferences of affiliated users to predict
the preferences of other users with the same affiliated users and recommend the items
purchased by the user to other users while recommending the items matching the identity
or complementing the affiliated users to the user.

Based on the user and item dimension characteristics, the category, color, and style
characteristics extracted above are predicted. In the affiliation network, the affiliated user is
considered to be an independent entity in the recommendations, and user preferences are
mined from the dimension perspective to make user preferences clear, which is conducive
to more accurate discovery of user interests.
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Definition 6. User linkage relationship. a is the affiliated user of A, b is the affiliated user of B,
and a, b belong to the affiliated user of the same identity. Then, when A buys item v for a, the
algorithm will automatically recommend the v to B and recommend the matching item for A. For
example, if A is a 30-year-old female, a and b are children, and A buys ice skates for a, sports clothes
are recommended for A and ice skates for B.

Rec(A) = ψ(FA, wa, v) (12)

Rec(B) = Φ(v) (13)

where ψ and Φ are non-linear relations.

3.3.3. User Item Joint Recommendations

The phenomenon of information cocoon is quite common in recommender systems.
The main reason is that individuals pursue personalized subjective needs, and the develop-
ment of algorithm recommendation technology makes it more obvious.

User IDs and item IDs are encoded as one-hot, and the attribute data of the item are
encoded as multi-hot, meaning that an item may correspond to multiple dimensions.

Definition 7. User item joint recommendations. Mine the similar attribute between user item
target/source and recommend items with similar item style attributes for users with the same or
similar attributes, as shown in Figure 6. If the target user is a 30-year-old female, and the historical
preference is a simple bag, and there is another 30-year-old female in the user database who likes
simple dress, simple dress is recommended for the target user.

Rec = F(u s)species

[
F(u s)style ∩ F(u t)style

]
− is (14)

where us is user source, F(u s)species is the category preference of user source, F(u s)style is the style
preference of user source, ut is user target, F(u t)style is the style preference of user target, and is is
item source.
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Jaccard distance is used to calculate the similarity between user target and user source,
item target and item source, and Top-n recommendation is generated according to the
similarity.

similiarity(ut, us) =
|ut ∩ us|
|ut ∪ us|

(15)

similiarity(it, is) =
|it ∩ is|
|it ∪ is|

(16)

4. Experiment

In this section, we conduct a series of experiments to evaluate recommendation perfor-
mance and demonstrate that our TAUA algorithm has superior performance compared to
other good-performing methods. We conducted experiments on the Amazon and Flickr
datasets and compared the performance of other models.

4.1. Datasets

This paper used Amazon Product Data (http://snap.stanford.edu/data/amazon/
productGraph/, accessed on 26 March 2023) as the experimental dataset [56]. Amazon

http://snap.stanford.edu/data/amazon/productGraph/
http://snap.stanford.edu/data/amazon/productGraph/
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Product Data is a public dataset. It recorded 82.83 million reviews and ratings of 9.35 million
items from 20.98 million Amazon platform users from May 1996 to July 2014. The dataset
includes reviews, item metadata, and link dataset files. Reviews include rating, text, and
helpfulness vote, and metadata include description, category information, price, brand, and
image features. This paper only used a subset dataset of item metadata and user interaction
record to conduct experiments, including user ID, item ID, item image, etc. We also used
the OpenImages5 dataset (https://storage.googleapis.com/openimages/web/index.html,
accessed on 26 March 2023), which contains 15,440,132 objects each annotated with tags,
spanning more than 600 categories [57]. However, since this dataset does not include user
historical behavior information required in the recommendation task, this article used the
officially published API to obtain user information from Flickr6 (https://www.flickr.com/
services/api, accessed on 26 March 2023) [58].

4.2. Experimental Scheme

The experiments in this study were conducted on a desktop computer with 8 GB of
RAM, an Intel Core i5-8250 CPU, and an Nvidia RTX 2070 GPU. The operating system was
Windows 11 64-bit, and the software was Python 3.9 and MySQL 8.0. The models were
implemented based on Tensorflow2.6.0, and Adam optimizer was used for training.

TAUA involves cross-domain recommendations; we referred to some cross-domain
recommendation dataset settings based on previous work [59]. Specifically, for the Amazon
dataset, since no images of items were given in the dataset and the label description cannot
meet the needs of our experiments, we used crawler technology to obtain the original
image of the commodity and the labels of category, color, and style to supplement the
data information in the dataset. In addition, user’s comment time in the dataset was
approximately regarded as the interaction time between the user and item, which was
regarded as the basis for holiday and season attributes.

For the Flickr dataset, we crawled the interactive feedback between the user and
the item. Since the labels in the OpenImages5 dataset did not contain descriptions of
image color and style, we used the MCNN model pre-trained on the Amazon dataset
to extract and supplement the color and style labels of the image. Since users usually
did not give their own personal information in e-commerce recommendations, we used
the user affiliation network to find the user identity of the main user and infer the users’
gender, age, and other information. The dataset contained many kinds of items, so we
made recommendations in the feature dimension through the image features and labels
extracted by the algorithm.

The datasets were further processed to create datasets suitable for our experiment.
Users with less than 5 interactions and items with less than 10 interactions were removed
from this article to ensure the validity of each user and item. In order to evaluate the
performance of the proposed method, we designed different test schemes based on Table 4.
First, we set different user sizes in the experiment. Sub-datasets with user sizes of 1000
were taken and represented as Amazon and Flickr. The data were randomly divided into
the training set (80%) and the test set (20%), run five times, and the average value of the
five experimental results was taken as the final evaluation value.

Table 4. Description of the processed datasets.

Datasets User Item Interactions Object Label

Amazon 1000 13,748 109,856 500
Flickr 1000 9492 86,147 550

MCNN vs. Dual CNN: In order to test the excellent classification ability of MCNN in
extracting image features with the addition of style channels, we compared MCNN with
dual-channel convolutional neural networks. Dual channel convolutional neural network
extracted the category and color features of images, and MCNN introduced style features.

https://storage.googleapis.com/openimages/web/index.html
https://www.flickr.com/services/api
https://www.flickr.com/services/api
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First, data preprocessing was conducted, and images were reshaped to 200 × 200 as the
input of MCNN. The activation function adopted by each layer was Relu function, the
learning rate was set to 0.00001, and the network was trained for a maximum of 100 iteration
rounds. At the same time, in order to prevent overfitting and improve the generalization
ability of the model, we used the dropout layer to normalize the data, and the ratio was set
to 0.2. The network parameters of MCNN are shown in Tables 5 and 6.

Table 5. The former part of the MCNN parameters.

Network Layer Kernel Size Kernel Number Output Dimension

Convolution layer 1 5 × 5 32 200 × 200 × 32
Pooling layer 1 2 × 2 - 100 × 100 × 32

Convolution layer 2 5 × 5 64 100 × 100 × 64
Pooling layer 2 2 × 2 - 50 × 50 × 64

Convolution layer 3 5 × 5 128 50 × 50 × 128
Pooling layer 3 2 × 2 - 25 × 25 × 128

Convolution layer 4 5 × 5 256 25 × 25 × 256
Pooling layer 4 2 × 2 - 12 × 12 × 256

Table 6. The latter part of the MCNN parameters.

Network Layer Kernel Size Kernel Number Output Dimension

convolution layer 5 5 × 5 128 12 × 12 × 128
pooling layer 5 2 × 2 - 6 × 6 × 128

convolution layer 6 5 × 5 256 6 × 6 × 256
Fc1 - - 2048
Fc2 - - 512
Fc3 - - 12

convolution layer 7 5 × 5 128 12 × 12 × 128
pooling layer 7 2 × 2 - 6 × 6 × 128

convolution layer 8 5 × 5 256 6 × 6 × 256
Fc4 - - 2048
Fc5 - - 3
Fc6 - - 256 × 256 × 256

convolution layer 9 5 × 5 128 12 × 12 × 128
pooling layer 9 2 × 2 - 6 × 6 × 128

convolution layer 10 5 × 5 256 6 × 6 × 256
Fc7 - - 2048
Fc8 - - 512
Fc9 - - 12

TAA vs. CCNet: To evaluate the accuracy and advance of target alternating attention,
we compared the ability of the TAA and CCNet to extract pixel contextual information.
CCNet collected contextual information by means of the cross, and TAA used target to
obtain pixel contextual information. Hollow convolution was used in the convolution layer,
and the step size of the output was set to 8. We used the ploy decay strategy, in which the

initial learning rate was lr×
(

1− iter
maxiter

)power
, where power = 0.9, momentum = 0.9, and

weight attenuation is 0.00001.
UAN vs. long-term and short-term preferences: In order to measure the effectiveness

of the user affiliation network, we conducted a comparative experiment between UAN
and the users’ long-term and short-term preference model. On the basis of extracting
users’ long-term and short-term preferences, UAN structured a user affiliation network
and increased the preferences of the affiliated user. The time of user comments was used as
a basis for distinguishing between short long-term and short-term preferences and time t.
In the experiment, the number of GRU units was set to 32, the regularization coefficient
was set to 1× 10−6, the vector representation dimension of users and items was set to 32,
and the batch_size was set to 32.
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Finally, in order to evaluate the performance difference between the TAUA and other
algorithms, we compared our method with the following baselines, including BPR, VBPR,
DVBPR, ACF, VPOI, LASSO, and VSM [58,60–65]:

1. BPR is a classic top-N recommendation method, which makes ranking optimiza-
tion for each user preference. It is based on user image interaction, regardless of
visual characteristics. This approach is considered the strongest baseline in the field
of recommendations;

2. VBPR is an extension of BPR; it uses pre-trained CNN to extract visual features of
item images and further combines image features with potential features for recom-
mendations. In this approach, each image is treated as a single object;

3. DVBPR is an end-to-end training image feature and recommendation model integrat-
ing CNN and MF models;

4. ACF models project-level and component-level attention with two attention networks,
and it simultaneously uses images and image regions to achieve a better recommender
system. In this method, each image is divided into many regions of the same size;

5. VPOI uses visual content to enhance POI recommendations, extracts features from
images through CNN, and uses them to guide the learning process of potential
features between users and POI;

6. LASSO builds personalized models for users based on their favorite images;
7. VSM has fine-grained semantic features of images, and each image contains many

semantic objects to better model image representation and user preferences.

Table 7 shows a comparison between the TAUA algorithm and the baselines.

Table 7. Comparison between TAUA with baseline methods.
√

means that the algorithm considers
the factor, ×means the opposite.

Algorithms Visual Feature Style Context Affiliated Relation

BPR × × × ×
VBPR

√
× × ×

DVBPR
√ √

× ×
ACF

√
× × ×

VPOI
√

× × ×
LASSO × × × ×

VSM
√

× × ×
TAUA

√ √ √ √

The Comparison between TAUA with baseline methods is shown in Table 7. For
all baselines, the results based on the recommended performance maintain the optimal
setting of the hyper-parameters. Specifically, for VBPR, γθ = 10, γE is always set to 0, and
the dimension of visual feature is set to 4096, which is consistent with the original paper.
The optimal learning rate of BPR and VBPR is 0.01. For ACF, the image is divided into
7 × 7 regions, as suggested in [63]. For VPOI, set α = 0.001, K = 10, γ1 = γ2 = 1, r = 5.
VGG16 is used for pre-training on ImageNet to initialize the weight to 3. For VSM, the
learning rate is set to 0.1, and the regularization and minimum batch are set to 0.001 and
128, respectively. The potential vector dimension is 128. The optimum parameters proposed
in the original literature are used in the experiment.

4.3. Performance Comparison

Three evaluation indexes of recommendation algorithms are used in the experiment,
including F, NDCG, and AUC [66–68]. The three indexes were calculated for top@5 and
top@10 respectively. Precision measures the accuracy of predicting positive sample results,
and Recall measures the recall rate of results. The formula is as follows:

P =
TP

TP + FP
(17)
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R =
TP

TP + FN
(18)

where TP represents items that the users like among the items predicted to be of interest to
the users. FP represents the items predicted to be of interest to the users that the users do
not like. FN represents the items that the users like among the items that are not predicted to
be of interest to the users. However, Precision and Recall are often contradictory. Therefore,
F is used to comprehensively consider Precision and Recall, so that both of them can reach
the highest at the same time to achieve a balance:

F =
2 ∗ P ∗ R

P + R
(19)

Normalized Discounted Cumulative Gain (NDCG) is an evaluation index that takes
into account the return list to evaluate the accuracy of the list. The value ranges [0, 1]. The
larger the value, the better the recommendation effect. AUC measures the probability that
a model will predict a positive sample as a positive example rather than a negative sample
as a positive example. The formula is as follows:

NDCG =
DCG
IDCG

(20)

AUC =

∑
insi∈positive

rankinsi −M ∗ (M + 1)/2

M ∗ N
(21)

where DCG refers to Discounted Cumulative Gain, IDCG refers to optimal DCG, and
NDCG is used to evaluate the accuracy of ranking. rankinsi represents the sequence number
of samples with the ith smallest probability score; M and N represent the number of
positive and negative samples, respectively. AUC is used to evaluate the ranking quality of
sample prediction.

4.4. Result

The performance comparison of all methods on Amazon Product Data and Flickr
datasets is shown in Table 8. Compared with other performances, the performance of the
TAUA algorithm is not obvious when the number of recommendations is small, but it can
effectively recommend more items.

Table 8. Algorithm performance comparison.

Datasets Models F@5 F@10 NDCG@5 NDCG@10 AUC

Amazon

BPR 0.0241 0.0347 0.0393 0.0468 0.5310
VBPR 0.0438 0.0512 0.0508 0.0541 0.7054

DVBPR 0.0394 0.0355 0.0459 0.0517 0.6134
ACF 0.0453 0.0547 0.0472 0.0559 0.7258

VPOI 0.0447 0.0538 0.0525 0.0582 0.7328
LASSO 0.0218 0.0323 0.0377 0.0445 0.5218

VSM 0.035 0.0563 0.0479 0.0578 0.717
TAUA 0.0449 0.0569 0.0497 0.0587 0.7413

Flickr

BPR 0.0177 0.0305 0.0242 0.0329 0.5543
VBPR 0.0239 0.0439 0.0282 0.0317 0.6140

DVBPR 0.0196 0.0328 0.0254 0.0336 0.5642
ACF 0.0297 0.0418 0.0333 0.0410 0.6468

VPOI 0.0248 0.0440 0.0371 0.0429 0.6673
LASSO 0.0169 0.0296 0.0235 0.0314 0.5235

VSM 0.0262 0.0441 0.0356 0.0417 0.6560
TAUA 0.0268 0.0442 0.0324 0.0431 0.6706
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Figures 7 and 8 show the NDCG of the proposed TAUA algorithm compared to other
algorithms. Compared with VPOI and VSM, the TAUA algorithm also takes into account
the pixel contextual information on the image and the users’ affiliated user preference.
The results show that the performance of TAUA is obviously better than other algorithms,
which is more in line with the requirements of image recommendations.
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In order to prove the effectiveness of each module in the proposed TAUA algorithm,
we carried out a comparative experiment. Specifically, MCNN is compared with dual-
channel convolutional neural networks to compare their ability to classify image features.
Compared with the two-channel convolutional neural network, the MCNN adds the style
channel to extract the multi-dimensional features of the image. The experimental results
are shown in Figure 9. The classification results of MCNN under different learning rates
are shown in Table 9.
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Table 9. Performance of MCNN classification results.

Attribute Learning Rate Precision (%)

category 0.001 92.3
color 0.001 95.9
style 0.001 90.4

category 0.0001 94.6
color 0.0001 96.3
style 0.0001 92.7

category 0.00001 95.3
color 0.00001 96.8
style 0.00001 91.9

In order to prove the accuracy of TAA in collecting pixel contextual information, we
conducted a comparison experiment between TAA and CCNet. Table 10 proves that TAA
is superior to CCNet in aggregating image pixel contextual information.

Table 10. Comparison between TAA and CCNet aggregated pixel contextual information performance.

Datasets Method mIOU (%)

Amazon CCNet 81.3%
Amazon TAA 82.1%

Flickr CCNet 80.2%
Flickr TAA 80.8%

Based on the extraction of users’ long-term and short-term preferences, the affiliation
network adds affiliated users, which not only considers indirect users but also sets up
virtual characters. The image recommendation algorithm based on UAN is compared with
the image recommendation algorithm based on users’ long-term and short-term preferences.
Figure 10 shows that UAN is effective in processing users’ preferences, and it makes more
effective use of users’ historical behaviors to improve the diversity of recommendations.
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Figure 10. Comparison of top-k recommendation recall rate between image recommendation al-
gorithm based on UAN and image recommendation algorithm based on users’ long-term and
short-term preferences.

4.5. Ablation Experiment

To further analyze the roles played by MCNN, user affiliation network (UAN), and
target alternating attention TAA in TAUA algorithm, TAUA ablation experiments were
conducted: (1) image features were extracted by traditional convolutional neural network
instead of MCNN and applied to the algorithm in this study; (2) we made use of traditional
user long-term and short-term preferences to extract the framework to obtain user interests
for recommendations; (3) pixel contextual information is not collected through TAA. The
experimental results are shown in Tables 11 and 12. Based on this, the following conclusions
can be shown:

Table 11. Performance ablation of TAUA in Amazon dataset.

Model F@10 NDCG@10 AUC

TAUA 0.0569 0.0587 0.7413
CNN + UAN + TAA 0.0532 0.0563 0.7258

MCNN + UAN 0.0557 0.0581 0.7306
MCNN + TAA 0.0548 0.0579 0.7295

Table 12. Performance ablation of TAUA in Flickr dataset.

Model F@10 NDCG@10 AUC

TAUA 0.0442 0.0431 0.6706
CNN + UAN + TAA 0.0428 0.0417 0.6493

MCNN + UAN 0.0436 0.0429 0.6614
MCNN + TAA 0.0433 0.0426 0.6537

4.6. Analysis and Discussion

In this paper, we propose a TAUA model to provide accurate and diverse recommenda-
tion lists for e-commerce image recommendations. As can be seen from the results in Table 8,
compared with the baseline model, the TAUA algorithm in this paper generally achieved
the best performance in all evaluation indexes. Specifically, in the Amazon Product Data
dataset, the F@10, NDCG@10, and AUC of our algorithm are 4.02%, 5.00%, and 2.143%
higher than ACF, respectively, and 5.76%, 0.86%, and 1.16% higher than that of the VPOI.
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On the Flickr dataset, our algorithm outperforms the ACF model by 5.74%, 7.565.12%, and
3.68% in F@10, NDCG@10, and AUC, respectively, and outperforms the VPOI model by
0.45%, 0.47%, and 0.49%. The TAUA algorithm is superior to VBPR in the recommendation
performance, which shows that extracting deeper-level image information in the image
recommendation task can better represent the image. The specific discussion and analysis
are as follows:

1. When k = 5, the proposed TAUA algorithm is slightly lower than the existing algo-
rithm in terms of F and NDCG. As the number of recommendations increases, the
performance of the TAUA algorithm is better than that of other algorithms. This is
mainly due to the accuracy and diversity of our proposed algorithm. Since the accu-
racy and diversity are contradictory, MCNN and TAA reduce the recall to some extent,
while UAN reduces the accuracy. Therefore, when the number of recommendations
is small, there will be a large difference between accuracy and diversity. When the
number of recommendations increases, accuracy and recall of the algorithm gradually
tend to balance, both reach the highest simultaneously, and the algorithm performance
reaches the optimum.

2. With an increase in k, the overall performance of the TAUA algorithm is better
than VBPR, indicating that our algorithm is effective for image recommendations.
The TAUA algorithm has made contributions in extracting image features and pixel
context, obtaining more accurate image semantic descriptions, mining item features
in a deeper and more comprehensive way and predicting user preferences.

3. The performance of the TAUA algorithm is better than other algorithms on the whole,
which shows that the algorithm we proposed is effective. From the perspective of item
and user, this paper extracts item features and user interests. Mainly, item features
extracted through MCNN and TAA are used as the basis for judging user preferences,
which reduces the deviation in understanding item and user preferences and ensures
the consistency of data content utilization.

Compared with BPR, LASSO, and VSM algorithms, which only consider the users’
preference for an item, TAUA takes the style of the items as one important users’ style
preference, introduces the affiliation network, divides the users’ historical behavior into
the preference of different virtual users, and mines the users’ implicit preferences. VBPR,
DVBPR, and VPOI algorithms extract image features through CNN for recommendations,
but the traditional CNN only focuses on the single dimension of the image; the TAUA
algorithm extracts the category, color, and style features of the image through multiple
channels and extracts features from more dimensions for recommendations. DVBPR and
ACF divide the image into many regions and only pay attention to the local information of
the image. The algorithm we proposed captures the pixel contextual information on the
whole image by using the target alternating attention, which pays attention to both the
local information and the global information in the image.

We compared the influences of different learning rates on the accuracy of image
feature extraction on MCNN. With the increase in learning rate, the classification accuracy
of MCNN is improved. When the learning rate is 0.00001, the performance of MCNN
is optimal. Under the three learning rates, the classification accuracy of color dimension
is higher, while the classification accuracy of style dimension is lower. This is because
the features of style dimension are relatively more complex and require more iterations
for training. Comparing the classification ability of MCNN and DCNN to extract image
features, MCNN has higher accuracy for the same kind of items, indicating that increasing
the dimension of style can improve the performance of image classification. In the same
dataset, TAA has higher mIOU than CCNet, which proves that TAA has higher detection
accuracy and can collect pixel contextual information of images more comprehensively.
The UAN is introduced to make use of the historical behavior information of users from the
perspective of user-affiliated relationships, and UAN has better performance in the top-k
recommendation Recall. Moreover, with an increase in the number of recommended items,
the Recall increases, indicating that the UAN plays a certain role in improving the diversity
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of recommendations. This is because UAN predicts user needs from both indirect users
and virtual users.

We also conducted ablation experiments on the TAUA algorithm. Based on
Tables 9 and 10, the following conclusions can be obtained:

1. The MCNN is replaced by the traditional convolutional neural network, and the
AUC performance of the algorithm decreases on both datasets. Therefore, it can be
concluded that the MCNN has great potential in extracting image features.

2. Instead of collecting pixel contextual information through TAA, only MCNN and UAN
are used for recommendations, and the performance of the TAUA algorithm is slightly
reduced. Therefore, TAA has a certain effect in collecting pixel contextual information.

3. UAN of TAUA is deleted, and we directly used the traditional user preference ex-
traction framework to add it to the model. It can be seen that the performance of the
two datasets decreased compared with the TAUA algorithm, which means that the
proposed UAN is effective.

5. Conclusions and Future Work

By inputting various attributes and features of users and items, the recommendation
system outputs a list of recommendations ranked according to user preferences. User
information, item information, and contextual information are the main data sources in
recommender systems. However, for image recommendations, image feature extraction
and user preference mining are very important, which affect the performance of the rec-
ommender system. Although some methods for image feature extraction have achieved
certain effects, they still fail to fully excavate deep information, and their effects need
to be further improved. The development of deep learning and neural networks brings
opportunities to recommender systems, but it requires large-scale data and the calculation
cost is relatively high, which limits its application in the recommendation domain to a
certain extent.

In this study, we apply knowledge transfer and attention to recommender systems.
New attention is designed based on the intrinsic relationships between image pixels.
Based on this, an image recommendation algorithm based on target alternating attention
is proposed for better recommend e-commerce users from the perspective of images.
Specifically, a user item joint recommendation method is designed to realize cross-domain
recommendations by mining hidden cross-fusion preferences between users and items.
Experimental results on the Amazon and Flickr datasets show that the proposed method is
effective in image processing and recommendations and successfully improves the ability
of image recommendations in the e-commerce field.

TAUA, as a deep-learning-based recommendation method, provides positive guid-
ance in the field of image recommendations and can be applied to more fields. However,
the multi-dimensional image feature extraction designed in this paper only trains and
classifies the categories, colors, and styles of images, which still falls short of the actual
needs of e-commerce platforms. In future work, in addition to style features, more use-
ful user features and items can be explored. The number of MCNN channels can be
expanded. Target alternating attention collects more accurate pixel contextual information,
but the computational complexity still needs to be reduced. In the future, we will try to
design a more concise attention mechanism to further reduce the complexity of image
recommendation algorithms.
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