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Abstract: Infrared signature of targets is one important approach for target detection and recognition.
When measuring the infrared signature of a target in the atmosphere, it is necessary to take the
atmospheric transmittance and atmospheric radiation between the measured target and the observer
into account. In this study, a blackbody-based approach for estimating atmospheric transmittance
and atmospheric radiation is proposed to improve accuracy. Radiometric calibration is first carried
out in the laboratory for the infrared thermal imager to determine the slope and offset used in
the linear regression. With a set of different temperatures, radiance of the blackbody and digital
number value of images are calculated. Finally, according to the analytical expressions derived, the
atmospheric transmittance and atmospheric radiation are determined, and actual radiance for the
cooperative target is calculated. Results demonstrate that the uncertainty of the actual radiance of
measured cooperative target calculated via the proposed method is lower than that by MODTRAN,
from MODTRAN at 5.7% and 16.7%, from proposed method at 2.56% and 10.2% in two experiments.

Keywords: infrared signature; atmospheric transmittance; infrared thermal imager; radiometric
calibration

1. Introduction

With the further development of infrared focal plane arrays (IRFPA), infrared remote
sensing techniques play an important role in many fields, especially in multiple military
cases for aerospace vehicles [1–4]. Infrared signature has been demonstrated much during
the last few years in feature acquisition and recognition of targets, which can provide
signature information of targets such as radiance and intensity [5–7], for different vehicles
usually represent different infrared signature.

At present, the research on the infrared radiation characteristics of targets mainly
includes two ways, namely the simulation and the experiment. In the simulation, the
mathematical radiation model is first established based on the state and the environment
of targets. Then, according to the radiation formation mechanism of targets, each compo-
nent that influences the radiation characteristic of the target is analyzed and calculated
theoretically [8–13]. Although the simulation is widely used in the study of the infrared
characteristics, due to the fact that they are not subject to the site and cost, the accuracy
and effectiveness cannot be easily verified. In contrast, the experiment that measures and
inverses the actual radiation of the target with a radiometrically calibrated infrared measur-
ing system is the direct and the only means to obtain and verify the radiation characteristics
of the measured target [14,15]. In experiments, infrared signature measurement of targets
usually consists of three steps: (1) radiometric calibration for the infrared thermal imager,
which aims at quantifying the relationship between the radiation received and the output
digital number (DN); (2) estimation of the emission and reflection from the ground and
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the atmospheric effects, such as atmospheric transmittance and path radiation, which can
be predicted by software like MODTRAN; (3) inversion of the radiation characteristics
using a model of radiation measurement, according to the target material surface emissivity,
transmittance and so on. In both approaches mentioned above, the influence caused by the
atmosphere must be inevitably corrected, especially for long range targets. However, the
estimation of atmospheric parameters and the atmospheric radiation, nowadays, mainly
depends on atmospheric transmission radiative transfer software such as LOWTRAN,
MODTRAN, and FASCODE, of which the uncertainty is merely approximately 20–30%
which is far from enough in engineering application.

In this work, a method of infrared radiation measurement based on blackbody or
an object served as a blackbody for cooperative targets is proposed, based on which the
atmospheric transmittance and the atmospheric radiation are estimated and the actual
radiation of the measured cooperative target is calculated with lower uncertainty. The
proposed method can be considered as an alternative for practical scenes when measuring
cooperative targets in engineering applications.

2. Materials and Methods
2.1. MODTRAN

Moderate Resolution Atmospheric Transmission radiative transfer code and algo-
rithm (MODTRAN) [16], developed by the U.S. Air Force Research Lab, is widely used to
calculate various atmospheric radiative transfer parameters under complex atmospheric
conditions from 0 to 50,000 cm−1, such as transmittance, et al. Models of atmosphere in
MODTRAN can be defined by users according to the theoretical calculation or measured
data, which makes the simulation and use of MODTRAN particularly flexible. In addition,
MODTRAN includes representative models of atmosphere, aerosol, cloud, and rain, and
various complex geometric conditions such as horizontal, vertical, inclined upward, and
downward transmission, which makes MODTRAN a powerful tool in the calculation of
atmospheric radiative transfer parameters.

Although MODTRAN software provides default parameters for most settings, it
would be best if measured data is input in order to approximate the real situation. For
atmospheric parameters collection, cloud and aerosol micro lidar to determine the visi-
bility and aerosol extinction profile, automatic sun tracking photometer to measure total
atmospheric transmittance and total water vapor, and meterological station to collect the
temperature, humidity, wind, pressure, et al., are often employed in the process of at-
mospheric parameters measurement. Figure 1 shows the workflow for the correction of
atmospheric transmission via MODTRAN using measured atmospheric parameters.
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Figure 1. Workflow for MODTRAN software using measured atmospheric parameters.

2.2. Theory of Infrared Radiation

The radiation obtained by an infrared thermal imager mainly includes three parts: the
self-radiation of the measured target, reflected environmental radiation, and atmospheric
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radiation [17]. The equivalent radiance from the surface of an opaque target by an infrared
thermal imager can be expressed as:

Lλ(Tr) = τaλελLbλ(T0) + τaλ(1− αλ)Lbλ(Tu) + εaλLbλ(Ta) (1)

where Tr is the radiation temperature measured with the infrared thermal imager, T0 is
the surface temperature of the object, Tu is the ambient temperature, Ta is the atmospheric
temperature, ελ is the surface emissivity of the measured object, εaλ is the atmospheric
emissivity, τaλ is the atmospheric transmittance, αλ is the surface absorptance of the object,
and Lbλ denotes the radiance emitted by the blackbody at wavelength λ.

The corresponding irradiance of entrance pupil for the infrared thermal imager is:

Eλ = A0d−2Lλ = A0d−2[τaλελLbλ(T0) + τaλ(1− αλ)Lbλ(Tu) + εaλLbλ(Ta)] (2)

where A0 is the visible area of the target corresponding to the minimum space angle of the
thermal imager, d is the distance between the target and the thermal imager, and usually
A0d−2 is considered as a constant.

Radiation power of the infrared thermal imager received for a certain wavelength is:

Pλ = Eλ Ar (3)

where Ar is the area of lens of the thermal imager.
Without considering stray radiation, which can be minimized via high projection

material and cold aperture, the total radiation of the thermal imager received PT is:

PT = τopPλ (4)

where τop is the transmittance of optical systems.
The response voltage signal Vs is referred according to [18] as:

Vs = g(RλPT + V0) (5)

where Rλ is the spectral responsivity of the infrared thermal imager, which is a constant
for a certain infrared thermal imager; V0 is the DC bias voltage; and g is the response gain
used to amplify the signal.

Vs = Ar A0d−2τopg{τaλ[ελ

∫ λ2
λ1

RλLbλ(T0)dλ + (1− αλ)
∫ λ2

λ1
RλLbλ(Tu)dλ]

+εaλ

∫ λ2
λ1

RλLbλ(Ta)dλ}+ gV0
(6)

Let
K = Ar A0d−2τopg (7)

f (T) =
∫ λ2

λ1

RλLbλ(T)dλ (8)

Equation (6) is then simplified for:

Vs = K{τaλ[ελ f (T0) + (1− αλ) f (Tu)] + εaλ f (Ta)}+ gV0 (9)

When the surface of the measured target can be treated as a gray body, according to
Kirchhoff’s law (ελ = αλ and εaλ = 1 − τaλ) and especially when the measured target is a
blackbody, Equation (9) is simplified for:

Vs = K{τaλ f (T0) + εaλ f (Ta)}+ gV0 (10)
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As the output of the infrared thermal imager, also called the digital number (DN), is
usually proportion to Vs [19], Equation (10) is transformed into:

Gs = k{τaλ[ελ f (T0) + (1− αλ) f (Tu)] + εaλ f (Ta)}+ G0 (11)

When the measured target and the infrared thermal imager are determined, the
coefficients become fixed values; the actual radiance of the measured target is:

f (T0) =

Gs−G0
k −εaλ f (Ta)

τaλ
− (1− αλ) f (Tu)

ελ
(12)

2.3. Model of Radiometric Calibration and Infrared Thermal Imager

One of the most commonly used approaches of radiometric calibration for infrared
thermal imager is that setting a blackbody source of large area to completely cover the
field-of-view (FOV) of the infrared thermal imager [20–22], as shown in Figure 2.
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Since the calibration is usually carried out in the laboratory and the thermal imager is
very close to the blackbody, the influence of the atmosphere can be ignored, ελ = αλ = 1,
τaλ = 1 and εaλ = 0. As a result, Equation (11) is simplified as:

Gs = k f (T0) + G0 (13)

where f (T0) can be calculated according to Planck’s law of radiation:

f (T0) =
1
π

∫ λ2

λ1

C1λ−5

eC2/λT0 − 1
dλ (14)

In Equation (14), C1 and C2 are called the first and second radiation constants, respectively,
with values C1 = 2πhc2 = 3.742× 10−16 W ·m2 and C2 = hc/kB = 1.4388× 10−2 m ·K,
where fundamental constants c (2.997 × 108 m/s), h (6.626 × 10−34 J s), and kB
(1.381 × 10−23 J/K) are the speed of light in vacuo, Planck’s constant, and Boltzmann’s
constant, respectively.

In the process of radiometric calibration, it is necessary to keep laboratory conditions
and thermal imager parameters unchanged. Nonuniformity correction (NUC) is often ap-
plied to make the response of each pixel identical. The procedure of radiometric calibration
for an infrared thermal imager is as follows.

1. Turn off the auto gain function of the infrared thermal imager, and set focus to infinity;
2. Apply NUC to the blackbody source;
3. Save frames of image when the temperature of blackbody source is completely stable,

then average the saved images to reduce random noises;
4. Collect DN value for the averaged images of different temperatures;
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5. Calculate the radiance according to Equation (14);
6. Change the temperature of the blackbody and repeat the steps 3–5 until all tempera-

tures are measured;
7. Fit DN value and the radiance in Equation (13) by the least square method.

The infrared thermal imager and the blackbody source used for radiometric calibration
are shown in Figure 3.
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Figure 3. The infrared thermal imager and the blackbody source. (a) Infrared thermal imager;
(b) Blackbody source.

The properties of the infrared thermal imager and the blackbody source are listed in
Tables 1 and 2, respectively.

Table 1. Properties of the infrared thermal imager.

Parameter Value

Manufacturer FLIR Systems
Model MINICORE-600Z

Band Range 3.7–4.8 µm

Resolution 640 × 512 pixel
Pixel Size 15 µm × 15 µm

Output Bit 14 bit
F# F4

Focus 30–600 mm continuous zooming
Cooling Type Stirling cooling

Table 2. Properties of the blackbody source.

Parameter Value

Manufacturer CI Systems
Model SR800-12LT

Size 305 mm × 305 mm

Temperature range −40–150 ◦C
Emissivity 0.97 ± 0.02

Uniformity ±0.03 ◦C

2.4. The Proposed Blackbody-Based Method

Although MODTRAN software is widely used to estimate the transmittance, atmo-
spheric radiation, and so on, it is only suitable for theoretical analysis not practical scenes,
for MODTRAN is mainly based on the U.S atmospheric parameters which cannot represent
the actual condition in the other places, especially in cities with heavy pollution. The
proposed method can be considered as an alternative for practical scenes. The atmospheric
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transmittance and atmospheric radiation can both be derived from Equation (11) by setting
two different temperatures denoted as T0H and T0L as follows:

GsH = k{τaλ[ελ f (T0H) + (1− αλ) f (Tu)] + εaλ f (Ta)}+ G0 (15)

GsL = k{τaλ[ελ f (T0L) + (1− αλ) f (Tu)] + εaλ f (Ta)}+ G0 (16)

Hence, the atmospheric transmittance and atmospheric radiation can be derived by
Equation (15) minus Equation (16) and Equation (15) plus Equation (16) as follows:

τaλ =
GsH − GsL

k[ελ f (T0H)− ελ f (T0L)]
(17)

εaλ f (Ta) =
1
2
· {GsH + GsL − 2G0

k
− τaλ[ελ f (T0H) + ελ f (T0L) + 2(1− αλ) f (Tu)]} (18)

Figure 4 shows the workflow for correction of atmospheric transmission using the
proposed approach.
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3. Results
3.1. Radiometric Calibration for the Infrared Thermal Imager

In the process of radiometric calibration for the infrared thermal imager, two-point
NUC is applied to ensure the uniformity of images from the blackbody source. In addition,
we use a DALSA X64-CL iPro image acquisition card to grab 100 image frames for each
temperature, and set temperatures of the blackbody increasing from 35 to 115 degrees C at
interval of 5 degrees C, with DN value of pixel (320,256) collected. The radiance calculated
according to Planck’ law of radiation and corresponding DN value are shown in Table 3.
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Table 3. Radiance and DN value collected in the radiometric calibration.

Temperature/◦C Radiance/W·m−2·str−1 DN Value

35 2.4764 1986
40 2.9356 2257
45 3.4627 2584
50 4.0649 2979
55 4.7501 3399
60 5.5267 3900
65 6.4034 4491
70 7.3896 5162
75 8.4950 5904
80 9.7299 6722
85 11.1051 7668
90 12.6318 8717
95 14.3216 9880

100 16.1866 11,295
105 18.2395 12,658
110 20.4933 15,106
115 22.9614 15,114

Table 3 indicates that the DN value is of little increase during the temperature increas-
ing from 110 degrees C to 115 degrees C. Considering the 14-bit output of the thermal
imager, it can be concluded that the DN value has reached a saturation point around 110
degrees C. Therefore, data from 110 to 115 degrees C is removed for the least square, and
only data from 35 to 105 degrees C is used. The result of the radiometric calibration under
the condition of 2 ms integration time, 300 mm focal length, is given:

Gs = 679 f (T0) + 194 (19)

with the fitted straight line using least square method shown in Figure 5.
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3.2. Experiments

We conduct an infrared radiation measuring experiment for the blackbody source in
different temperatures. The blackbody source is settled horizontally 30 m away from the
infrared thermal imager, with temperature increasing from 65 to 105 degrees C at intervals
of 10 degrees C, as shown in Figure 6.
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The radiance calculated according to Planck’ law of radiation and corresponding DN
value are listed in Table 4.

Table 4. Radiance and DN value for the blackbody test.

Temperature/◦C Radiance/W·m−2·str−1 DN Value

65 6.4034 4072
75 8.4950 5298
85 11.1051 6764
95 14.3216 8605

105 18.2395 11,207

According to Equations (17) and (18) the atmospheric transmittance τaλ and atmo-
spheric radiation εaλf (Ta) can be calculated through least square fitting in order to reduce
error, values of which are approximately 88.8% and 0.0239 W/m2/sr. In comparison with
MODTRAN, the atmospheric parameters used for the blackbody test are listed in Table 5.

Table 5. Atmospheric parameters used in MODTRAN for the blackbody test.

Atmospheric Parameters Value

Atmospheric profile Mid-latitude summer
Altitude of observer (km) 0.216

Visibility (km) 13
Humidity (%) 54

Temperature (◦C) 20
Atmospheric path horizontal

Distance from observer to target (m) 30
CO2 mixing ratio (ppmv) 370

Input these parameters listed in Table 5 into MODTRAN, the atmospheric transmit-
tance and atmospheric radiation are 83.9% and 0.0352 W/m2/sr, respectively. With all the
parameters given above, the infrared radiation of targets can be calculated by Equation (12).
The comparison of inversion results with the derivation from the analytical expression
and with MODTRAN are given in Table 6. It is obvious that the inversion results derived
by the expression in each row are closer to the actual radiance of the blackbody than that
by MODTRAN, with the maximal error of 2.56% and 5.7% by the derivation from the
analytical expression and by MODTRAN, respectively.

To extend the verification to other tests, we also carried out a field test for a fan-shaped
infrared target. Due to the relatively small size of the blackbody, we cannot acquire enough
pixels over a long distance in some cases. The target with a bigger fan-shaped infrared
target is used in the experiment, which consists of 10 pieces of heating plates, each with an
18-degree central angle, the radius of 2.25 m, and the surface emissivity of 0.52. The fan-
shaped target is shown in Figure 7, with the aluminum box of the temperature controller.
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Table 6. Comparison of inversion results for the blackbody source.

Temp
(◦C)

DN
Value

Actual
Radiance
(W/m2/sr)

Radiance with
MODTRAN

(W/m2/sr)

Error with
MODTRAN

(%)

Radiance with
Derivation
(W/m2/sr)

Error with
Derivation

(%)

65 4072 6.4034 6.7654 5.6 6.4348 0.48
75 5298 8.4950 8.9174 4.9 8.4696 0.29
85 6764 11.1051 11.4908 3.4 10.9010 1.83
95 8605 14.3216 14.7224 2.7 13.9552 2.55
105 11,207 18.2395 19.2899 5.7 18.2731 0.18
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Two pieces of plates are chosen in the experiment, with the temperature increasing
from 35 to 50 degrees C at intervals of 3 degrees C and with the ambient temperature of
28 degrees C, shown in Figure 8.
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The atmospheric parameters for the fan-shaped target test are listed in Table 7.
The transmittance and atmospheric radiation are calculated by Equation (12) with

values of 73.3% and 1.17 W/m2/sr, while by MODTRAN with values of 72.3% and
1.34 W/m2/sr, respectively. Table 8 shows the comparison of inversion results for the
two hearting plates, indicating that for each row, the radiance derived from the analytical
expression is also closer to the actual radiance than that from MODTRAN over a relatively
long distance, with the maximal error of 10.2% and 16.7% by the derivation from the
analytical expression and by MODTRAN, respectively.



Appl. Sci. 2023, 13, 4832 10 of 12

Table 7. Atmospheric parameters used in MODTRAN for the fan-shaped target test.

Atmospheric Parameters Value

Atmospheric profile Mid-latitude summer
Altitude of observer (km) 0.22

Visibility (km) 13
Humidity (%) 45

Temperature (◦C) 28
atmospheric path slant

distance from observer to target (m) 1560
CO2 mixing ratio (ppmv) 370

Table 8. Comparison of inversion results for heating plates.

Temp
(◦C)

DN
Value

Actual
Radiance
(W/m2/sr)

Radiance with
MODTRAN

(W/m2/sr)

Error with
MODTRAN

(%)

Radiance with
Derivation
(W/m2/sr)

Error with
Derivation

(%)

35 1630 2.4764 2.0611 −16.7 2.4789 0.10
38 1701 2.7442 2.3392 −14.8 2.7532 0.33
41 1823 3.0354 2.8171 −7.2 3.2246 6.2
44 1944 3.3515 3.2911 −1.8 3.6922 10.2
47 1978 3.6941 3.4243 −7.3 3.8235 3.5
50 2041 4.0649 3.6711 −9.7 4.0669 0.05

4. Discussion

For long distance infrared signature of targets in the field, the inversion uncertainty is
mainly affected by (1) the uncertainty of the radiometric calibration, (2) the uncertainty of
the estimation for the atmospheric transmittance and atmospheric radiation, and (3) the
uncertainty of the environmental condition changes in the field, such as temperature,
wind, etc., other than that in the laboratory. Among these factors mentioned above, the
uncertainty in the radiometric calibration, i.e., values of k and G0 in Equation (13), under
current measuring conditions is approximately 6% for a medium-wave infrared thermal
imager [22]. The uncertainty in the estimation of the atmospheric transmittance and
atmospheric radiation, depending on meteorological equipment and MODTRAN, is about
20–30%; and the environmental differences between the field and the laboratory is usually
10%. As a result, the uncertainty of the measurement for the infrared thermal imager can
be calculated by the root mean square of the three factors listed above, approximately
23.2–32.2%. In our experiments, the inversion uncertainty derived from the analytical
expression and by MODTRAN is 2.56%, 10.2% and 5.7%, 16.7%, respectively, both of which
are acceptable according to the above analysis. It is obvious that the uncertainty derived
from the analytical expressions is lower than that by MODTRAN for cooperative targets,
i.e., targets that can be easily placed a blackbody or an object that served as a blackbody
nearby. However, for non-cooperative targets such as an enemy vehicle, we can only
employ MODTRAN to estimate the radiation of targets theoretically.

5. Conclusions

In this paper, a blackbody-based approach for estimating the actual radiation of
measured cooperative target is proposed. Firstly, radiometric calibration is carried out
in the laboratory for the infrared thermal imager to determine the slope and offset used
in the linear regression. Then, the radiance of the blackbody and digital number value
of images are calculated with a set of different temperatures. Finally, according to the
analytical expressions derived the atmospheric transmittance and atmospheric radiation
are determined, and actual radiance for the cooperative target is calculated. Lab and field
tests demonstrate that the uncertainty of the actual radiance of measured cooperative
target calculated via the proposed method is lower than that by MODTRAN, which can
be considered as an alternative for practical scenes when measuring cooperative targets
in engineering application. Future studies will mainly focus on lowering the uncertainty
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for non-cooperative targets over long distances, which aims to reduce the impact of the
atmospheric transmission to improve furtherly the infrared radiation of measured targets.
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