

  applsci-13-04965




applsci-13-04965







Appl. Sci. 2023, 13(8), 4965; doi:10.3390/app13084965




Article



Controller for an Asymmetric Underactuated Hovercraft in Terms of Quasi-Velocities



Przemyslaw Herman[image: Orcid]





Institute of Automatic Control and Robotics, Poznan University of Technology, ul. Piotrowo 3a, 60-965 Poznan, Poland; Tel.: +48-61-224-4500







Academic Editors: Nasser A. Saeed and Tarek Saleh Amer



Received: 13 March 2023 / Revised: 5 April 2023 / Accepted: 13 April 2023 / Published: 14 April 2023



Abstract

:

In this paper, a nonlinear controller for tracking a desired trajectory for an underactuated hovercraft is considered. It is a modification of a method known from the literature. However, the control algorithm considered here has two important features that differ from the mentioned control strategy. First, it concerns the case when the center of mass does not coincide with the geometric center, which results in additional forces and moments of force. The lack of symmetry causes the original trajectory tracking method not to take this fact into account, while the proposed approach is a generalization of the known concept. Here, a diagonalization of the inertia matrix has been applied, by means of a velocity transformation, which made it possible to reduce the symmetric matrix to a diagonal form. Secondly, the transformed quasi-velocity equations of motion allow some insight into the dynamics of the vehicle as it moves, which was not shown in the source work. The offered approach was verified by numerical tests for a hovercraft model with three DOF and for two desired trajectories. The method can be useful in preliminary simulation studies at the controller selection stage without experimental validation.
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1. Introduction


Underactuated vehicles, i.e., those that do not have all the control signals, have enjoyed growing interest for many years. This is due to the fact that their cost can be lower than fully actuated vehicles and their design can be simplified. To this group of vehicles belong hovercrafts. The control methods used can be divided from various points of view. They can be distinguished, for example, on the basis of the mathematical description, design or control task being carried out. Mostly considered is a model with three DOF for a vehicle moving horizontally. One of the criteria adopted here is the implementation of the controller into either the vehicle earth-fixed (inertial) frame or body-fixed body frame. Of the works concerning the first group, the following can be mentioned: [1] (nonlinear receding horizon control with real-time optimization), [2] (stabilization, fuzzy control), [3,4] (tracking control with two loops), [5] (LQR trajectory tracking), [6,7] (sliding mode control) and [8] (flatness-based tracking control). Trajectory tracking and path-following control schemes are discussed in the following: [9,10] (Lyapunov-based approach with backstepping) and [11] (Lyapunov-based approach with adaptive switching supervisory control). Despite the universality of the schemes, they have been applied to the hovercraft described in the inertial frame.



However, there are also many works belonging to the second group. An article on the stabilization of the hovercraft in [12] can be pointed out here. A modified genetic algorithm together with a fuzzy proportional integral derivative controller was presented in [13]. Trajectory tracking schemes based on a differential flatness property were proposed in [14,15,16]. Other methods used a flatness property with generalized proportional integral (GPI) control [17], backstepping [18], active disturbance rejection control, differential flatness or reinforcement learning [19]. Modified by disturbances, the model was used for tracking control in [20] (higher-order sliding mode control). A Lyapunov-based backstepping technique tracking algorithm was proposed in [9]. A strategy composed of the line-of-sight guidance law with a neural network-based adaptive dynamic inversion for the underactuated hovercraft following a prescribed path was found in [21]. The solution to the tracking control problem with simultaneous parameter identification was given in [22]. In [23], trajectory tracking and path following algorithms were developed for a hovercraft vehicle in the presence of uncertain parameters and unknown external disturbances, using the backstepping technique. An article [24] discussed and verified the design and trajectory tracking controller for an underactuated hovercraft using an observer, with unmeasured linear velocity and subject to time-varying disturbances. Another approach to trajectory tracking, namely based on the state transformation technique and cascade method, combined with a transverse function was proposed in [25]. In [26], it was shown that the quantitative feedback theory (QFT) technique provided an approach as well as a feasible control design methodology to solve the tracking problem of a nonlinear multivariable underactuated hovercraft, by using a manageable approach to nonlinear QFT synthesis based on the local linearization of the nonlinear plant about appropriate closed-loop outputs. It is also possible to adapt known control methods related to marine vehicles in horizontal motion. However, this requires careful verification because under some operating conditions such algorithms are unreliable, as was examined in [27].



Control methods can also be divided according to the design of the vehicle, that is, when only motors or motors and a rudder are used. If the vehicle has only thrusters, then schemes, e.g., from [4,5,6,9,17,19,20,25], can be proposed. On the other hand, when the hovercraft is equipped with a thruster and rudder, the relevant methods are as presented in [8,22,23,24]. The design of the vehicle is not a barrier to the applicability of methods with thrusters when equipped with a rudder because there are formulas for converting forces and moments of force as given in [23], recalling work from [28].



In this work, the trajectory tracking control scheme in the body-fixed frame for underactuated hovercrafts is considered. The proposed algorithm is a modification of the known controller developed in [22]. This modification extends the original scheme to non-symmetric vehicles. In the classical dynamics model, the vehicle is assumed to be symmetric which means that any inaccuracies in the model must be reduced using a controller. Furthermore, mutual interference between variables is also neglected in such a model. With this approach, we lose insight into the dynamics of the system, but we can effectively accomplish the task of trajectory tracking. The proposed algorithm addresses the trajectory tracking desired for a non-symmetric vehicle model. Such a model is closer to the real vehicle because it takes into account the fact of inaccuracy of the position of the center of mass as well as the external interactions on the individual variables. This is the case when the vehicle is not fully balanced or is carrying additional mass, which shifts the center of symmetry. The dynamics model is based on a velocity transformation which leads to a diagonalized inertia matrix. As a consequence, the new inertia matrix has a diagonal form and the unaccounted quantities are shifted to the other components of the dynamics equation. In addition, the control method by such a model can be used for simulation tests, which will help in later experimental studies. It can also be useful at the design phase when the model parameters can still be changed.



The contributions of this paper can be given as follows:




	(1)

	
The proposed algorithm, unlike the scheme in [22] and many other algorithms, is suitable for asymmetric vehicles in the horizontal plane. Thus, it is an extension of the known control concept to a more general class of vehicles.




	(2)

	
The theoretical development concerns the inclusion in the control algorithm of components related to the fact that the geometric center does not coincide with the center of mass. These components are then introduced into the stability proof of the system. In addition, the dynamic model of the vehicle is transformed to velocity space and, as a result of this transformation, new variables include the parameters of this model. Consequently, the combination consisting of a velocity transformation and a control algorithm yields a useful tool for estimating the behavior of a vehicle during trajectory tracking.




	(3)

	
The simulation verification of the proposed trajectory tracking algorithm for estimating the effect of mutual coupling between velocities and evaluating the reduction in kinetic energy by each quasi-velocity (which includes coupling with other variables).




	(4)

	
Pointing out some performance differences between the IQV-based control scheme and two other selected algorithms that use a diagonal inertia matrix model.









The remainder of this paper is organized as follows. In Section 2, the hovercraft model in terms of quasi-velocities is shown. The tracking control algorithm is presented in Section 3. Section 4 contains the simulation results of the confirmed effectiveness of the proposed controller. The conclusions are summarized in Section 5. At the end of the work, there is Appendix A.




2. Hovercraft Model


The model of a hovercraft moving horizontally that is considered in this work is shown in Figure 1.



Using the North-East-Down (NED) frame (the inertial frame), the position and orientation of the vehicle is   η =   [ x , y , ϕ ]  T   . Based on [22,29], the equations of motion of the hovercraft moving horizontally can be written as follows (symbols are explained in Appendix A):


      η ˙  = R  ( ϕ )  ν ,     



(1)






     M  ν ˙  = − C  ( ν )  − D  ( ν )  + τ ,     



(2)




where   ν =   [ u , v , r ]  T    denotes the vector of velocities in the body frame (containing the surge velocity, the sway velocity and the yaw velocity). If the hovercraft is equipped with thrusters and a rudder, then the  τ  vector can be written as follows [22]:



  τ =   [  b T  T cos ψ ,   b T  T sin ψ ,  a  b T  T sin ψ ]  T   . The remaining matrices and vectors have the following forms:


      M =      m     0      − m  y g       0     m      m  x g        − m  y g       m  x g      J      ,  R  ( ϕ )  =      cos ϕ     − sin ϕ    0      sin ϕ     cos ϕ    0     0   0   1     ,           C  ( ν )  =       − m v r − m  x g   r 2        m u r + m  y g   r 2        m  x g  u r − m  y g  v r      ,  D  ( ν )  =        d  u 0   sign  u +  d u  u +  d  u r   r        d  v 0   sign  v +  d v  v +  d  v r   r        d  r 0   sign  r +  d  u r   u +  d  v r   v +  d r  r      ,     



(3)




in which m, J are the vehicle mass and inertia, respectively;   y g  ,   x g   are the mass displacements;    d  0 u   ,  d  0 v   ,  d  0 r     mean the friction coefficients; and coefficients    d u  ,  d v  ,  d r   ,    d  u r   ,  d  v r     represent linear drag.



Comment. In Equations (1)–(3), there are mass components, coefficients of friction linear drag and displacements. In the proposed method, it is not necessary to know the exact displacements (after transformation their influence is small but rather the mass components   m  x g   ,   m  y g    are important). Although these are difficult to determine for a real vehicle, there are methods by which such information can be obtained. For example, one can use the parameter identification methods described in [22,30] for a hovercraft (a more detailed description of the general method is also known from [31]).



After velocity transformation, e.g., [32], the new equations instead of (2) are of the form


     N  ζ ˙  = −  Υ T  C  ( ν )  −  Υ T  D  ( ν )  +  Υ T  τ ,     



(4)






     ν = Υ ζ ,       Υ =     1   0    Υ 13      0   1    Υ 23      0   0   1     ,  N =  d i a g   {  N 1  ,  N 2  ,  N 3  }  ,     



(5)




where   ζ =   [  ζ 1  ,  ζ 2  ,  ζ 3  ]  T    is the vector of inertial quasi-velocities. Other symbols mean    N 1  = m  ,    N 2  = m  ,    N 3  = J − m  (  x g 2  +  y g 2  )   ,    Υ 13  =  y g   ,    Υ 23  = −  x g   .



Equations of motion instead of (4) and (5) can be written as follows:


       ζ 1  = u −  Υ 13  r ,     



(6)






       ζ 2  = v −  Υ 23  r ,     



(7)






       ζ 3  = r ,     



(8)






       N 1    ζ ˙  1  = m v r + m  x g   r 2  −  d  u 0   sign  u −  d u  u −  d  u r   r +  b T  T cos ψ ,     



(9)






       N 2    ζ ˙  2  = − m u r − m  y g   r 2  −  d  v 0   sign  v −  d v  v −  d  v r   r +  b T  T sin ψ ,     



(10)






       N 3    ζ ˙  3      = − m  x g  u r + m  y g  v r −  d  u r   u −  d  v r   v −  d  r 0   sign  r −  d r  r        − a  b T  T sin ψ +  Υ 13   b T  T cos ψ +  Υ 23   b T  T sin ψ .     



(11)







Finally, after dividing into two sub-systems, the set of Equations (6)–(11) can be given in the compact vector matrix form:


      p ˙  =  R 1   ν  t r   ,     



(12)






       R ˙  1  =  R 1  S   ζ 3  ,     



(13)






     m   ζ ˙   t r   = − m S  ν  t r   + f ;     



(14)






      N 3    ζ ˙  3  =  τ r  ,     



(15)




where    v  t r   =   [ u   v ]  T    is the linear velocity vector,     ζ ˙   t r   =  [  ζ 1     ζ 2  ]    is the corresponding quasi-velocity vector,    R 1  =      cos ϕ     − sin ϕ       sin ϕ     cos ϕ       ,   S =     0    − 1      1   0       and


      f =      m  x g   r 2  −  d  u 0   sign  u −  d u  u −  d  u r   r +  b T  T cos ψ       − m  y g   r 2  −  d  v 0   sign  v −  d v  v −  d  v r   r +  b T  T sin ψ      ,     



(16)






      τ r      = − m  x g  u r + m  y g  v r −  d  u r   u −  d  v r   v −  d  r 0   sign  r −  d r  r        − a  b T  T sin ψ +  Υ 13   b T  T cos ψ +  Υ 23   b T  T sin ψ .     



(17)







Assumption 1. 

The presence of a discontinuous function   s i g n ( a r g )   (  a r g   denotes the argument of the function) in the system model makes the whole system a discontinuous system. Thus, in order to ensure the continuity condition of the system model, the condition   s i g n ( a r g ) ≈ t a n h ( c · a r g )   (where c is a constant value that provides a good enough approximation) is assumed to be acceptable.





Assumption 2. 

Considering Assumption 1, it is also assumed that the functions used for the controller design can also be approximated by   t a n h ( c · a r g )   functions. This approach to the approximation of signals of the controller is known from the literature, for example, [33,34]. In the   t a n h ( c · a r g )   functions, the constant c has the same value for both the model and the controller.





Comment. The notation of the   s i g n   function in the following work has been retained because of the symbolism used in the original paper [22]. Here, however, such notation should be understood as the   t a n h   function.




3. Control Scheme Using Quasi-Velocities


The proposed controller is a modification of the one coming from [22] and is an extension to vehicles with a model that takes into account the asymmetry caused by the shift of the center of mass. Thus, the goal is to also track the desired trajectory   p d  , which has a fixed point defined in the body frame   δ ∈  R 2   . The disturbances are not taken into account. This means that the algorithm only considers the friction model as presented in Section 2, while it does not handle other types of external disturbances (deterministic or stochastic).



The tracking error   z 1   is introduced as a measure of accuracy. Calculating its time derivative, one has


       z 1  = p −  p d  +  R 1   δ ,     z 2  =   z ˙  1  =  R 1   v  t r   −   p ˙  d  +  R 1  S  δ   ζ 3  ,    δ =   [  δ x    0 ]  T  .     



(18)







Recalling now (6) and (7), denoting    Υ 3  =   [  Υ 13     Υ 23  ]  T   , one obtains    ν  t r   =  ζ  t r   +  Υ 3   ζ 3    and its time derivative     ν ˙   t r   =   ζ ˙   t r   +  Υ 3    ζ ˙  3   . Thus, the time derivative of   z 2   has the following form:


        z ˙  2  =  R 1  S  v  t r    ζ 3  +  m  − 1    R 1   ( − m S  v  t r    ζ 3  + f + m  Υ 3   N 3  − 1    τ r  )  −   p ¨  d  +  R 1   S 2   δ   ζ 3 2  +  R 1  S  δ   N 3  − 1    τ r  .     



(19)







The following LFC is proposed:


      V =  1 2   k 1   z 1 T   z 1  +  1 2   z 2 T   z 2  + μ  z 1 T   z 2  ,     



(20)




where    k 1  > 0  ,   μ > 0   are some coefficients. Determining analogously as in [22] the time derivative of V, one obtains


       V ˙  = − A  (  z 1  ,  z 2  )  +   ( μ  z 1  +  z 2  )  T   (   z ˙  2  +  k 1   z 1  +  k 2   z 2  )  ,     



(21)




with


      A  (  z 1  ,  z 2  )  =  k 1  μ  z 1 T   z 1  +  k 2  μ  z 1 T   z 2  +  (  k 2  − μ )   z 2 T   z 2  ,     



(22)




and    k 2  > 0  . Moreover, in order to guarantee that   A (  z 1  ,  z 2  )   and   V (  z 1  ,  z 2  )   are positively definite, it is assumed that [22]


  μ <   k 1   ,  μ <   4  k 1   k 2    4  k 1  +  k 2 2    .  



(23)







Using    z ˙  2   and grouping the terms, Equation (21) can be written in the form:


       V ˙  =     − A  (  z 1  ,  z 2  )  +   ( μ  z 1  +  z 2  )  T   R 1  · ( B  T      cos ψ       sin ψ      +  m  − 1    f 0         −  R 1 T    p ¨  d  −      δ x      0      ζ 3 2  +      Υ 13        Υ 23  +  δ x        N 3  − 1    τ  r 0   +  R 1 T   (  k 1   z 1  +  k 2   z 2  )  ) ,     



(24)




where


      B =  b T       β 11     β 12       β 21     β 22      =  b T        m  − 1   +  N 3  − 1    Υ  13  2      −  N 3  − 1    Υ 13   ( a −  Υ 23  )         (  Υ 23  +  δ x  )   N 3  − 1    Υ 13       m  − 1   −  (  Υ 23  +  δ x  )   N 3  − 1    ( a −  Υ 23  )       ,     



(25)






       f 0  =      m  x g   r 2  −  d  u 0   sign  ( u )  −  d u  u −  d  u r   r       − m  y g   r 2  −  d  v 0   sign  ( v )  −  d v  v −  d  v r   r      ,     



(26)






       τ  r 0   = − m  x g  u r + m  y g  v r −  d  u r   u −  d  v r   v −  d  r 0   sign  ( r )  −  d r  r .     



(27)







Under such conditions, a stabilizing controller should be designed in order to track the system error.



Theorem 1. 

It is assumed that the equations of motion of a hovercraft expressed in terms of quasi-velocities can be written as (6)–(11), with the external force (16) and (17) taking into consideration the states (18) and the bounded desired trajectory   p d   and bounded its time derivative. If an invertible matrix B (25) is selected, this means that


    β 11   β 22  −  β 12   β 21  ≠ 0 ,   



(28)




and the control thrust T as well as the rudder angle ψ are used in the form


       T       cos ψ         sin ψ           = −  B  − 1   (  m  − 1    f 0  −  R 1 T    p ¨  d  −      δ x      0      ζ 3 2  +      Υ 13        Υ 23  +  δ x        N 3  − 1    τ  r 0           +  R 1 T   (  k 1   z 1  +  k 2   z 2  )   ) ,     



(29)




with    k 1  > 0  ,    k 2  > 0  , and then origin of the dynamical system of the system is globally exponentially stable.





Proof. 

Taking into account (23), the LFC (20) is radially unbounded and positive definite function. Applying the controller (29) into (24), the closed-loop time derivative as well as the LFC lead to


       V ˙  = − A  (  z 1  ,  z 2  )  .     



(30)







Thus, from Lyapunov’s direct method (a simple convergence lemma [35] (p. 91)), one obtains


       V ˙   ( t )  ≤ − α V  ( t )  ,     



(31)






      V  ( t )  ≤ V  ( 0 )    e  − α  t   ,     



(32)




where  α  is a real positive number. Hence, it can be concluded that the origin of the error system is globally exponentially stable. □





Zero dynamics question. Because    ζ 3  = r  , the analysis of the zero dynamics is thus analogous as in [22] but not direct. So, let us consider this issue.



The angular kinetic energy of the hovercraft is given in the form


       V r  =  1 2  r .     



(33)







Using (8), (11), the controller (29) and calculating the time derivative of    V ˙  r  , one obtains


        V ˙  r  =     r  N 3  − 1    ( − m   x g  u r + m  y g  v r −  d  u r   u −  d  v r   v −  d  r 0   sign  r −  d r  r         − a  b T  T sin ψ +  Υ 13   b T  T cos ψ +  Υ 23   b T   T sin ψ ) .      



(34)







Taking into account   z 2   (18),  δ , and denoting    e 2  =   [ 0   1 ]  T   , it can be written as follows:


     v =  e 2 T   R 1 T   (  z 2  +   p ˙  d  )  −  δ x  r .     



(35)







In addition, the inverse matrix to matrix B is of the form


       B  − 1   =  b T  − 1         β ¯  11      β ¯  12        β ¯  21      β ¯  22      ,     



(36)




where     β ¯  11  =  β 22  / P  ,     β ¯  12  = −  β 12  / P  ,     β ¯  21  = −  β 21  / P  ,     β ¯  22  =  β 11  / P   (  P =  β 11   β 22  −  β 12   β 21   ).



The sway velocity v (35) is applied in the time derivative    V ˙  r  . Thus, (34) can be rewritten as follows:


        V ˙  r  = −  N 3  − 1   r   d  r 0   sign  r + ( −  N 3  − 1    d r   r 2  +  N 3  − 1   r  ( − m  x g  u  r 2  + m  y g  v  r 2  −  d  u r   u −  d  v r   v )         −  N 3  − 1   r  [ 1   1 ]        Υ 13      0      0      (  Υ 23  − a )            β ¯  11      β ¯  12        β ¯  21      β ¯  22      (  m  − 1        m  x g   r 2  −  d  u 0   sign  ( u )  −  d u  u −  d  u r   r       − m  y g   r 2  −  d  v 0   sign  ( v )  −  d v  v −  d  v r   r             +  R 1 T   (  k 1   z 1  +  k 2   z 2  −   p ¨  d  )  −      δ x      0      r 2  +      Υ 13        Υ 23  +  δ x        N 3  − 1    ( − m   x g  u r + m  y g  v r        −  d  u r   u −  d  v r   v −  d  r 0   sign  ( r )  −  d r   r )   ) ) .    



(37)







Denoting now


      Ξ = −  N 3  − 1    d r   r 2  +  N 3  − 1   r  ( − m  x g  u  r 2  + m  y g  v  r 2  −  d  u r   u −  d  v r   v )         −  N 3  − 1   r  [ 1   1 ]        Υ 13      0      0      (  Υ 23  − a )            β ¯  11      β ¯  12        β ¯  21      β ¯  22      (  m  − 1        m  x g   r 2  −  d  u 0   sign  ( u )  −  d u  u −  d  u r   r       − m  y g   r 2  −  d  v 0   sign  ( v )  −  d v  v −  d  v r   r             +  R 1 T   (  k 1   z 1  +  k 2   z 2  −   p ¨  d  )  −      δ x      0      r 2  +      Υ 13        Υ 23  +  δ x        N 3  − 1    ( − m   x g  u r + m  y g  v r        −  d  u r   u −  d  v r   v −  d  r 0   sign  ( r )  −  d r   r )   ) ,    



(38)




one obtains


        V ˙  r  = −  N 3  − 1   r   d  r 0   sign  r + Ξ .     



(39)







The following theorem can now be proposed.



Theorem 2. 

Consider the closed loop consisting of the system described by (12)–(15) together with the trajectory tracking controller (29). For any length of the arm a, there is a constant   ρ > 0   such that if the control point meets the condition    | |   δ x   | |  < ρ  , inequality (28) is true, and additionally   Ξ < 0  , then the linear velocity    v  t r   =   [ u   v ]  T    and the vehicle angular velocity r are bounded.





Proof. 

Based on Theorem 1, it can be concluded that tracking errors   z 1   and   z 2  , vehicle parameters in (2) and (3) (the mass, the inertia moment, the displacements and the drag coefficients) and the reference trajectory and its derivatives are bounded. If condition   Ξ < 0   is satisfied, then     V ˙  r  ≤ 0   and the boundedness of r is ensured. However, because component (38) has a complex form, it is necessary to pay attention to the design parameters and model parameters to guarantee this condition. Design parameters   a ,  δ x    can be chosen small enough to reduce the impact of unwanted components. In addition, the values of the components for vehicle asymmetry   m  x g   ,   m  y g    must not be too large (because it affects   Υ 13   and   Υ 23  ). The values of the drag due to asymmetry   d  u r   ,   d  v r    and components    m  − 1    d u    and    m  − 1    d v    should also be small. To sum up this consideration, it can be said that the influence of components due to asymmetry should be limited. When such conditions are met, it is possible to guarantee that   Ξ < 0  . In this case, r will be bounded. Given the definition of tracking error   z 2   and the boundedness of   z 2   and r, one can deduce that the linear velocities u, v are also bounded. □






4. Simulation Results


Proposed verification method. The simulation study was based on the following assumptions:




	(1)

	
A hovercraft model with parameters similar to those of a vehicle known from the literature was selected;




	(2)

	
Two curvilinear trajectories were selected for tracking;




	(3)

	
Comparative tests were carried out for the proposed control algorithm based on quasi-velocities, the algorithm using the TSMC method and the original algorithm from [22];




	(4)

	
The test results were compared on the basis of the assumed set of criteria and indexes.









Comment. The thrust saturation effect is sometimes taken into account in the control algorithm, such as [36,37]. However, when the thruster saturation effect is not significant, then this problem is ignored [38,39]. Such a situation occurs when the desired trajectories have an uncomplicated mathematical form, and the thrust saturation effect is only a temporary or sporadic phenomenon.



4.1. Hovercraft Model and Test Conditions


The purpose of the numerical simulations was to verify the effectiveness of the control algorithm under near-real conditions for two vehicles with different dynamics. This meant that the operating conditions had to be chosen so as not to exceed the maximum forces and torques that could be obtained from the thrusters. In addition, the velocity values could not exceed those that are achievable by each vehicle.



The parameters of the hovercraft adopted for testing are similar to those contained in [21]. They are collected in Table 1. The simulations were performed using the software from [40] (Matlab/Simulink source codes) but modified for an algorithm containing an asymmetric inertia matrix and for quasi-velocities. In this program, in order to avoid discontinuities in the system, the   s i g n   function was approximated by   t a n h   functions as used in the literature, e.g., [34,41].



The vehicle models under consideration have vastly different dynamics, which makes it possible to verify the suitability of the control algorithm for different vehicles.



Moreover, the center of mass is shifted, i.e.,    x g  = 0.1   m,    y g  = 0.1   m, and the desired trajectory position profiles    p d  =   [  x d  ,  y d  ]  T    were selected as follows:


       p  d 1   =   0.2  t ,  7 sin ( 0.05  t )  T  ,     



(40)






       p  d 2   =   0.2  t ,  0.5  t sin ( 0.02  t ) + 0.3 t cos ( 0.12  t ) + 0.22  t  T  .     



(41)







Other parameters applied are as follows:   a = 0.5   m,    b T  = 0.5   m and    δ x  = 0.005   m. The first is the sine trajectory, whereas the second is a complex trajectory. The initial points for the hovercraft were    p 0  =   [ 0 ,  1.0 ]  T   . The saturation of the control signal was   | T cos ψ | ≤ 30   N,   | T sin ψ | ≤ 30   N. A comparison of the simulation results for two different set trajectories can be useful at the stage of trajectory design to perform the set task. The simulations were performed using Matlab/Simulink, the method ODE 3 (Bogacki–Shampine), the time of motion   t = 30   s and the time step   Δ t = 0.05   s.




4.2. Performance Indexes and Evaluation Criteria


A performance test and a test of changes in motion dynamics were used to verify the proposed control scheme. The following quantities were applied to estimate the performance:




	(1)

	
The mean integrated absolute error, i.e.,   M I A =  1   t f  −  t 0     ∫  t 0   t f    |  χ e   ( t )  |  d t  , where    χ e  = Δ  p x  , Δ  p y  , Δ  ζ 1  , Δ  ζ 2   ;




	(2)

	
The mean integrated absolute control, i.e.,   M I A C =  1   t f  −  t 0     ∫  t 0   t f    | P  ( t )  |  d t  , where   P = T cos ψ , T , sin ψ  ;




	(3)

	
The root mean square of the tracking error, i.e.,   R M S =    1   t f  −  t 0     ∫  t 0   t f     e ( t )  2  d t    , with    e ( t )  =   Δ  p x 2  + Δ  p y 2      (  Δ  p x   ,   Δ  p y    mean the position error in the reference frame).









The estimation of the effects of the dynamics is carried out by means of the following quantities [42,43]:




	(1)

	
The kinetic energy for the total vehicle and corresponding to each quasi-velocity, i.e.,    K T  =  1 2   ν T  M ν =  1 2   ζ T  N ζ =  1 2   ∑  i = 1  3   N i   ζ i 2  =  ∑  i = 1  3   K i   .




	(2)

	
The mean kinetic energy relating to each quasi-velocity and the total kinetic energy:    K m  =  m e a n    ( K )  =  ∑  i = 1  3   m e a n    (  K i  )   .




	(3)

	
The deformation of each velocity resulting from dynamic coupling, i.e.,   Δ  ζ i  =  ζ i  −  ν i   , where   i = 1 , 2 , 3  .










4.3. Simulation Tests Conducted


The parameters of the controllers were determined based on the method given in [27]. According to this procedure, the parameters are grouped according to the function played in the control algorithm. Their tuning and analysis of the results consists of visualizing the position errors of the values of the parameters in the same group (the other parameters have unit values of the values, and if they are too large, they should be reduced so that they are close to zero). If the values of several parameters (or one when it is enough) lead partially to the goal, e.g., the convergence of the position errors is acceptable, then the effect of other enhancements on the effectiveness of the controller can be studied. If the quality of the control improves, tuning is performed. With promising results, we change the values of the next group of parameters and check whether the position errors have improved.



4.3.1. Test of Quasi-Velocity Based Controller


The set of control parameters to ensure acceptable tracking results was (for both kind of desired trajectories)


      k 1  = 5.0 ,    k 2  = 5.0 .     



(42)







These gains were obtained by tuning the control algorithm, i.e., increasing the values from 1 to such values that guaranteed acceptable trajectory tracking accuracy (taking into account the other operating conditions).



Sine trajectory. As is evident in Figure 2a, the set trajectory is tracking correctly and the position errors (presented in Figure 2b) in the x and y directions are tending to near zero after about 5 s. As can be observed in Figure 2c, the non-steady state for the control signals disappears after about 15 s of movement. Figure 2d demonstrates that at a similar time, this condition disappears for hovercraft velocities. Additional information about the effect of dynamic parameters on movement is obtained from changes in the value of   Δ  ζ 1  , Δ  ζ 2    as seen in Figure 2e. Because the displacement values of the center of mass position are the same in the x and y directions,   Δ  ζ 1  , Δ  ζ 2    are therefore symmetrical. Figure 2f presents the evolution of kinetic energy when the vehicle is in motion. Using this graph, it is possible to determine which variable causes more or less kinetic energy consumption, assuming dynamic parameters and a desired trajectory. This can be used to design the vehicle and for planning its movement.



Complex trajectory. Figure 3 shows the results of the analogous tests conducted for the complex trajectory. It can refer, for example, to a situation in which the vehicle should avoid a fixed obstacle. As can be seen in Figure 3a, the algorithm works properly and the desired trajectory is tracked efficiently. This observation is also confirmed in Figure 3b. However, from Figure 3c, it is apparent that the values of the applied force components do not reach a steady state but are constantly changing and, moreover, are larger than for a sine trajectory. A similar phenomenon can be seen in Figure 3d, which shows the velocities of the vehicle. The changes in the   Δ  ζ 1  , Δ  ζ 2    values are larger than before but also symmetrical (for the same reason as previously), as observed in Figure 3e. The kinetic energy changes, as shown in Figure 3f, have larger values than for the sinus trajectory, and their waveforms are considerably different from the previous ones. So, the selection of the trajectory significantly affects the consumption of this energy.



In order to obtain more objective information, other indexes were used to evaluate the achieved results. The corresponding values of the controller’s performance are summarized in Table 2.



From the values of the MIA indexes, it can be seen that the tracking accuracy is comparable for both selected trajectories. The   Δ  ζ 1  , Δ  ζ 2    indexes have larger values for the complex trajectory, which means that the velocities are more deformed for such a trajectory. The observations regarding the larger values of the applied force components when using a complex trajectory instead of a sinus trajectory were confirmed. However, the RMS value was lower for this trajectory; therefore, it is somewhat more accurately tracked. On the other hand, the kinetic energy consumption was indeed higher for the complex trajectory (the observations from the graphs were confirmed). However, it is also interesting to know which quasi-variable is the reason for this energy consumption. For the sine trajectory, it was calculated that    K 1  = 0.4321 ,  K 2  = 0.1265 ,  K 3  = 0.1469   J, and for the complex trajectory    K 1  = 0.6854 ,  K 2  = 0.2661 ,  K 3  = 0.2278   J. As can be seen from the calculations, the most kinetic energy is consumed by the variable   Δ  ζ 1    which corresponds to the movement in the longitudinal direction.



Robustness issue. In addition, the robustness of the proposed algorithm to changes in the hovercraft parameters was examined. The inaccuracy of the model parameters was assumed as W = 0.5 (50%).



It turned out that the controller was equally effective in this case (only small index values were obtained), except for kinetic energy, which had higher values (Figure 4) due to the fact that the vehicle had a greater mass and moment of inertia, or a greater displacement of the center of mass. The increase in the value of the kinetic energy is proportional to the increase in the value of the dynamic parameters. For the sine trajectory, it was calculated that    K m  = 1.0511 ,  K 1  = 0.6599 ,  K 2  = 0.11784 ,  K 3  = 0.2128   J, and for the complex trajectory    K m  = 1.7586 ,  K 1  = 1.0355 ,  K 2  = 0.3873 ,  K 3  = 0.3357   J.




4.3.2. Comparison with Terminal Sliding Mode Controller


In order to compare the performance and capabilities of the proposed control scheme, the simulation tests were conducted for the same hovercraft model and the same desired trajectories but using a different control method. An algorithm based on the terminal sliding mode control (TSMC) method proposed in [44] was chosen. The following considerations were followed:




	(1)

	
According to the cited reference, the TSMC method provides robustness against unmodeled dynamics, model uncertainty and external interference from ocean currents and waves. It is also known to be superior to the conventional sliding mode control technique in terms of finite-time convergence and high-precision steady-state tracking. It has been successfully applied in many works.




	(2)

	
Despite the fact that the approach based on TSMC is designed for underactuated underwater vehicles, it has been successfully implemented for the hovercraft in [27].




	(3)

	
In the cited article, several algorithms based on different methods were investigated through simulation, and the mentioned TSMC method proved successful in tracking different trajectories while two others proved ineffective.









The comparative of the TSMC algorithm tests was performed taking into account three issues:




	(1)

	
The model with diagonal inertia matrix   M  d i a g    and without friction.




	(2)

	
The model with diagonal inertia matrix   M  d i a g    with friction.




	(3)

	
The model with non-diagonal inertia matrix   M  s y m   .









During the testing, it was noted that the TSMC algorithm is very sensitive to changes in control parameters, and numerical problems also arise (e.g., the integration step of the integration method). For this reason, the values of a set of these parameters were assumed similar to those given in [27] (the model of the tested vehicle has dynamics very similar to the model used in that paper). On the other hand, changing the gain of the controller led to a loss of trajectory tracking efficiency.



The control scheme of the TSMC algorithm was introduced and studied in [44]. The simulation investigation used software from [45] (Matlab/Simulink source codes). The following set of control parameters was assumed for the trials, which provided satisfactory trajectory tracking results:


      l x  =  l y  = 1.1 ,    k x  =  k y  = 1.0 ,    W 1  =  W 2  = 1.0 ,     



(43)






      β 1  =  β 2  = 0.6 ,    q 1  /  p 1  = 1 / 2 ,    q 2  /  p 2  = 3 / 5 ,     



(44)




and     e ˜  u   ( 0 )  = 0.05  ,     e ˜  v   ( 0 )  = 0  . The saturation of the control signals was limited to    |   τ u   | ≤ 30    N and    |   τ r   | ≤ 30    Nm to obtain comparable constraints with the previous simulations.



Sine trajectory without friction and using   M  d i a g   . Due to numerical problems, acceptable results could not be obtained as in the case of the algorithm using IQV for the same step time. Therefore, this time was reduced to   Δ t = 0.003   s (ODE 3 integration method). As can be seen in Figure 5a, the trajectory tracking is correct and the position errors are close to zero after about 10 s, as shown in Figure 5b. However, the time to obtain the error convergence is longer than with an IQV-type algorithm. The values of the force and torque decrease significantly after a short time (Figure 5c), but the torque suddenly increases and decreases after about 8 s, which is not good for the performance of the task. The velocity values are acceptable, as can be seen in Figure 5d.



Sine trajectory with friction and using   M  d i a g   . The same step time   Δ t = 0.003   s and ODE 3 integration method were applied. From Figure 6a,b, it can be observed that the sine trajectory tracking is not as accurate when frictional forces appear in the dynamics model. However, in this case, the force and torque have smaller values and the suddenly jumping value of the torque is clearly smaller, as shown in Figure 6c. The velocity values are now also slightly lower, as can be seen in Figure 6d.



Complex trajectory without friction and using   M  d i a g   . For this desired trajectory, the numerical problems were even greater than for the previous one. The ODE 3 method was adopted, but the time step was reduced 10 times, i.e.,   Δ t = 0.0003   s. As can be noted in Figure 7a, and which is also confirmed by the results in Figure 7b, the algorithm works properly, ensuring trajectory tracking. The time to reach steady state is about 10 s, so the controller works quickly. Figure 7c shows that the force and moment values are acceptable. However, after about 15 s, there is a sharp change in the value of the moment due to a change in the shape of the desired trajectory. This also indicates the sensitivity of the algorithm when this situation occurs.



Complex trajectory without friction and using   M  d i a g   . The algorithm did not provide any acceptable results even when reducing the integration step.



Sine and complex trajectory without friction and using   M  s y m   . The algorithm proved to be completely useless and the task of trajectory tracking remained unsolved.



The performance parameters of the TSMC controller are shown in Table 3.




4.3.3. Comparison with Original Controller


The IQV-based control algorithm was also compared with the original algorithm in terms of performing the trajectory tracking task. The same trajectories, operating conditions and control coefficients (42) were assumed.



The performance parameters of the original controller are shown in Table 4. Comparing the parameter values in Table 2 and Table 4, it can be observed that the original algorithm gave better MIA results on the x direction than the IQV algorithm. However, this is an error difference of only 0.2 mm (sine) and 2.5 mm (complex). In the y direction, the error difference was 2.3 mm (sine). For the complex trajectory, the IQV controller delivered a lower value of 2.0 mm. The RMS index in both test cases had lower values after the IQV controller (2.7 mm—sine and 0.9 mm—complex). The smaller values of the MIAC and KE indexes are due to the fact that the original algorithm does not take into account the effect of vehicle asymmetry (additional mass components).



It is also worth noting that the favorable results from the original algorithm cannot be directly compared with those from the IQV algorithm, because the latter works under more difficult conditions resulting from vehicle asymmetry.




4.3.4. Discussion of Results


Tests were conducted on one hovercraft model and two desired trajectories selected for tracking. The goal was to compare the performance in both cases based on runs of different quantities, and to indicate the information possible with the criteria and indicators introduced. Based on the results obtained, the following was determined regarding the control algorithm:




	
It provides information on the asymmetric movement of the hovercraft (with a displacement in the center of mass caused, for example, by an additional load);



	
It makes it possible by simulating the effect of a set trajectory on the vehicle motion, velocity deformation and kinetic energy consumption for the vehicle and for the individual quasi-velocity corresponding to motion in each direction;



	
A small effect of the inaccuracy of the model parameters (with a 50% increase in their values) on the tracking accuracy was noticed, except for the kinetic energy values;



	
If possible for the realization of the set task of trajectory tracking, it is better to choose trajectories described by less complicated mathematical functions.








The fact that no differences were observed in the accuracy of tracking the set trajectory, but the dynamics indexes changed, can be explained by the reason that the proposed control scheme is based on the control of kinematic quantities, but at the same time it allows the detection of changes caused by modifications in vehicle dynamics.



Comment. Only an approximate friction model is included in the proposed control algorithm, which limits the controller’s applicability under conditions where disturbances may be negligible. Such a situation is the case, for example, in laboratory conditions or under favorable atmospheric conditions that will not disturb the work of the controller. In addition, a   t a n h   continuous function approximation was used in the simulations to avoid model discontinuities.



Based on the comparative tests conducted, some observations can be made about the performance of the proposed IQV algorithm and the TSMC method. The results relating to trajectory tracking errors are given in Table 5. The percentage increase UP was calculated according to the following formula:


  U P =  1 −   W  I Q V    W  T S M C     · 100 % .  



(45)







As can be seen from this table, the IQV controller yielded lower values than the TSMC controller for all cases considered.



Table 6 shows a comparison of the percentages of the indexes used in the tests. The minus symbol for the IQV controller indicates that the values were worse. Although in 3 cases the IQV controller gave worse index values, these are position errors of 0.2 mm to 2.5 mm. It is also significant that the initial position in the y direction was 1 m.



Benefits of IQV controller compared to TSMC algorithm.



	
The TSMC method can give satisfactory results but for a diagonal inertia matrix. For a symmetric matrix, the problem of tracking the desired trajectory, as shown by the tests performed, was not solved at all. This means that if the model errors are significant, the algorithm will be ineffective.



	
For the proposed IQV algorithm, no such significant numerical problems arise as in the TSMC method.



	
The applicability of the proposed IQV algorithm is greater than that of the TSMC scheme, because the former is suitable for both a model with a diagonal inertia matrix and a symmetric matrix, and it also takes into account functions representing friction.



	
The selection of the control parameters in the case of the offered algorithm is intuitive, while the controller parameters in the TSMC method must be selected with a lot of time unless another selection method is added. Even then, when a set of parameters is selected correctly, a small change in them can lead to a loss of performance of the algorithm. Such an inconvenience is not present in the control scheme proposed in this paper.






Benefits of IQV controller compared to original algorithm.



	
An IQV controller is suitable for asymmetric vehicles in the longitudinal and lateral directions, so the geometric center can be different from the center of mass.



	
During the realization of the tracking task of the desired trajectory, information on changes in the behavior of the vehicle due to the displacement of the center of mass is obtained simultaneously. Thus, it is a combination of a control algorithm and a scheme for analyzing vehicle dynamics.



	
It is possible to estimate the effect of dynamic parameters on changes in vehicle velocity and kinetic energy reduced by each quasi-velocity (taking into account couplings). In the classical algorithm, the effect of couplings is ignored.






Advantages, drawbacks and limitations of the IQV controller



	
Because only two controller parameters and three design parameters are changed, it may therefore be difficult to achieve very accurate tracking (however, this may be because according to the mathematical proof only uniform stability is guaranteed).



	
The control scheme is suitable for studying hovercraft with rudders, while so far there is no way to directly extrapolate to marine vehicle models with rudders.






The simulation verification involved testing a control algorithm using a model based on a velocity transformation containing components due to the fact that the geometric center does not coincide with the center of mass. New variables including the parameters of this model were incorporated into the control algorithm resulting in a useful tool for estimating vehicle behavior during trajectory tracking. Based on the comparison with the TSMC-type algorithm, better values of the adopted indicators were obtained, while in comparison with the original algorithm the results did not always yield a better performance. Nevertheless, a feature of the IQV controller is that it is a useful tool for estimating the impact of dynamic parameters during trajectory tracking.






5. Conclusions


This paper proposes a modified algorithm to track the desired trajectory. The original control scheme is designed for a hovercraft model described by a diagonal inertia matrix, whereas the design developed in this paper is for controlling a vehicle with an asymmetric dynamic model (caused, for example, by uneven load distribution). It is therefore more general than the classical version but does not allow the identification of model parameters because it is used to study the effect of dynamic parameters on the movement of the hovercraft. To achieve this, a velocity transformation using decomposition of the inertia matrix is utilized which leads to new equations but with a diagonal inertia matrix, and then only the control scheme is designed. It is also shown what mathematical conditions such a scheme must meet, and the performance criteria are adapted to evaluate its performance. The simulations performed for two different set trajectories allow comparing the performance of the algorithm under the assumed operating conditions. The presented approach can be helpful at the stage of motion planning when it is necessary to decide on the route of the vehicle, taking into account the kinetic energy consumption. Analogous tests as presented in this paper can be performed for different vehicle models.
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Table A1. Explanation of symbols and abbreviations.






Table A1. Explanation of symbols and abbreviations.





	Symbol
	Explanation





	DOF
	degree of freedom



	IQV
	inertial quasi-velocities



	LFC
	Lyapunov function candidate



	   R ( ϕ )   
	transformation matrix between the body frame and the inertial frame



	M
	vehicle inertia matrix



	   C ( ν )   
	Coriolis and centripetal forces vector



	   D ( ν )   
	drag vector



	  τ  
	vector of control inputs (the total force and torque)



	   b T   
	input scaling coefficient



	a
	length of the arm from the measured center of mass to the surface of the rudder



	N
	diagonal vehicle inertia matrix in terms of IQV



	  Υ  
	velocity transformation matrix



	f
	vector of total forces



	   τ r   
	total torque



	  ζ  
	vector of IQV including the vehicle velocities and the inertial parameters



	   z 1   
	tracking error in the inertial frame



	    z 2  =   z ˙  1    
	time derivative of the tracking error in the inertial frame



	     z ˙  2  =   z ¨  1    
	second time derivative of the tracking error in the inertial frame



	  δ  
	arbitrary vector for the point to be controlled in the body frame



	B
	control signal transformation matrix
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Figure 1. Underactuated hovercraft model sketch. 
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Figure 2. Simulation results for sine trajectory: (a) desired (  p d  ) and realized (p) trajectory; (b) position errors   Δ  p x  , Δ  p y    (in inertial frame); (c) input signals components (applied force)   T cos ψ , T sin ψ  ; (d) actual velocities   u , v , r  ; (e) changes in quasi-velocity (  Δ  ζ 1  , Δ  ζ 2   ); (f) changes in kinetic energy (   K 1  ,  K 2  ,  K 3  ,  K T   ) during motion. 
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Figure 3. Simulation results for complex trajectory: (a) desired (  p d  ) and realized (p) trajectory; (b) position errors   Δ  p x  , Δ  p y    (in inertial frame); (c) input signals components (applied force)   T cos ψ , T sin ψ  ; (d) actual velocities   u , v , r  ; (e) changes in quasi-velocity (  Δ  ζ 1  , Δ  ζ 2   ); (f) changes in kinetic energy (   K 1  ,  K 2  ,  K 3  ,  K T   ) during motion. 






Figure 3. Simulation results for complex trajectory: (a) desired (  p d  ) and realized (p) trajectory; (b) position errors   Δ  p x  , Δ  p y    (in inertial frame); (c) input signals components (applied force)   T cos ψ , T sin ψ  ; (d) actual velocities   u , v , r  ; (e) changes in quasi-velocity (  Δ  ζ 1  , Δ  ζ 2   ); (f) changes in kinetic energy (   K 1  ,  K 2  ,  K 3  ,  K T   ) during motion.
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Figure 4. Changes in kinetic energy (   K 1  ,  K 2  ,  K 3  ,  K T   ) during motion—results with 50% parameter increase in parameter values: (a) sine trajectory; (b) complex trajectory. 
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Figure 5. Simulation results for TSMC and sine trajectory (without friction): (a) desired (  p d  ) and realized (p) trajectory; (b) position errors   Δ  p x  , Δ  p y    (in inertial frame); (c) input signals components (applied force and torque)    τ u  ,  τ r   ; (d) actual velocities   u , v , r  . 
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Figure 6. Simulation results for TSMC and sine trajectory (with friction): (a) desired (  p d  ) and realized (p) trajectory; (b) position errors   Δ  p x  , Δ  p y    (in inertial frame); (c) input signals components (applied force and torque)    τ u  ,  τ r   ; (d) actual velocities   u , v , r  . 
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Figure 7. Simulation results for TSMC and complex trajectory (without friction): (a) desired (  p d  ) and realized (p) trajectory; (b) position errors   Δ  p x  , Δ  p y    (in inertial frame); (c) input signals components (applied force and torque)    τ u  ,  τ r   ; (d) actual velocities   u , v , r  . 
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Table 1. Parameters of hovercraft.
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	Symbol
	Value
	Unit





	m
	12
	kg



	J
	1.65
	kgm   2  



	   d  u 0    
	1.0
	kg/s



	   d u   
	4.5
	kg/s



	   d  v 0    
	1.0
	kg/s



	   d v   
	4.5
	kg/s



	   d  r 0    
	0.5
	kg/s



	   d r   
	0.8
	kg/s



	   d  u r    
	1.0
	kg/s



	   d  v r    
	0.5
	kg/s
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Table 2. Performance for IQV controller (with friction).
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Sine

	
Complex




	
Index

	

	
Trajectory

	
Trajectory






	
MIA

	
   Δ  p x    

	
0.0045

	
0.0072




	

	
   Δ  p y    

	
0.0398

	
0.0371




	

	
   Δ  ζ 1    

	
0.0244

	
0.0327




	

	
   Δ  ζ 2    

	
0.0244

	
0.0327




	
MIAC

	
   T cos ψ   

	
5.1426

	
5.9542




	

	
   T sin ψ   

	
2.4981

	
2.9009




	
RMS

	
   | | e | |   

	
0.1365

	
0.1307




	
KE

	
   K m   

	
0.7055

	
1.1793
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Table 3. Performance for TSMC controller.
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Sine Trajectory

	
Sine Trajectory

	
Complex Trajectory




	
Index

	

	
without Friction

	
with Friction

	
without Friction






	
MIA

	
   Δ  p x    

	
0.0713

	
0.1209

	
0.0260




	

	
   Δ  p y    

	
0.0955

	
0.1071

	
0.0487




	
MIAC

	
   τ u   

	
1.5790

	
2.4533

	
2.0831




	

	
   τ r   

	
0.3539

	
0.4137

	
0.3547




	
RMS

	
   | | e | |   

	
0.2567

	
0.2657

	
0.1593




	
KE

	
   K m   

	
0.6293

	
0.5866

	
0.9914
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Table 4. Performance for classical controller (with friction).
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Sine

	
Complex




	
Index

	

	
Trajectory

	
Trajectory






	
MIA

	
   Δ  p x    

	
0.0043

	
0.0047




	

	
   Δ  p y    

	
0.0375

	
0.0391




	
MIAC

	
   T cos ψ   

	
4.7606

	
5.5258




	

	
   T sin ψ   

	
1.8247

	
2.7876




	
RMS

	
   | | e | |   

	
0.1392

	
0.1316




	
KE

	
   K m   

	
0.6813

	
1.0801
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Table 5. Percentage increase in IQV tracking performance over TSMC.
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Sine Trajectory

	
Sine Trajectory

	
Complex Trajectory




	
Index

	

	
without Friction

	
with Friction

	
without Friction






	
MIA

	
   Δ  p x    

	
93.7%

	
96.3%

	
72.3%




	

	
   Δ  p y    

	
58.3%

	
62.8%

	
23.8%




	
RMS

	
   | | e | |   

	
46.8%

	
48.6%

	
18.0%
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Table 6. IQV tracking performance vs. original algorithm [22].
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Sine Trajectory

	
Complex Trajectory




	
Index

	

	
with Friction

	
with Friction






	
MIA

	
   Δ  p x    

	
−4.7%

	
−53.2%




	

	
   Δ  p y    

	
−6.1%

	
5.1%




	
RMS

	
   | | e | |   

	
1.9%

	
0.7%
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