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Abstract

:

The anterior cruciate ligament (ACL) is critical for controlling the motion of the knee joint, but it is prone to injury during sports activities and physical work. If left untreated, ACL injuries can lead to various pathologies such as meniscal damage and osteoarthritis. While previous studies have used deep learning to diagnose ACL tears, there has been a lack of standardization in human unit classification, leading to mismatches between their findings and actual clinical diagnoses. To address this, we perform a triple classification task based on various tear classes using an ordinal loss on the KneeMRI dataset. We utilize a channel correction module to address image distribution issues across multiple patients, along with a spatial attention module, and test its effectiveness with various backbone networks. Our results show that the modules are effective on various backbone networks, achieving an accuracy of 83.3% on ResNet-18, a 6.65% improvement compared to the baseline. Additionally, we carry out an ablation experiment to verify the effectiveness of the three modules and present our findings with figures and tables. Overall, our study demonstrates the potential of deep learning in diagnosing ACL tear and provides insights into improving the accuracy and standardization of such diagnoses.
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1. Introduction


The knee is a hinge joint held together by four ligaments. The ligaments are a structure in the knee that hold the bones together and help control joint motion. As shown in Figure 1, there is a ligament (collateral ligament) on each side of the knee and two ligaments deep within the knee. The anterior cruciate ligament (ACL) and posterior cruciate ligament (PCL) are the two ligaments in the knee that cross each other. The two ligaments attach to the end of the thigh bone on one side and the top of the tibia on the other.



The anterior gliding of the tibia over the femur is controlled by the ACL, which essentially prevents too much forward motion [1]. A certain degree of anterior motion is necessary for the knee joint, but too much activity may damage other knee structures.



ACL injuries are prevalent in sports activities [2,3], and their incidence of has been on the rise in the US [4]. The cost of diagnosis and treatment of ACL injuries surpasses USD 7 billion annually, directly or indirectly [5]. If left untreated, ACL injuries can cause knee instability, meniscal damage [6], and osteoarthritis [7], significantly impacting an individual’s health and daily life. Raising awareness about ACL injuries and encouraging athletes to take necessary precautions is vital. Timely and accurate diagnosis in combination with effective treatment are essential for preventing further damage and improving outcomes for patients.



X-ray, ultrasound, and computed tomography (CT) can usually diagnose ACL injuries, and magnetic resonance imaging (MRI) is often used in the medical field [8]. MRI has become the imaging technique of choice for evaluating the ACL because it is more accurate and sensitive for that ligament [9]. Tears in the ACL are generally rated in three grades. Grade 0 means that the ACL is intact, grade 1 is a partial tear, and grade 2 is a complete tear [10].



In recent years, with the continuous development of deep learning techniques, computers have assisted in medical diagnosis as an emerging field. Examples include the classification, detection, or segmentation of medical images. The use of computer-assisted diagnosis of the ACL has gone through two phases, including the use of traditional machine learning-assisted diagnosis and the use of neural network-assisted diagnosis.



Štajduhar et al. [11] created the KneeMRI dataset and used machine learning to diagnose the severity of ACL tears. They used two feature extraction techniques, histogram of oriented gradients (HOG) and gist, and trained support vector machine (SVM) and random forest (RF) models using these features. They tested multiple hyperparameters and found that an SVM with HOG features had the best performance, achieving an 89.4% area under curve (AUC) for damage detection and a 94.3% AUC for complete tear detection.



In the field of deep learning, Kapoor et al. [12] compared various machine learning and deep learning algorithms on region of interest (ROI) data and found that SVMs and convolutional neural networks (CNN) achieved the best results. Namiri et al. [13] used both two-dimensional (2D) and three-dimensional (3D) CNNs to classify ACL tears, with overall accuracy rates of 89% and 92%, respectively. Jeon et al. [14] enhanced the interpretability and reduced the model size of a lightweight network by incorporating attention and squeeze modules, resulting in an average AUC of 98.3% on the Chiba knee dataset and 98.0% on the Stanford knee dataset. Belton et al. [15] utilized spatial attention [16] integrated onto ResNet-18 to optimize knee injury detection, achieving a high AUC of 97.7% for ACL tear detection. Awan et al. [17] designed a custom CNN model to classify ACL tears, achieving excellent performance with accuracy, precision, sensitivity, specificity, and F1-score metrics all above 98%. Chang et al. [18] conducted a study on the influence of input field of view and dimensionality on ACL tear detection. They found that using a five-slice dynamic patch-based sampling algorithm resulted in high performance, with an AUC, sensitivity, and specificity of 97.1%, 96.7%, and 100%, respectively. Minamoto et al. [19] compared the accuracy of CNN classification with classification by an experienced physician, and it was concluded that a CNN network can help to identify ACL tears from a single MRI slice with good sensitivity and specificity while being superior to physician classification. All of these studies have contributed to the development of intelligent ACL tear diagnosis.



However, there are areas for improvement in the studies mentioned above. First, some of the studies [13,17,19] were trained and evaluated using slices, which is inconsistent with the actual clinical application in medicine. The exact circumstance should be categorized as a person using all their slices. The second is that most of the studies [12,14,18] define ACL tear classification as a binary classification, which cannot differentiate tear conditions according to the three given classes and requires manual judgment in clinical diagnosis. A complex training problem caused by the small sample size and data imbalance arises in the triple classification study of ACL tears in a human unit. The human-based ACL triple classification problem, which is crucial for clinical medical aid diagnosis, is effectively improved in this paper by utilizing channel correction and ordinal loss.



This study effectively models MRI images of the ACL based on the KneeMRI dataset with a deep learning algorithm. This study also improves the evaluation metrics of sensitivity, specificity, and accuracy for diagnosing ACL tears at baseline based on triple classification training for ACL MRI images on a small data set, which is different from most binary classification tasks. In addition, this work can provide reference information for the selection of clinical treatment plans and surgery, which is promoted in clinical aid diagnosis. The main contributions of this paper are as follows:




	(i)

	
In this paper, a channel correction module is used for the correlative MRI dataset. The negative effects of different ACL MRI image distributions for various patients are attenuated.




	(ii)

	
An ordinal loss function is introduced into this task because ACL tear grades are as sequential as knee injury grades, and the ordinal loss function serves as a solution to the training difficulties caused by label imbalances in a small sample dataset.




	(iii)

	
The effectiveness of the designed network structure is tested in different backbone networks, and the generalizability of the framework is demonstrated, as it can be added to many backbone networks.




	(iv)

	
The ablation experiments on ResNet-18 show that the channel correction module, spatial attention module, and ordinal loss function used in this paper are practical and improve the accuracy by 6.6% over the baseline.










2. Related Work


2.1. Medical Image Classification


With the increasing development of machine learning, good results have been achieved on traditional image analysis tasks with the help of computers. Therefore, more people are focusing on applications in various fields, such as face recognition, vehicle detection, and other tasks. Medical image analysis has been of great help in medical research, clinical disease diagnosis, and treatment. Computer-aided methods, called Computer-Aided Detection/Diagnosis (CAD), have become a trend in this field. Among them, medical image classification generally belongs to the field of Computer-Aided Diagnosis and is one of its most popular applications.



CAD based on medical images can be traced back to the 1960s. To identify cardiac lesions, Becker et al. [20] input X-ray images into a computer to calculate the cardiothoracic ratio. Medical image-based CAD was developed as a direct result of this. Lee et al. [21] proposed classifying ultrasound liver images by selecting fractal feature vectors based on the M-band wavelet transform. Paredes et al. [22] obtained small square windows, i.e., local representations, from images and combined this approach with k-nearest neighbor techniques to achieve state-of-the-art results. Caicedo et al. [23] used bag-of-features combined with SVM to select appropriate kernel functions for processing. Moreover, they conducted extensive experiments on the use of different strategies and analyzed the impact of each configuration on the classification results.



Medical imaging has evolved more rapidly with the introduction of convolutional neural networks. The lung nodule classification problem was addressed in [24]. A multiscale CNN extracts discriminative features from alternately stacked layers while capturing nodule heterogeneity. Payan et al. [25] used sparse autoencoders and 3DCNNs to diagnose Alzheimer’s disease, and the results demonstrated that 3DCNNs produced state-of-the-art results. Gong et al. [26] extended the interpretability of deep networks and implemented complex spatial variations by deformable Gabor convolution (DGConv). This approach improved the representativeness and robustness of complex objects, resulting in a Deformable Gabor Feature Network (DGFN). Wei et al. [27] considered histopathology image classification as part of course learning and proposed a simple course learning method based on this, which resulted in a 4.5% improvement in the AUC compared with vanilla training.




2.2. Attention Mechanism


Attention mechanisms are designed to mimic the ability of humans to find salient regions in a scene, and such mechanisms can be used to highlight a specific part of the feature map by weighting the feature map. Attention mechanisms are usually classified into channel attention mechanisms, spatial attention mechanisms, temporal attention mechanisms, branching attention mechanisms, channel spatial attention mechanisms, and spatio-temporal attention mechanisms [28]. Spatial attention mechanisms, channel attention mechanisms, and hybrid domain attention mechanisms are more commonly used in image analysis.



The spatial attention mechanism starts from finding regions on the image spatial domain that are helpful for the task. For instance, according to [29], it was suggested that Spatial Transformer Networks (STN) should be able to learn how to adaptively spatially transform various data to obtain spatial transformation invariance.



On the other hand, the channel attention mechanism calculates the weight of each channel in the network to form the attention on the channel domain. Hu et al. [30] weighted the original features by dimensionality using a three-step operation of the squeeze, excitation, and attention on SeNet.



Woo et al. [31] designed the Convolutional Block Attention Module (CBAM) by combining the spatial and channel attention mechanisms. A simple and efficient forward CNN attention module is designed by combining two different dimensions, spatial and channel, to generate an attention map.



In medical image analysis, Schlempe et al. [32] proposed a novel Attention Gate (AG) model for medical imaging, which can automatically learn to focus on target structures of different shapes and sizes. An interactive attention mechanism was developed by Dai et al. [33] to implicitly instruct the network to focus on pathological tissue in multimodal data. Tao et al. [16] introduced an inter-slice contextual attention mechanism and an intra-slice spatial attention mechanism in lesion detection to improve model performance using fewer slices.




2.3. Loss Function


The loss function is used to evaluate the difference between the output and true label, which is the objective optimization function of the model. The smaller the loss, i.e., the closer the output is to the accurate label, the better the model works.



The standard loss functions in image classification are the 0–1 loss function, the binary cross-entropy loss function, and the multiclassification cross-entropy loss function. The 0–1 loss function is a discontinuous segmentation function, which is challenging to solve due to its minimization problem. Since Rubinstein et al. [34] proposed an adaptive algorithm using cross-entropy to estimate the probability of rare events in complex random networks, cross-entropy loss has also been applied to classification tasks [35]. In the time since then, many improvements have been made to cross-entropy. Liu et al. [36] proposed that large-margin softmax (L-Softmax) loss encourages the learning of intra-class compactness and inter-class separation features. Circle loss was proposed by Sun et al. [37] to re-weight those similarity scores that were not optimized to improve pair-based similarity.



Lin et al. [38] proposed focal loss for unbalanced samples to solve the complicated training problem by assigning relatively large weights to the losses of complex samples in the unbalanced dataset. Based on this, Li et al. [39] proposed GFocal loss to turn the labels into continuous values between 0 and 1, using the expanded form of focal loss on continuous labels to process them.



In medical imaging, Mazumdar et al. [40] proposed a new composite loss function for medical image segmentation by combining the Dice, focus, and Hausdorff distance loss functions. This function handles extreme class imbalances and directly optimizes Dice score and HD, thus significantly improving segmentation accuracy. According to the sequential nature of the knee injury classes, Chen et al. [41] developed a novel ordinal loss for the detection of knee osteoarthritis. This loss imposes a greater penalty for misclassification with a greater distance between the actual knee injury class and the predicted knee injury class. Liu et al. [42] addressed the drawback that the ordinal loss cannot be varied by proposing an adaptive ordinal weight adjustment strategy on this basis.





3. Method


3.1. Framework


As shown in Figure 2, the network framework consists of four parts: a backbone network, a channel correction module, a spatial attention module, and an ordinal loss function. A backbone network is used to extract features from the doctor-labeled slices, turning the data of size    N i  × 3 × 320 × 320   into a feature map of size    N i  × C × H × W  , where   N i   denotes the number of images of the ith patient annotated and   C , H , W   denote the dimensionality and size of the feature map. The feature maps are channel-corrected and then weighted by a spatial attention mechanism. The weighted feature maps are fed into the pooling and fully connected layers to obtain the vectors. In order to combine the information of multiple slices of the same person, the top feature at each position is taken as the representative feature for all slices, i.e., a vector of size   1 × 1000   is obtained by taking the maximum value, according to the conclusion of Su et al. [43]. Finally, the ordinal loss is used to train the fully connected layer’s classification results.




3.2. Channel Correction Module


The classes of the test set in the few-shot classification task are not seen in training compared to the general classification task. The importance of the quality of the image features learned in training is also illustrated in some works. Luo et al. [44] argued that the feature distribution of the test set will significantly affect the results when they are different from the training set. For example, animal images are often identified with plants as the background, and the discrimination is made according to some parts of the animal’s body that are unrelated to the background. Then, the model will ignore the information about plants so that when it comes to classifying the plants, the results will be better.



That also applies to the ACL tear classification, as shown in Figure 3. The MRI images of the ACL for each individual in the ACL tear classification task are significantly different. The images of different patients are very different, even if only the region labeled by the physician is used for classification, and this variability affects the model’s effectiveness. The testing and training sets do not contain the same patients, and the image distribution differs. A function is then introduced for channel correction, inspired by Luo’s approach to the few-shot classification task, to eliminate or reduce the effect of different patient image distributions. The function is shown below, where k is a hyperparameter:


   ϕ k   ( λ )  =      1  l  n k   (  1 λ  + 1 )       λ > 0      0    λ = 0       



(1)







The mean magnitude of the channel (MMC) represents the average value on each channel, and this function suppresses channels with high MMC and boosts channels with low MMC. This function is applied to each channel of the feature map to reduce the adverse effects caused by the different distributions of the patient’s ACL images.




3.3. Spatial Attention


A spatial attention mechanism weights the feature maps following channel correction. Tao et al. [16] proposed this mechanism for spatial attention and incorporated it into VGG16 to detect deep lesions. Belton et al. [15] integrated it onto ResNet-18 and used it to optimize knee injury detection and validate localization capabilities. We used it on a triple classification task for the ACL tear and integrated it into different networks.



Figure 4 shows the structure of the module. The feature maps are input into a 1 × 1 convolution layer, and the output is the same shape as the input, after which the feature maps on different channels are obtained by spatial softmax. The feature map undergoes maxed normalization to obtain the attention weight map, and the weighted feature map is obtained by multiplying the attention map with the original feature map.



The equations are shown as follows:


     S i     =  ϕ S   (  F i  )      



(2)






     S  i , c   ′ w , h      =   e x p (  S  i , c   w , h   )    ∑  w = 1  W    ∑  h = 1  H   e x p    (  S  i , c   w , h   )        



(3)






     S  i , c   ″ w , h      =   S  i , c   ′ w , h    m a x   S  i , c   ′ w , h          



(4)






      F i    ′      =  S i     ″   ⊗  F i      



(5)




where   ϕ S   denotes the convolution layer and   F i   and    F i    ′    denote the feature maps before and after being weighted. Equations (2)–(5) correspond to the functions performed by the convolution layer, softmax activation function, maximum normalization function, and dot product function, respectively, as shown in Figure 4.




3.4. Ordinal Loss


Chen et al. [41] suggested that there is a relationship between different severity grades in knee osteoarthritis. A higher loss should be obtained if the predicted and actual grades are farther apart in order. For example, knee osteoarthritis has five grades, and the weight loss for misclassifying grade 2 as grade 1 and grade 0 should be different. Therefore, on the basis of the focal loss, an ordinal loss is proposed to detect osteoarthritis.



ACL tears are divided into three grades: grade 0 being no tear, grade 1 being partial tears, and grade 2 being complete tears. The ordinal loss also applies to this case since the different tear grades are correlated in order. A 3 × 3 matrix of ordinal loss weights  W  is assumed.    w  i j   ∈ W   represents the ordinal weight of the predicted class i for the true class j. The ordinal weight ought to be greater the further apart the predicted class is from the actual class. The loss is similar to the cross-entropy loss, as follows:


  l o s s =  ∑  j = 1  n    w  i j    q j    



(6)




where    q j  =      p j     j ≠ i       1 −  p j      j = i        and   p j   is the predicted probability value. The weights are re-weighted to simplify the computation and to make the form closer to cross-entropy loss. The new weight matrix is    w  i j     ′  =     0    i = j        w  i j   + 1     i ≠ j       , where the loss is equivalent to   l o s s =   ∑  j = 1  n     w    i j      ′   p j    .



As shown in Figure 5, suppose   W =     1   3   5     3   1   3     5   3   1      ; then,    W   ′   =     0   4   6     4   0   4     6   4   0      . The actual grade j is grade 1 and the predicted grade i is grade 1; then,   l o s s = 4 × 0.025 + 4 × 0.203 = 0.912  .



Ordinal loss is used in ACL classification to optimize the hard-to-train problem in the classification task, which is caused by the small number of samples and sample imbalance.





4. Experiment


4.1. Data and Task


The dataset is derived from the KneeMRI dataset and contains multiple ACL MRI data from 917 patients, of which 690 are healthy, 172 are partial tears, and 55 are complete tears. The region of interest (ROI) in the images the doctor labels is selected as the data, classified in human units. The dataset is randomly divided into five folds for experiments. Each fold divides the training set, validation set, and test set in the ratio of 7:1:2, where the class ratio is kept consistent. The test sets of all folds are disjointed, and the union is the entire data set.



The task of this experiment is to perform a triple classification task for the KneeMRI dataset. It is challenging to train with each patient as a sample because of the dataset’s small sample size and imbalanced data, which can be effectively improved by the method in this paper.




4.2. Implementation Details and Metrics


4.2.1. Training


The optimizer is set as the Adam optimizer, the learning rate is   1 ×  10  − 5    , and the loss function used in the baseline is the cross-entropy loss function. Each fold is trained for 50 epochs on the 5-fold dataset, the best model on the validation set is taken for testing, and each evaluation index is finally the average of the 5-fold results.




4.2.2. Evaluation Metrics


Accuracy, precision, recall, specificity, and F1-score are commonly used as evaluation metrics in classification tasks.



True Positive (TP) denotes an optimistic prediction and a positive label. False Positive (FP) indicates both a negative label and an optimistic prediction. False Negative (FN) indicates both a positive label and a pessimistic prediction. Moreover, True Negative (TN) shows a pessimistic prediction and a negative label. Accuracy indicates the number of correctly predicted samples as a percentage of the total, which is calculated as:


  A c c u r a c y =   T P + T N   T P + T N + F P + F N    



(7)







Precision indicates the percentage of positive samples that are genuinely predicted to be positive by the model and is calculated as:


  P r e c i s i o n =   T P   T P + F P    



(8)







Recall indicates the percentage of samples that are actually positive that are predicted to be positive and is calculated as:


  R e c a l l =   T P   T P + F N    



(9)







Specificity indicates the percentage of samples that are predicted to be negative out of those that are actually negative and is calculated as:


  S p e c i f i c i t y =   T N   F P + T N    



(10)







The F1-score, which is the weighted summed average of precision and recall, is calculated as follows:


  F 1 =   2 × P r e c i s i o n × R e c a l l   P r e c i s i o n + R e c a l l    



(11)







The above metrics are all for the binary classification task. For the multiclassification task, precision, recall, specificity, and F1 are calculated separately for each category and then averaged to obtain macro-precision, macro-recall, macro-specificity, and macro-F1.





4.3. Results


4.3.1. Different Backbone


We tested the modules on different backbone networks. As shown in Table 1, the experimental results show that the results increase in different backbone networks by adding the modules. Figure 6 depicts increases in accuracy of 6.65% for ResNet-18, 3.60% for DenseNet121, 2.84% for VGG16, 3.59% for InceptionNet, 6.54% for MobileNet, and 2.61% for EfficientNet. Among them, the optimal result of 83.3% was reached on ResNet-18, and the increase in recall, specificity, and F1 was 2.90%, 3.11%, and 1.75%, respectively.



The experimental results are also analyzed using the macro-ROC curves and macro-AUC. As shown in Figure 7, the ROC curves on the six popular backbone networks showed improvements in the results, and the AUC values of our method were all larger than those of the baseline.



The In conclusion, the method proposed in this paper has been effectively validated in several popular deep networks, and the results are substantially improved. The experimental results demonstrate the effectiveness of our proposed method, which can be better targeted to the specificity of the ACL tear classification task. Additionally, its direct integration into any network demonstrates the method’s generalizability and has improved the performance of numerous networks.




4.3.2. Ablation Experiments


On ResNet-18, ablation experiments are conducted to see if each module works effectively, and the overall results are shown in Table 2. Table 2 demonstrates that each module was successful and contributed to a final increase in accuracy of 6.65% for ResNet-18. A detailed analysis of each module is presented below.



Channel Correction


The channel correction module makes the MMC gap of feature maps on each channel smaller by applying a simple function to each channel. The simple function is applied to each channel, which suppresses the high MMC and boosts the low MMC. It smooths out the overall distribution of the channels without altering them, as shown in Figure 8.




Spacial Attention


Tao and Belton verified the effectiveness of the spatial attention module. As shown in Figure 9, the visualization results show that the key regions can be displayed better after the spatial attention module.




Ordinal Loss


The ordinal loss effectively improves the training results for the unbalanced data set. As shown in Table 3, other metrics such as precision, recall, specificity, and F1-score are improved after using ordinal loss.







5. Discussion


In this paper, based on the triple classification problem of an ACL tear, the channel correction module is used to address the complex training problem caused by the different MRI image distributions of different patients. Furthermore, the ordinal loss function is used to address the class imbalance problem with the grade classification of ACL tears. A generic framework is proposed in conjunction with the spatial attention mechanism. The best result of 83.3% accuracy is achieved using ResNet-18 as the backbone network, which is a 6.65% improvement compared to the baseline. The improvement over the baseline is also observed on other backbone networks.



In Table 2, various combination schemes of the three modules are also validated, proving the effectiveness of all modules. The proposed framework is tested in several well-known backbone networks in addition to ResNet-18. The proposed framework improves accuracy on these backbone networks, as shown in Table 1.



Deep learning studies of MRI image classification tasks based on ACL tears are common. Štajduhar et al. [11] created the KneeMRI dataset. Kapoor et al. [12] determined that SVM and CNN yield superior results in analyzing ROI data. Su et al. [43] proposed the idea of integrating all sliced information of individuals. The research conducted by them and others has been highly beneficial for further studies. However, only a few analyses have classified all three tear grades in the human unit. For example, Awan et al. [17] achieved a good AUC and accuracy for ACL tear classification, but their method only used single slices as the unit of analysis. This limitation is not ideal for clinical applications. Chang’s [18] experiments demonstrated the importance of cropped slices and 3D inputs for achieving high algorithmic performance in ACL tear classification. However, their study only classified ACL tears into normal and complete tear categories, requiring manual judgment for partially torn samples, which limits its the potential for intelligent ACL tear diagnosis. A human unit is more consistent with clinical applications in practical terms, and performing the triple classification task can accelerate the diagnosis. Therefore, we propose a network framework for such a problem.



The study in this paper still has the following limitations, and some directions for improvement are shown below:




	(1)

	
In this paper, a simple function is used to work on the channel correction, but the function’s parameter is set according to human experience. Therefore, using the algorithm to obtain the hyperparameters and design a function more suitable for this task can be considered.




	(2)

	
Ordinal loss function is used as the loss function for classification, and the initial weight matrix is set according to human experience. A more reasonable heuristic method can be considered to obtain suitable initial weights for the data.




	(3)

	
The method proposed in this paper is applied to a triple classification task for ACL tears. In addition, the modules are applicable to many datasets. Channel correction, for instance, can be used in datasets with different image distributions, the ordinal loss can be used in datasets with orderliness between them, and so on, which merits further discussion.










6. Conclusions


In this paper, we propose a network framework to address the training problem caused by the small sample size and unbalanced samples of the ACL tear triple classification task. Our framework consists of a backbone network and three modules, and its effectiveness is verified on various popular deep learning networks. The best result of 83.3% accuracy is achieved using ResNet-18 as the backbone network, which is a 6.65% improvement compared to the baseline. The improvement over the baseline is also observed on other backbone networks. This method can also be extended to diagnostic tasks for other MRI images. The results in other works were not trained using the human unit, and the data folds were divided differently. Therefore, the results in this paper are not compared to those in other works.
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Figure 1. Knee joint structure. 
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Figure 2. The proposed framework in this paper, where Fc represents the fully connected layer, Avgpool represents the average pooling layer, and Max represents taking the maximum value in the first dimension of the feature map. 
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Figure 3. MRI images of different patients. (a–d) are MRI images of the cruciate ligament in four distinct patients, each displaying a unique distribution pattern. 
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Figure 4. Structure of spatial attention mechanism. 
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Figure 5. Process of ordinal loss. 
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Figure 6. Growth in accuracy. 
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Figure 7. ROC graphs of different backbone networks. Each subfigure shows the results of the ROC curve on a particular network. 
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Figure 8. MMC before and after channel correction. (a–d) show randomly selected MRI images. 
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Figure 9. Heat maps of attention before and after attention mechanism. (a–c) show randomly selected MRI images. 
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Table 1. Experimental results on different backbone networks.
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Backbone

	

	
Accuracy

	
Precision

	
Recall

	
Specificity

	
F1






	
ResNet-18

	
Baseline

	
0.767

	
0.499

	
0.483

	
0.821

	
0.480




	
Ours

	
0.833

	
0.488

	
0.512

	
0.852

	
0.498




	
DenseNet-121

	
Baseline

	
0.780

	
0.419

	
0.438

	
0.780

	
0.423




	
Ours

	
0.816

	
0.471

	
0.505

	
0.846

	
0.486




	
VGG-16

	
Baseline

	
0.795

	
0.456

	
0.493

	
0.839

	
0.471




	
Ours

	
0.823

	
0.477

	
0.502

	
0.846

	
0.488




	
InceptionNet

	
Baseline

	
0.748

	
0.409

	
0.473

	
0.757

	
0.434




	
Ours

	
0.784

	
0.454

	
0.501

	
0.834

	
0.471




	
MobileNet

	
Baseline

	
0.742

	
0.501

	
0.414

	
0.753

	
0.405




	
Ours

	
0.807

	
0.565

	
0.454

	
0.789

	
0.450




	
EfficientNet

	
Baseline

	
0.761

	
0.511

	
0.466

	
0.752

	
0.439




	
Ours

	
0.787

	
0.415

	
0.447

	
0.790

	
0.428
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Table 2. Ablation experiment on ResNet-18 network.
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Backbone

	
Channel Correction

	
Ordinal Loss

	
Space Attention

	
Accuracy






	
ResNet-18

	

	

	

	
0.767




	
✓

	

	

	
0.775




	

	
✓

	

	
0.768




	

	

	
✓

	
0.807




	
✓

	
✓

	

	
0.782




	
✓

	

	
✓

	
0.819




	

	
✓

	
✓

	
0.811




	
✓

	
✓

	
✓

	
0.833
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Table 3. Evaluation metrics before and after replacing the loss function.
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Backbone

	
Loss

	
Accuracy

	
Precision

	
Recall

	
Specificity

	
F1






	
ResNet-18

	
Cross-entropy Loss

	
0.767

	
0.499

	
0.483

	
0.821

	
0.480




	
Ordinal Loss

	
0.768

	
0.552

	
0.519

	
0.835

	
0.508
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