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Abstract: Reverse Time Migration (RTM) is a preferred depth migration method for imaging complex
structures. It solves the complete wave equation and can model all types of complex wave propagation
with no dip limitation. Reverse time migration using the inverse scattering imaging condition
produces structural images with an amplitude approximate to the reflectivity, which is a composite
effect of the impedance and velocity changes in the acoustic media with variable velocity and density.
In this study, we present a modified inverse scattering imaging condition to separate the effect of
the impedance and velocity perturbations from the reflectivity. The proposed imaging condition is
designed to predict the relative impedance perturbation by selecting near-angle reflections during
common-shot RTM. We validate our approach on synthetic models and show that the proposed
method can estimate reliable impedance perturbation.

Keywords: reverse time migration; modified inverse scattering imaging condition; acoustic impedance;
inversion

1. Introduction

Conventional migration methods aim to create structural images of subsurface. Ad-
vances in the true-amplitude migration method further generate subsurface images with
an amplitude approximate to the reflectivity of the subsurface reflectors. For acoustic cases
with varying velocity and density, reflectivity is caused by the velocity and impedance
changes across the interfaces. Acoustic impedance of the subsurface can be used for the
direct interpretation of volume information, such as lithology and pore fill, allowing for
target delineation. Those inferred rock properties can provide additional information for
geologic interpretation and reservoir characterization, which may not be available from
conventional seismic images [1,2]. Furthermore, relating acoustic impedance derived from
seismic data to formation properties could have a significant impact on defining new
potential drilling locations and optimizing well placement [3].

Earlier studies on ray+Born migration/inversion [4–7] solved the forward problem
based on the Born approximation using Green’s functions computed by ray theory, and
implemented linearized inversion to recover the perturbed model parameters (velocity or
acoustic impedance perturbation in acoustic cases; P-wave and S-wave impedance pertur-
bations and density in elastic cases) from the observed data. However, ray-tracing based
asymptotic theory is fundamentally flawed in simulating low frequency wave propagation,
which is critical for an accurate estimation of media properties with blocky structures [8].
Bleistein et al. [9] extended the method by using more general Green’s functions, other than
the asymptotic forms. Zhang et al. [10] further developed the amplitude-preserving RTM
to predict both impedance and velocity perturbations from angle-domain common-image
gathers. However, RTM angle gathers for the purpose of impedance inversion can be com-
putationally expensive. Here, we propose a modified inverse scattering imaging condition

Appl. Sci. 2023, 13, 5291. https://doi.org/10.3390/app13095291 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app13095291
https://doi.org/10.3390/app13095291
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-6406-7111
https://doi.org/10.3390/app13095291
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app13095291?type=check_update&version=2


Appl. Sci. 2023, 13, 5291 2 of 15

for RTM, in order to output the relative impedance perturbation from the stacked images
without explicitly computing angle gathers.

In this paper, we first give an overview of model parameters estimation (relative
impedance and velocity perturbations) from the observed data using common-shot RTM,
in accordance with Zhang et al. [10]. Then we derive the modified inverse scattering
imaging condition for the relative impedance perturbation estimation for the acoustic case
with variable velocity and density. The conventional inverse scattering imaging condition
was designed to reduce RTM artifacts caused by the correlation of source and receiver
wavefields propagating in the same direction [11], such as backscattered and turning wave
energy. The proposed modified imaging condition employs an exponential weighting
function to the conventional inverse scattering imaging condition to select near-angle
reflections, from which the relative impedance perturbation can then be estimated. Finally,
we validate the proposed method on synthetic examples.

2. Relative Impedance Perturbation Estimation from RTM Using a Modified Inverse
Scattering Imaging Condition

We first describe the algorithm for velocity and impedance inversion using RTM, and then
propose a modified inverse scattering imaging condition for the relative impedance estimation.

2.1. Theory and Algorithm

In an isotropic acoustic medium, the wave equation is as follows [8,10]:
(

1
v2

0

∂2

∂t2 − ρ0∇ 1
ρ0
·∇
)

p0(x; t; xs) = δ(x− xs)δ(t)

d(xr; t; xs) = p0(x = xr; t; xs)
(1)

where v0 and ρ0 are velocity and density, respectively; p0(x; t; xs) is the pressure wavefield
at any location of x due to a source located at xs; and d(xr; xs; t) is the recorded data, i.e.,
the measured value of the pressure wavefield at a receiver position x = xr.

For a second medium with small perturbations in velocity (δv) and density (δρ) com-
pared to the previous medium, the velocity and density are v0 + δv and ρ0 + δρ, respectively.
The pressure wavefield in the perturbed medium p0 + δp satisfied the same acoustic wave
equation as follows:

(
1

(v0+δv)2
∂2

∂t2 − (ρ0 + δρ)∇ 1
ρ0+δρ ·∇

)
(p0 + δp) = δ(x− xs)δ(t)

δd(xr; t; xs) = δp(x = xr; t; xs)
(2)

where δp is the wavefield perturbation, and the observed data perturbation is represented
by δd.

Based on the Born approximation, the following equation for δp can be derived by
subtracting Equation (1) from Equation (2):(

1
v2

0

∂2

∂t2 − ρ0∇
1
ρ0
·∇
)

δp(x; t; xs) ≈
(

2δv
v3

0

∂2

∂t2 −
(
∇ δρ

ρ0

)
·∇
)

p0(x; t; xs) (3)

By following Zhang et al. [10] and using the asymptotic approximation, we obtained
the ray-based relationship between δd, δv and δρ:

δd(xr; ω; xs) = −
∫ 2ω2

v0(x)
2

(
δv(x)
v0(x)

+ cos2θ
δρ(x)
ρ0(x)

)
× A(xs; xr; x)eiωT(xs ;xr ;x)dx (4)

where T(xs; xr; x) = τ(x; xs) + τ(xr; x) and A(xs; xr; x) = A(x; xs)A(xr; x) represent the
travertine summation and the amplitude product of the Green’s function from the source
location xs to the image point x and reflected back to the receiver location xr, respectively,
and θ is the subsurface reflection angle. Equation (4) represents the forward modeling
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formulation under a high-frequency assumption. The detailed derivations of Equations (3)
and (4) can be found in [10].

Following a similar method to [5] and [8], we can invert Equation (4) for the composite
model parameter perturbation, δv(x)

v0(x)
+ cos2θ

δρ(x)
ρ0(x)

. In 2D, the composite model parameter
perturbation can be described in terms of the perturbed wavefield as follows (detailed
derivation is given in Appendix A):

sin2θ δv
v0

+ cos2θ
δ(ρv)
ρ0v0

= −
s s 32cos2θ′

|ω|
cosβr
v(xr)

cosβs
v(xs)

A(x; xs)A(xr; x)

×(θ′ − θ)δd(xr; ω; xs)e−iωT(xs ;xr ;x)dxrdxsdωdθ′
(5)

where βs and βr represent the takeoff angles at the source and receivers, respectively.
Within the framework of amplitude-preserving RTM, the asymptotic forms of pF(x; ω; xs)

and pB(x; xs; ω) for 2D acoustic case are given as follows [10,12]:

p*
F(x; ω; xs) = −2

cos βs

v(xs)

√
|ω|A(x; xs)e−iωτ(x;xs)−i( π

4 )sgn(ω) (6)

and

pB(x; ω; xs) = 2
∫ cos βr

v(xr)

√
|ω|A(xr; x)e−iωτ(xr ;x)−i( π

4 )sgn(ω)δd(xr; ω; xs)dxr (7)

Substituting Equations (6) and (7) for the terms on the right-hand side of Equation (5),
we can obtain:

sin2θ
δv
v0

+ cos2θ
δ(ρv)
ρ0v0

=
y 8cos2θ′

ω2 δ
(
θ′ − θ

)
p*

F(x; ω; xs)pB(x; ω; xs)dωdθ′dxs (8)

The left-hand side of Equation (8) is the composite form of relative velocity perturba-
tion and impedance perturbation. The right-hand side has the same form as RTM. This
shows that the composite parameter on the left-hand side can be estimated using the RTM
framework. In order to invert each individual parameter, Zhang et al. [10] pointed out that
the near-angle stacked image can output impedance perturbation, δ(ρv)

ρ0v0
, while the far-angle

stacked image can be used to estimate the velocity perturbation, δv
v0

. They separated the
effects of impedance and velocity by first generating RTM angle-domain common-image
gathers, and then using stacked images within different angle sections for velocity and
impedance estimations. However, it could be computationally expensive to compute RTM
angle gathers, especially in 3D.

Note that the right-hand side of Equation (8) shares a similar form as the true am-
plitude imaging principle proposed by Kiyashchenko et al. [13], where the cos2θ term is
approximated by the ray theoretical slowness vectors in the Fourier domain and computed
by applying the time derivatives and spatial gradients of wavefields. The time derivatives
and spatial gradients of wavefields were also utilized in the inverse scattering imaging
condition proposed by Whitmore and Crawley [11]. Next, we investigated the inverse
scattering imaging condition, and further proposed a modified inverse scattering imaging
condition to output the near-angle stacked images without computing the angles. Our
method can reduce the computational costs compared with the method using angle gathers,
and still utilize the imaging capabilities of RTM for the relative impedance estimation.

The inverse scattering imaging condition proposed by Whitmore and Crawley [11]:

I(x; xs) = I∇(x; xs) + B(x; xs)Idt(x; xs) (9a)

where
I∇(x; xs) =

∫
∇pF(x; t; xs)·∇pB(x; t; xs)dt (9b)
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and

Idt(x; xs) = −
∫ 1

v2(x)
∂pF(x; t; xs)

∂t
∂pB(x; t; xs)

∂t
dt (9c)

and where B(x; xs) is a weighting function to attenuate backscattered energy. Note that here
we used the backpropagated wavefields pB(x; t; xs) in terms of wavefield propagation time
t (instead of T − t, where T is the maximum extrapolation time), and used the relationship
∂pB(x;T−t;xs)

∂t = − ∂pB(x;t;xs)
∂t .

The relationship between the product of the time derivatives of pF and pB, and the
products of their spatial gradients is given by the following equation [11,14,15]:

−∂pF
∂t

∂pB
∂t

cos(2θ)A(x)
v2(x)

= ∇pF·∇pB(x; t; xs) (10)

where A(x) is the parameter to compensate for far field approximation. We can ignore it by
assuming far field approximation and obtain the following equations:

∇pF(x; t; xs)·∇pB(x; t; xs) ≈ −
cos(2θ)

v2(x)
∂pF(x; t; xs)

∂t
∂pB(x; t; xs)

∂t
(11a)

− 1
v2(x)

∂pF(x; t; xs)

∂t
∂pB(x; t; xs)

∂t
+∇pF(x; t; xs)·∇pB(x; t; xs) ≈ −

2cos2θ

v2(x)
∂pF(x; t; xs)

∂t
∂pB(x; t; xs)

∂t
(11b)

− 1
v2(x)

∂pF(x; t; xs)

∂t
∂pB(x; t; xs)

∂t
−∇pF(x; t; xs)·∇pB(x; t; xs) ≈ −

2sin2θ

v2(x)
∂pF(x; t; xs)

∂t
∂pB(x; t; xs)

∂t
(11c)

Choosing B(x) = 1, Equation (9a) can be expressed in the frequency domain as:

I∇(x; xs) + Idt(x; xs)

=
∫ (
− 1

v2(x)
∂pF(x;t;xs)

∂t
∂pB(x;t;xs)

∂t +∇pF(x; t; xs)·∇pB(x; t; xs)
)

dt

≈ −
∫ 2cos2θ

v2(x)
∂pF(x;t;xs)

∂t
∂pB(x;t;xs)

∂t dt

= −
∫ 2ω2cos2θ

v2(x) p*
F(x; ω; xs)pB(x; ω; xs)dω

(12)

Equation (12) is similar to the energy norm imaging condition proposed by Rocha et al. [16],
which was used to attenuate reflections with opening angles close to 180◦. Comparing
Equations (8) and (12), we can see that the composite parameter of the relative impedance
and velocity perturbation (sin2θ δv

v0
+ cos2θ

δ(ρv)
ρ0v0

) can be computed using the inverse scatter-
ing imaging condition (Equation (12)) after the proper preprocessing of source and receiver
wavefields. To estimate the impedance perturbation, we must further separate the effects
of impedance and velocity. Inspired by Rocha et al. [16], who proposed an exponential
weighting function to select far-angle reflections for the purpose of tomographic inver-
sion, we applied the following weighting function for Equation (12) to select near-angle
reflections [15]:

Ismall angle =
∫

w
(
− 1

v2
∂pF
∂t

∂pB
∂t

+∇pF·∇pB

)
dt, with w = e

−
α(− 1

v2
∂pF
∂t

∂pB
∂t −∇pF ·∇pB)

− 2
v2

∂pF
∂t

∂pB
∂t , α > 1 (13)

where the weighting term w is approximate to e−αsin2θ following Equation (11c). This
weighting function equals to 1 when θ = 0◦, and rapidly approaches 0 when θ increases,
which is designed to select small reflection angles. More details about this weighting
function and the choice of α are presented in the later section. Equation (8) shows that
small-angle reflection produces an estimate of the impedance perturbation. Therefore,
from Equations (8) and (13), we derived our proposed imaging condition for the relative
impedance estimation from RTM:



Appl. Sci. 2023, 13, 5291 5 of 15

δ(ρv)
ρ0v0

= −
x

4v2w
(
− 1

v2
∂p′F
∂t

∂p′B
∂t

+∇p′F·∇p′B

)
dtdxs, with w = e

−
α(− 1

v2
∂p′F
∂t

∂p′B
∂t −∇p′F ·∇p′B)

− 2
v2

∂p′F
∂t

∂p′B
∂t (14)

where p′F and p′B are forward and backward wavefields, respectively, scaled by 1/ω2 in the
frequency domain.

Figure 1 shows the workflow of our proposed method of estimating the relative
impedance perturbation from RTM using the modified inverse scattering imaging condition.
Compared with conventional RTM, the only difference is that we replaced the conventional
cross-correlation imaging condition with our proposed imaging condition in Equation (14).
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Figure 1. Workflow of the proposed method.

2.2. Comparison of Imaging Conditions

To illustrate how the proposed imaging condition in Equation (13) attenuates large
angle reflections, we performed simple experiments on the prestack impulse response.
The synthetic data were generated by a two-reflector layered model. Figure 2a shows the
impulse response using Idt for a single trace at an offset of 4000 m, from which we can
see the image of two reflection events, as well as the backscattered events. The imaging
condition Idt + I∇ attenuated backscattered events, as shown in Figure 2b. By using the
proposed imaging condition in Equation (13), Figure 2c only preserved the small-angle
reflections. Figure 2d–f show the corresponding imaging comparison for a single trace
at an offset of 0 m (one source and one receiver, both at 0 m on the surface). Using our
proposed small-angle imaging condition, Figure 2f preserved all the zero-angle reflections
available in Figure 2d, while attenuating the backscattered energy, which is mostly notable
at location 0 m.

Figure 3 compares the imaging results of the single trace at zero offset using Equations
(13) and (14). From the comparison, we can see that the factor 1/ω2 in Equation (14) boosts
the low-frequency components in Figure 3b.
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(f) Ismall angle.
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(b) using Equation (14).

3. Numerical Examples

In this section, we demonstrate the effectiveness of the proposed imaging condition for
the impedance perturbation estimation (Equation (14)) on synthetic data. The first example
was designed to demonstrate the effectiveness of the proposed method on a laterally
invariant model with uncorrelated velocity and density. Figure 4a,b show the velocity and
density model, respectively. Figure 4c shows the true relative impedance perturbation.
We used the velocity and density in the first layer as the background velocity and density,
respectively. We first subtracted the background impedance from the exact impedance
and then analytically calculated the relative impedance perturbation. Figure 5a,b show the
filtered true velocity and impedance perturbation, respectively. Figure 5c illustrates the
impedance perturbation estimated by our proposed method, which matches well with the
true results. Note that the depth errors in the estimated acoustic impedance are due to the
fact that we used a constant migration velocity.
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Next, we demonstrated the acoustic impedance estimation on the Sigsbee2b model [17],
and focused on the sediment areas with fine impedance structure. We performed acoustic
finite difference modeling for synthetic data generation using a broadband source wavelet
( [ f 1, f2, f 3, f 4]= [0, 2, 56, 60] Hz). The exact velocity model is shown in Figure 6a, from
which the density model was generated using a predefined relationship of the two pa-
rameters. A V(z) velocity model and a constant density model were used for migration.
We analytically calculated the exact impedance perturbation and applied the band-pass
filtering to the exact result according to the bandwidth of input data. The filtered true
impedance perturbation is shown in Figure 6b. In comparison, Figure 6c illustrates the
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impedance perturbation results estimated by our proposed method. Figure 6d displays
the overlay of the two images (Figure 6b,c). The detailed comparison between Figure 6b,c
at the three different locations are shown in Figure 7. An amplitude calibration was per-
formed using reflections from the water bottom. In Figure 7, the filtered true impedance
perturbation is shown in red and the estimated impedance perturbation is shown in blue.
The numerical results demonstrate the overall good match between the estimated and the
true impedance perturbation.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 15 
 

impedance perturbation results estimated by our proposed method. Figure 6d displays 
the overlay of the two images (Figure 6b,c). The detailed comparison between Figure 6b,c 
at the three different locations are shown in Figure 7. An amplitude calibration was per-
formed using reflections from the water bottom. In Figure 7, the filtered true impedance 
perturbation is shown in red and the estimated impedance perturbation is shown in blue. 
The numerical results demonstrate the overall good match between the estimated and the 
true impedance perturbation.  

 
Figure 6. (a) Velocity model for synthetic data generation; (b) filtered true impedance perturbation; 
(c) impedance perturbation estimated by the proposed method; and (d) overlay plot of the two im-
ages (red: true, blue: estimated). 

 
Figure 7. Comparison of filtered true impedance perturbation (red) and estimated results (blue) at 
three horizontal locations: 2000 m (a); 3500 m (b); and 5000 m (c). 

In the third example, we demonstrated the proposed method on a 2D transition zone 
model. The exact velocity model (labels show grid numbers) is illustrated in Figure 8a, 
and the density model had similar structural characteristics (not shown here). As in the 

Figure 6. (a) Velocity model for synthetic data generation; (b) filtered true impedance perturbation;
(c) impedance perturbation estimated by the proposed method; and (d) overlay plot of the two images
(red: true, blue: estimated).

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 15 
 

impedance perturbation results estimated by our proposed method. Figure 6d displays 
the overlay of the two images (Figure 6b,c). The detailed comparison between Figure 6b,c 
at the three different locations are shown in Figure 7. An amplitude calibration was per-
formed using reflections from the water bottom. In Figure 7, the filtered true impedance 
perturbation is shown in red and the estimated impedance perturbation is shown in blue. 
The numerical results demonstrate the overall good match between the estimated and the 
true impedance perturbation.  

 
Figure 6. (a) Velocity model for synthetic data generation; (b) filtered true impedance perturbation; 
(c) impedance perturbation estimated by the proposed method; and (d) overlay plot of the two im-
ages (red: true, blue: estimated). 

 
Figure 7. Comparison of filtered true impedance perturbation (red) and estimated results (blue) at 
three horizontal locations: 2000 m (a); 3500 m (b); and 5000 m (c). 

In the third example, we demonstrated the proposed method on a 2D transition zone 
model. The exact velocity model (labels show grid numbers) is illustrated in Figure 8a, 
and the density model had similar structural characteristics (not shown here). As in the 

Figure 7. Comparison of filtered true impedance perturbation (red) and estimated results (blue) at
three horizontal locations: 2000 m (a); 3500 m (b); and 5000 m (c).

In the third example, we demonstrated the proposed method on a 2D transition zone
model. The exact velocity model (labels show grid numbers) is illustrated in Figure 8a,
and the density model had similar structural characteristics (not shown here). As in the
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previous example, synthetic data were generated using a broadband source wavelet. A
smoothed version of the true velocity was used for migration, with the assumption of a
constant density. Figure 8b shows the filtered true impedance perturbation, while Figure 8c
illustrates the estimated results using the proposed method. Detailed trace comparisons
between the two are shown in Figure 9 at the three different horizontal locations (X = 1900,
2200, 3000). Figure 9b (at X = 2200) and Figure 9c (at X = 3000) show a slightly better match
than Figure 9a (X = 1900, inside the island) due to better illumination. The comparison
shows the true and the estimated results match quite well, demonstrating the effectiveness
of our method on complex models.
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4. Discussion

In Equation (11b), we can see that the summation of the time derivative and the spatial
gradient images had an extra term of cos2θ compared to the time derivative image. When
we designed the small-angle imaging condition in Equation (13), we mentioned that the
exponential term approximated to e−αsin2θ . Since this exponential weighting was applied
at each time step, we can consider the proposed imaging condition as the time derivative
imaging condition weighted by the term cos2θe−αsin2θ . Figure 10 shows the analysis of this
term by choosing different parameter α, compared to the term cos2θ. In the figure, we can
see that a larger α attenuated the large reflections more rapidly than a small α; on the other
hand, the attenuation curve was smoother for a small α, which generated less artifacts than
a large α. In all our examples in the previous section, we empirically chose α = 5 based
on a compromise between the preservation of accuracy, and artifacts reduction. Figure 11
shows the sensitivity analysis of the inversion results using different α (α = 0, 5, 10, 20)
for the layered model (Figure 4). In the figure, we can see that for α = 0, the velocity
and impedance perturbation cannot be distinguished, while for a larger α (α = 10 and
α = 20), the shallow part is problematic. In future studies, we may consider the functions
of different forms to attenuate large reflections while still preserving the imaging quality.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 11 of 15 
 

Even though our method was derived from the framework of amplitude-preserving RTM, 
the inversion was based on the Born approximation (Equation (4)). Therefore, transmis-
sion losses due to the overburden effects were also a challenge for our proposed method. 
The proposed method could be extended to finite-frequency based inversion [19] or FWI 
approaches [20] in the future work.  

 
Figure 10. Analysis of different angle-dependent functions. 

 
Figure 11. Estimated relative impedance perturbation for the layered model using different 𝛼 in 
the weighting function in Equation (14): (a) 𝛼 = 0; (b) 𝛼 = 5; (c) 𝛼 = 10; and (d) 𝛼 = 20. 

Figure 10. Analysis of different angle-dependent functions.



Appl. Sci. 2023, 13, 5291 11 of 15

Appl. Sci. 2023, 13, x FOR PEER REVIEW 11 of 15 
 

Even though our method was derived from the framework of amplitude-preserving RTM, 
the inversion was based on the Born approximation (Equation (4)). Therefore, transmis-
sion losses due to the overburden effects were also a challenge for our proposed method. 
The proposed method could be extended to finite-frequency based inversion [19] or FWI 
approaches [20] in the future work.  

 
Figure 10. Analysis of different angle-dependent functions. 

 
Figure 11. Estimated relative impedance perturbation for the layered model using different 𝛼 in 
the weighting function in Equation (14): (a) 𝛼 = 0; (b) 𝛼 = 5; (c) 𝛼 = 10; and (d) 𝛼 = 20. 
Figure 11. Estimated relative impedance perturbation for the layered model using different α in the
weighting function in Equation (14): (a) α = 0; (b) α = 5; (c) α = 10; and (d) α = 20.

In all our numerical examples, broadband sources were used for synthetic data gen-
eration. Broad bandwidth played an important role in seismic inversion. Increasing the
bandwidth at the high-frequency end improved seismic resolution, and adding more low
frequencies in the data reduced the side lobes of the seismic wavelet [18]. Figure 12 demon-
strates the impact of low frequencies on the inversion result. For the Sigsbee2b model, we
applied a band-pass filter ( f1 = 3 Hz, f2 = 5 Hz, f3 = 56 Hz, f4 = 60 Hz) to remove low
frequencies in the input data, and then estimated the impedance perturbation using our
proposed method. The estimated impedance perturbations with and without low frequen-
cies are shown in Figures 12a and 12b, respectively. Figure 12a is the same as Figure 6c, and
is repeated here for comparison. Figure 12c shows the trace comparison of Figure 12a,b at
the horizontal location of 3500 m. The results demonstrate that low frequencies in the data
affect the long-wavelength structures in the image. Low frequencies are crucial for both
velocity and impedance inversions [8], and retaining low frequencies in the recorded data
depends on broadband seismic acquisition and data processing.
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As in conventional RTM, the proposed method assumes primaries only in the data, so
de-multiple is a necessary preprocessing step in the case of strong multiples in the data.
Even though our method was derived from the framework of amplitude-preserving RTM,
the inversion was based on the Born approximation (Equation (4)). Therefore, transmission
losses due to the overburden effects were also a challenge for our proposed method.
The proposed method could be extended to finite-frequency based inversion [19] or FWI
approaches [20] in the future work.

5. Conclusions

We proposed a weighted inverse scattering imaging condition for common-shot RTM,
which outputs an estimation of the relative impedance perturbation. The construction of
the weighting function was based on the two separate images from the conventional inverse
scattering imaging condition. The proposed imaging condition was designed to select
near-angle reflections during imaging, and therefore can separate the effect of impedance
perturbation from velocity perturbation, for acoustic cases with variable velocities and
densities. We demonstrated the effectiveness of the modified inverse scattering imaging
condition using synthetic examples and showed that our method can produce reliable
estimations of impedance perturbations.
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Appendix A Derivation of Equation (5)

Equation (4) describes the relationship between the perturbation in the data and the
perturbation in the model. Following [22], the inversion of the model perturbations from
Equation (4) can be written as follows:

δv
v0

+ cos2θ
δρ

ρ0
=

y
B(xr; ω; xs; x; θ)δd(xr; xs; ω)e−iωT(xs ;xr ;x)dxrdxsdω (A1)

where B is an inverse operator.
Substituting Equation (4) into Equation (A1), we have:

δv
v0

+ cos2θ
δρ
ρ0

= −
t

B(xr;ω; xs; x; θ)×∫ 2ω2

v(x′)2

(
δv(x′)
v(x′) + cos2θ′ δρ(x′)

ρ(x′)

)
×A(xs; xr; x′)eiω(T(xs ;xr ;x′)−T(xs ;xr ;x))dx′dxrdxsdω

(A2)
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In 2D, we change the variables from (xr, xs, ω) to (k, θ) and rewrite Equation (A2)
as follows:

δv
v0

+ cos2θ
δρ
ρ0

= −
s

B(xr;ω; xs; x; θ)δ(θ′ − θ)×∫ 2ω2

v(x′)2

(
δv(x′)
v(x′) + cos2θ

δρ(x′)
ρ(x′)

)
×A(xs; xr; x′)eik(x′−x)

∣∣∣ ∂(xs ,xr ,ω)
∂(k,θ)

∣∣∣dx′dkdθ′
(A3)

The inverse operator B(xr; ω; xs; x; θ) must satisfy the following equation according to
Equation (A3):

2ω2

v2 A(xs; xr; x)B(xr; ω; xs; x; θ)

∣∣∣∣∂(xs, xr, ω)

∂(k, θ)

∣∣∣∣ = −( 1
2π

)2
(A4)

The Jacobian is derived in Appendix B. Substituting the Jacobian in Equation (A16)
into Equation (A4), we can obtain the following:

B(xr; ω; xs; x; θ) = −
(

1
2π

)2 v2

2ω2 × 64π2|ω||q|2 A(xs; xr; x) cos βs
v(xs)

cos βr
v(xr)

= − 32cos2θ
|ω| A(x; xs)A(xr; x) cos βs

v(xs)
cos βr
v(xr)

(A5)

By substituting Equation (A5) into Equation (A1), and by using the following relation:

δ(ρv)
ρ0v0

=
δv
v0

+
δρ

ρ0
(A6)

We can obtain the desired relationship in Equation (5):

sin2θ
δv
v0

+ cos2θ
δ(ρv)
ρ0v0

= −
x x 32cos2θ′

|ω|
cos βr

v(xr)

cos βs

v(xs)
A(x; xs)A(xr; x) (A7)

Appendix B Derivation of the Inverse of the Jacobian in Equation (A4)

In this appendix, we derive the inverse of the Jacobian
∣∣∣ ∂(xs ,xr ,ω)

∂(k,θ)

∣∣∣ following Appendix B
from [9].

From the definition of the vector q in Figure A1, we have q = ps + pr. The wavenum-
ber vector k is defined as k = ωq = ω(p s + pr). In the isotropic case, we have
|k| = 2|ω|cos θ

v , and |q| = 2cosθ
v , where θ is the reflection angle and v is the wave prop-

agation velocity at the image point. By using the polar representation (|k|, φ) for the vector
k, we obtain: ∣∣∣ ∂(k,θ)

∂(xs ,xr ,ω)

∣∣∣ = ∣∣∣ ∂(k,θ)
∂(|k|,φ,θ)

∣∣∣∣∣∣ ∂(|k|,φ,θ)
∂(xs ,xr ,ω)

∣∣∣
= |k|

∣∣∣ ∂(|k|φ,,θ)
∂(xs ,xr ,ω)

∣∣∣ = |ω||q|
∣∣∣ ∂(k)

∂(ω)

∣∣∣∣∣∣ ∂(φ,θ)
∂(xs ,xr)

∣∣∣ = |ω||q|2∣∣∣ ∂(φ,θ)
∂(xs ,xr)

∣∣∣ (A8)

Using the relation: {
φ = αs+αr

2
θ = αs−αr

2
(A9)

We can have: ∣∣∣∣ ∂(φ, θ)

∂(xs, xr)

∣∣∣∣ = ∣∣∣∣ ∂(φ, θ)

∂(αs, αr)

∣∣∣∣∣∣∣∣∂(αs, αr)

∂(xs, xr)

∣∣∣∣ = ∣∣∣∣∂(αs)

∂(xs)

∣∣∣∣∣∣∣∣∂(αr)

∂(xr)

∣∣∣∣ (A10)

Plugging Equation (A10) into Equation (A11), we can obtain:∣∣∣∣ ∂(k, θ)

∂(xs, xr, ω)

∣∣∣∣ = |ω||q|2∣∣∣∣∂(αs)

∂(xs)

∣∣∣∣∣∣∣∣∂(αr)

∂(xr)

∣∣∣∣ (A11)
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From Figure A1, we can see that the angle φ is fixed for a given image point x. Thus,
the angles θ and αs differ only by a constant angle: θ = αs − φ. So:∣∣∣∣ ∂θ

∂αs

∣∣∣∣ = 1 (A12)

∣∣∣∣ ∂θ

∂xs

∣∣∣∣ = ∣∣∣∣ ∂θ

∂αs

∣∣∣∣∣∣∣∣∂αs

∂xs

∣∣∣∣ = ∣∣∣∣∂αs

∂xs

∣∣∣∣ (A13)

The expression for the left-hand side of the above equation can be found in [9] as
Equation (7): ∣∣∣∣ ∂θ

∂xs

∣∣∣∣ = 8πA2(xs, x)
cos βs

v(xs)
(A14)

Similarly, we can have: ∣∣∣∣ ∂θ

∂xr

∣∣∣∣ = 8πA2(xr, x)
cos βr

v(xr)
(A15)

From Equations (A11) and (A14)–(A16), we have:∣∣∣ ∂(k,θ)
∂(xs ,xr ,ω)

∣∣∣ = |ω||q|2∣∣∣ ∂(αs)
∂(xs)

∣∣∣∣∣∣ ∂(αr)
∂(xr)

∣∣∣
= |ω||q|2 × 8πA2(xs, x) cos βs

v(xs)
× 8πA2(xr, x) cos βr

v(xr)

= 64π2|ω||q|2 A2(xs, x)A2(xr, x) cos βs
v(xs)

cos βr
v(xr)

(A16)
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From Figure A1, we can see that the angle 𝜙 is fixed for a given image point 𝐱. Thus, 
the angles 𝜃 and 𝛼௦ differ only by a constant angle: 𝜃 = 𝛼௦ − 𝜙. So: ฬ 𝜕𝜃𝜕𝛼௦ฬ = 1 (A12)

ฬ 𝜕𝜃𝜕𝐱௦ฬ = ฬ 𝜕𝜃𝜕𝛼௦ฬ ฬ𝜕𝛼௦𝜕𝐱௦ฬ = ฬ𝜕𝛼௦𝜕𝐱௦ฬ (A13)

The expression for the left-hand side of the above equation can be found in [9] as 
Equation (7): ฬ 𝜕𝜃𝜕𝐱௦ฬ = 8𝜋𝐴ଶ(𝐱௦, 𝐱) cos 𝛽௦𝑣(𝐱௦)  (A14)

Similarly, we can have:  ฬ 𝜕𝜃𝜕𝐱௥ฬ = 8𝜋𝐴ଶ(𝐱௥, 𝐱) cos 𝛽௥𝑣(𝐱௥) (A15)

From Equations (A11) and (A14)–(A16), we have:  ቤ 𝜕(𝐤, 𝜃)𝜕(𝒙௦, 𝐱௥, 𝜔)ቤ = |𝜔||𝐪|ଶ ቤ𝜕(𝛼௦)𝜕(𝐱௦)ቤ ቤ𝜕(𝛼௥)𝜕(𝐱௥)ቤ 
= |𝜔||𝐪|ଶ × 8𝜋𝐴ଶ(𝐱௦, 𝐱) cos 𝛽௦𝑣(𝐱௦) × 8𝜋𝐴ଶ(𝐱௥, 𝐱) cos 𝛽௥𝑣(𝐱௥) 

= 64𝜋ଶ|𝜔||𝐪|ଶ𝐴ଶ(𝐱௦, 𝐱)𝐴ଶ(𝐱௥, 𝐱) cos 𝛽௦𝑣(𝐱௦) cos 𝛽௥𝑣(𝐱௥) 

(A16)

 
Figure A1. Coordinates of the 2D ray approximation. x is the image point, and xs and xr are the
source and receiver position, respectively; vectors ps and pr define the specular ray parameters at the
image point from the source and receiver, respectively; vector q is defined as the sum of the source
ray parameter ps and receiver ray parameter pr; in the specular cases, q coincides with the reflector
normal vector;αs, αr, and ∅ are the angles with respect to the vertical of the vectors ps, pr and q,
respectively; θ is the reflection angle with respect to the normal, and 2θ is the angle between ps and
pr; βs and βr are the takeoff angles at the source and receivers, respectively (figure adapted from [9]).
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