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Abstract

:

Most advanced technologies for the treatment of type 1 diabetes, such as sensor-pump integrated systems or the artificial pancreas, require accurate glucose predictions on a given future time-horizon as a basis for decision-making support systems. Seasonal stochastic models are data-driven algebraic models that use recent history data and periodic trends to accurately estimate time series data, such as glucose concentration in diabetes. These models have been proven to be a good option to provide accurate blood glucose predictions under free-living conditions. These models can cope with patient variability under variable-length time-stamped daily events in supervision and control applications. However, the seasonal-models-based framework usually needs of several months of data per patient to be fed into the system to adequately train a personalized glucose predictor for each patient. In this work, an in silico analysis of the accuracy of prediction is presented, considering the effect of training a glucose predictor with data from a cohort of patients (population) instead of data from a single patient (individual). Feasibility of population data as an input to the model is asserted, and the effect of the dataset size in the determination of the minimum amount of data for a valid training of the models is studied. Results show that glucose predictors trained with population data can provide predictions of similar magnitude as those trained with individualized data. Overall median root mean squared error (RMSE) (including 25% and 75% percentiles) for the predictor trained with population data are   { 6.96  [ 4.87 , 8.67 ]   ,   12.49  [ 7.96 , 14.23 ]   ,   19.52  [ 10.62 , 23.37 ]   ,   28.79  [ 12.96 , 34.57 ]   ,   32.3  [ 16.20 , 41.59 ]   ,   28.8  [ 15.13 , 37.18 ]  }   mg/dL, for prediction horizons (PH) of   { 15 , 30 , 60 , 120 , 180 , 240 }   min, respectively, while the baseline of the individually trained RMSE results are   { 6.37  [ 5.07 , 6.70 ]   ,   11.27  [ 8.35 , 12.65 ]   ,   17.44  [ 11.08 , 20.93 ]   ,   22.72  [ 14.29 , 28.19 ]   ,   28.45  [ 14.79 , 34.38 ]   ,   25.58  [ 13.10 , 36.60 ]  }   mg/dL, both training with 16 weeks of data. Results also show that the use of the population approach reduces the required training data by half, without losing any prediction capability.
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1. Introduction


Diabetes affected 537 million people with diabetes worldwide in 2021 [1], and this figure is estimated to rise to 643 million by 2030 and 783 million by 2045, which makes diabetes one of the major health challenges of the 21st century. Type 1 diabetes (T1D) is the most severe variant of this condition, and affects about 10% of people with diabetes. In people with T1D,  β -cells in the pancreas are destroyed by an autoimmune response, impairing or completely suppressing insulin secretion, causing blood glucose (BG) concentrations to escape the safe range of 70–180 mg/dL. Since the discovery of insulin, T1D treatment usually consists in exogenous administration of insulin, or more recently, insulin analogs, in order to avoid long-term complications due to hyperglycemia (high concentration of BG). Unfortunately, insulin overdosing may reduce BG concentration to hypoglycemic levels, which may lead to severe consequences such are comma and death when untreated. Ambulatory BG control is demanding for patients, who carry out many critical decisions and calculations per day, and are required to constantly monitor BG levels to avoid hyper- and hypoglycemia.



Nowadays, glucose concentration can be measured in real time by using continuous glucose monitoring (CGM) devices [2], which are increasingly common medical devices in the treatment and supervision on T1D. However, accurate glucose predictions over long time horizons are still needed to help in preventing hyperglycemic and, especially, hypoglycemic episodes [3,4]. Glucose prediction is important in sensor–pump integrated systems [5] or artificial pancreas (AP) systems [6,7,8,9].



There are a variety of alternatives for BG prediction in T1D in the literature, such as, among others, linear empirical dynamic models, multivariate nonlinear regression techniques, extended Kalman Filters, data mining or artificial intelligence approaches [10,11,12]. More recently, deep learning and meta-learning [13,14,15] approaches have yielded very accurate predictions when trained on population data, albeit those models need to be fed exogenous data that may not be reliably available or accurate. A promising approach is the use of seasonal stochastic local models [16,17], since these models provide reliable glucose predictions under high intra-patient variability for long prediction horizons. The rationale lies in the fact that observed behaviors in past similar scenarios can help to improve predictions at the present moment. Seasonal stochastic time series models such as SARIMA (seasonal autoregressive integrated moving average) or SARIMAX (SARIMA including eXogenous variables) have exhibited good accuracy for postprandial BG prediction accuracy over long prediction horizons [16], including challenging scenarios with a variety of meals and exercise sessions [17]. Seasonal local modeling also proved successful under real-life scenarios [18], but at least four months of data from each patient were needed to properly train the personalized system. SARIMA models have recently been proven to provide valid short term predictions in real life experimental datasets, as shown in [19], holding their ground against neural networks when predicting glucose in two different experimental benchmark datasets.



Thus, it is desirable to reduce as much as possible the individual historical data needed to train these models in order to provide valid glucose predictions to the patient and clinical staff as soon as possible. The question that motivated this work is whether training from population data, composed of smaller datasets from many patients, provides accurate enough glucose predictions when used in an individual. Additionally, we investigated to what extent individual data needs can be reduced in the training process to maintain prediction accuracy.



The main purpose of this work is to train population seasonal data-based models and perform an in silico study of prediction capabilities to analyze if the use of population data can substitute individual patient data while maintaining accuracy. Additionally, the effect of the reduction of the volume of data needed (number of weeks per patient included in the population data) is studied and how it affects the feasible prediction horizon.




2. Material and Methods


The main contribution of this work is the use of global glucose predictors to estimate future glucose, which uses seasonal stochastic models trained with data from a population of patients, in contrast to those trained with data from the same individual. The methodology, apart from the data curation and partitioning, is very similar to the procedure described in [18] for seasonal stochastic local modeling. A summary of the method is reproduced next where additions and modifications to the original procedure have been included.



2.1. Data Overview


CGM usage has experienced an extraordinary growth in recent years and its data is easier to access by researchers than before. Indeed, diabetes management software such as Tidepool or SocialDiabetes gather and store this data, facilitating data curation and access by researchers [20,21]. Furthermore, full repositories of experimental CGM data are freely available to download e.g., the rePLACE-BG diabetes dataset [22]. In this work, we opted to use in silico data consisting of two datasets (one for training, one for validation) of ten virtual adults from the educational version of the UVA/Padova simulator [23], with an exercise model add-on [24], and additional sources of intra-patient variability. Both sets of data were generated following open loop therapy (basal insulin and ratios provided by the simulator were used). The main characteristics (events and variability) of the simulated scenario were chosen to represent as closely as possible the real life of people with T1D, and are summarized next:




	
A nominal day with three meals of 40, 90 and 60 g of carbohydrates at 7:00, 14:00 and 21:00 h were simulated.



	
Actual mealtime and carbohydrate intake varied around nominal values following a normal distribution with a standard deviation of 20 min for mealtime, and a 10% coefficient of variance for meal size.



	
Meal absorption dynamics were changed at each meal by randomly selecting one of the meal model parameter sets available from the simulator [23].



	
Meal absorption rate at each meal changed within a uniform distribution in ±30%, and carbohydrate bioavailability in ±10% around selected nominal values.



	
Carbohydrate counting errors by the patient were considered to follow a uniform distribution between −30% and +10%, following results in [25] where a trend to meal underestimation is reported.



	
Insulin absorption pharmacokinetics varied in ±30%, according to the intra-patient variability reported in [26].



	
Circadian variability of insulin sensitivity was considered with variations in ±30% around nominal sensitivity, reproducing changes in basal insulin requirements in the adult population reported in [27].



	
The 15–15 rule [28] was used to treat hypoglycemia (15 g of carbohydrates were administered when glucose went below 70 mg/dL, and repeated if after 15 min hypoglycemia was still present).








Training and validation datasets were generated using the same scenario. Four months of data were generated for the training dataset, representing the maximum data per patient available. The actual length of training data used was varied in the study performed according to the scenarios described in Section 2.8. A fixed length of two months was considered for the validation dataset.



In both datasets, besides CGM data, time stamps and labels for the following events were generated: Breakfast, Lunch, Dinner, Night and Hypoglycemia treatment. The Night event was considered to start 6 h after dinner. All rescue carbs administered in a hypoglycemia treatment were gathered in a single Hypoglycemia treatment event, starting at the time of the first rescue carb intake. This will be represented, for each patient   p = 1 , … , 10  , by the set of time-ordered pairs


   E p  : =  {  (  t  e i   ,  L  e i   )   ∣  i = 1 , … ,  n e  }  ,  



(1)




where   t  e i    is the timestamp for the i-th event,    t  e i   <  t  e  i + 1     ,   L  e i    is the label of the i-th event,    L  e i   ∈   {Breakfast, Lunch, Dinner, Night, Hypoglycemia treatment}, and   n e   is the number of events.




2.2. CGM Data Partitioning


Seasonality must be enforced before building seasonal stochastic local models from the training dataset. Provided that the starting time and duration of events in the CGM historical data is variable between event instances, the original CGM time series data is partitioned into a set of “event-to-event” time subseries from the reported timestamps and labels in the set   E p  . Although different options exist to build groups (from a single partition if event labels are neglected to multiple partitions of all event labels are considered), three partitions are considered in this work (meals, night and hypoglycemia treatment). This partitioning is a compromise requiring only information about meal and hypoglycemia time instants (which can be extracted automatically from data) and performed well in previous studies [18]. Thus, consider for patient p


   E p  =  E M p  ∪  E N p  ∪  E H p  ,  



(2)




where


     E M p     : =     {  (  t  e i   ,  L  e i   )   ∣   L  e i   ∈  { Breakfast , Lunch , Dinner }  }     



(3)






     E N p     : =     {  (  t  e i   ,  L  e i   )   ∣   L  e i   ∈  { Night } }      



(4)






     E H p     : =     {  (  t  e i   ,  L  e i   )   ∣   L  e i   ∈  { Hypoglycemia treatment }  } .     



(5)







Given the index sets for patient p


     I M p     : =     { i  ∣   (  t  e i   ,  L  e i   )  ∈  E M p  }     



(6)






     I N p     : =     { i  ∣   (  t  e i   ,  L  e i   )  ∈  E N p  }     



(7)






     I H p     : =     { i  ∣   (  t  e i   ,  L  e i   )  ∈  E H p  }     



(8)




and denoting by     [ G ]    t 0    t 1    ( t )  : =  { G  ( t )   ∣   t 0  ≤ t ≤  t 1  }    the time subseries given by the segment of CGM data from   t 0   to   t 1   for patient p, the following CGM data partitions are built:


     Π M p     : =     {   [ G ]    t  e i     t  e  i + 1      ( t )   ∣  i ∈  I M p  }     



(9)






     Π N p     : =     {   [ G ]    t  e i     t  e  i + 1      ( t )   ∣  i ∈  I N p  }     



(10)






     Π H p     : =     {   [ G ]    t  e i     t  e  i + 1      ( t )   ∣  i ∈  I H p  } .     



(11)







In this work, population data is also needed. In this case, some partitions can be aggregated to create population partitions, such are those including the meals, the nights and the hypoglycemia treatments for the whole population.


     Π M    =     ⋃  p = 1   N p    Π M p      



(12)






     Π N    =     ⋃  p = 1   N p    Π N p      



(13)






     Π H    =     ⋃  p = 1   N p    Π H p      



(14)




where   N p   is the number of patients in the cohort; in our case,    N p  = 10  .



This aggregates sequentially (the partition from one patient after the previous one) the partitions of all patients into a single partition. Therefore, when using the aggregated population partition, the identification procedure is patient-blind.




2.3. Data Regularization


Each CGM time subseries in the training dataset is comprised from a given event timestamp,   t  e i   , to the next event timestamp,   t  e  i + 1    . In order to enforce seasonality, the time subseries’ lengths must be regularized. Time subseries of shorter length than the corresponding maximum length found in the partition where it is included are expanded with blank values (“not a number”—NaN) until reaching maximum length. As a result, time subseries length is regularized and seasonality can be enforced (see Section 2.6). Note that most of time subseries will have blanks in the final positions, which should be adequately treated as missing data in the clustering and identification processes. Thus, regularized length will be different for each partition   Π M  ,   Π N  ,   Π H  ,   Π M p  ,   Π N p  , and   Π H p  .




2.4. Data Clustering


Regularized partitions in the training dataset must be clustered to gather similar glucose responses prior to local modelling, as required by seasonal techniques. Fuzzy C-Means (FCM) clustering [29] requires data to be complete and, therefore, it is not directly applicable to the available partitions with missing data resulting from the seasonality enforcing step. The partial distance strategy FCM (PDSFCM) algorithm is used instead, combined with the partial distance as defined in [30].



Most clustering algorithms, such as FCM and its modification PDSFCM, require knowing the expected number of clusters in the data before running the process. Fortunately, there exists a large variety of indices to help determine the optimal number of clusters. In this work, minimization of the Fukuyama–Sugeno (FS) index has been used [31] for this purpose, due to the good results obtained with it in previous works [18].



Additionally, provided that a local model will be identified later for each cluster, a minimum number of time series is required in a cluster for the identification process to be performed. A threshold of 10 time series has been found adequate in this work, then ensuring subsequent local models a minimum set for identification and validation.



Figure 1 shows an example where FS decreases as the number of clusters increases, with some local minimum in the evolution. If only FS is considered, five or seven clusters are the bests candidates (local minimum with less clusters). However, when five or more clusters are considered, the number of time series drops below 10 in (at least) one cluster (marked with a cross in the figure), thus leading to possible problems in the subsequent identification step (due to the small number of data for training and validation). Therefore, four clusters are chosen in this case.




2.5. Data Preparation for Identification


This work will compare models obtained using individual patient data vs population data. Although the used data (amount, partitions, etc.) is the same, the data must be organised in a different way before feeding it to the identification algorithm. In both cases, 80% of data will be used for local models training and the remaining 20% for local models validation, but sorted in a different way.



In the case of data for individual models (one for each patient), partitions (9), (), and () will be split into two parts: the first 80% of data will be used for training and last 20% for validation.



However, if the same splitting procedure is applied to the population partitions in (12), (), and (), an undesirable effect is detected. As an example, the top image in Figure 2 shows the application of the procedure to a cluster from the partition    Π M  =  ⋃  p = 1  2   Π M p   . It can be seen that, provided that each cluster contains data from different patients and that data is stored in order in the original clustered partitions, the two parts for identification (training and validation) will contain events from completely different patients (patient 1 is used for training, and only part of patient 2 is used for validation). In the case of this work (10 patients), this procedure will lead to a scenario where patients 1 to 8 will be used to train the local models and the remaining patients will be used to validate the local model. In order to avoid this problem, it is extremely important to properly split the training and validation data from each patient. Therefore, the total number of patients present in each cluster will be identified and then the data from each one of them will be split using the 80/20 criteria, as presented in the bottom image in Figure 2 for the partition    Π M  =  ⋃  p = 1  2   Π M p   . In this way, the right proportion of data from each patient is ensured in the training and validation split.




2.6. Local SARIMA Modeling


After data in a partition are clustered, local seasonal models are trained for each cluster. If the clustering process is successful, all the time series in a cluster will be similar. Then, a SARIMA model can be identified for each cluster i, yielding a set of local glucose predictors (one per cluster). Note that the cost index during identification will neglect blank data in the residuals computation. Box–Jenkins methodology [32] is used in this identification process. Exogenous inputs could also be considered with SARIMAX models [17], although only glucose and mealtimes will be considered available in this work.




2.7. Models Integration in a Glucose Predictor


Once local models are properly trained for each cluster, a glucose predictor is built by the integration of such local models during real-time operation. Although a detailed description of this process can be found in [18], the glucose predictor working process is quickly described next: When the glucose predictor receives a new real time glucose value   G ( i )  , a time series is built with this value and a given window of previous glucose measurements from the time the last event occurred. This time series is then compared with the same time window from the cluster prototypes of each local model, and a membership value   μ i   is calculated, representing the similarity between the current time series and each prototype i for that time window. Then, local models are evaluated providing a local prediction, based on the new glucose measurement and past historical data in the corresponding cluster, depending on the seasonal order of the local models. In the end, all those predictions are integrated using the weighted sum of each response by their corresponding membership   μ i  . Therefore, the final (global) prediction    G ^   ( i )    will depend mostly on the local model’s response that is more similar to the current patient’s situation, but all the other responses will be taken into account in some degree.




2.8. Glucose Predictors Validation


As described in Section 2.1, the training dataset comprised sixteen-weeks in silico data for a ten patient cohort. For each patient p, training data was partitioned (following the descriptions in Section 2.2 for partition, and Section 2.3 for regularization) in   Π M p  ,   Π N p  , and   Π H p   sets. Clustering (see Section 2.4) and local model training and integration (Section 2.6 and Section 2.7) was then applied to each partition, yielding a set of individual glucose predictors (one per patient p and event group  M ,  N , and  H ):     G ^  M p   ( i )   ,     G ^  N p   ( i )   , and     G ^  H p   ( i )   . The same procedure has been applied to the population data in the partitions   Π M  ,   Π N  , and   Π H  , then resulting in a single population glucose predictor per event ( M ,  N , and  H ), but valid for all patients:     G ^  M   ( i )   ,     G ^  N   ( i )   , and     G ^  H   ( i )   .



It must be recalled that in both cases, individual and population training, 80% of the available data for each cluster was used for local models identification and the remaining 20% was kept for validation time series following the procedure described in Section 2.5. These partial results on local modeling are kept internal and not shown in this work, since it is not deemed relevant for the conclusions.



Individual (patient-personalized) glucose predictors performed very well in previous works [18], and this performance will be compared to the population predictor in this work. Additionally, the population predictor performance degradation will be studied as the number of data is reduced (the number of weeks of available data per patient is reduced sequentially from 16 to 2 weeks) for prediction horizons in the set   P H ∈ { 15 , 30 , 60 , 120 , 180 , 240 }   min.



Both glucose predictors (individual and population) performance have been evaluated using an independent 2-month validation dataset (see Section 2.1). Each glucose predictor has been matched, at each event, according to its type (meal, night, hypoglycemia treatment). For all time series in the validation data, predictions have been computed as described in Section 2.7. In order to facilitate results comparison with previous studies in glucose prediction in the literature, the standard metric RMSE (mg/dL) has been used here to measure forecasting accuracy:


   R M S E : =    1 n    ∑  i = 1  n    e 2   ( i )      



(15)




where n is the number of observations,   e  ( i )  = G  ( i )  −  G ^   ( i )    is the forecasting error (residual),   G ( i )   denote the ith glucose observation, and    G ^   ( i )    is the forecast of   G ( i )  . The residuals of the glucose trajectory are built from predictions at time   t p   for a prediction horizon   P H  , i.e.,   G (  t p  + P H ∣  t p  )  . It evaluates how successfully the actual glucose trajectory can be predicted   P H   time samples ahead. In this case, for each time series in the validation data, and denoting   l i   as the length of the time series,    l i  − P H   observations are available for the computation of residuals. Metrics were averaged for all those time series in the validation data.





3. Results and Discussion


The main contribution of this work is using CGM data from a given population to train prediction models for each individual, instead of using data from longer periods of time provided by the same individual. In this section, the prediction accuracy metrics for our approach are presented.



3.1. Individual vs. Population Predictor


For the population predictor, the number of clusters (and, therefore, the number of local models needed) for each partition predictor are reported in Table 1, where the first row displays the results using the whole 16-week dataset. The optimal number of clusters in the day predictor is independent of the volume of data used for training, always requiring eight clusters for optimum clustering performance. For the individual predictor case, a detailed list of the number of clusters of each partition and each patient is detailed in [18].



The glucose predictor ensembled for the day partition is consistent in finding eight clusters of data independently of the amount of data used to train it, suggesting a homogeneous distribution of easy to identify behaviors across the dataset. The night predictor ranges from three to five clusters as the volume of data increases. The three base clusters may represent common nighttime patterns, which appear consistently even in small datasets. The fourth and fifth clusters, however, are only identified when the data volume grows, suggesting that they are sparsely represented in the data, and several repetitions of those behaviors are required to appear in the data in order to assign them a cluster. A similar conclusion can be drawn from the number of clusters in the hypoglycemic predictor.



As expected from the population approach, the number of clusters needed when clustering the whole dataset is larger than those for any single individual (see [18]), which range from five to eight for the Day Predictor, from three to five in the Night Predictor, and between one and four for the hypoglycemia predictor. The case of the hypoglycemia predictor is particularly interesting, since using data from a population yields from five to eight clusters, more than that of any individual. This leads to the conclusion that hypoglycemia predictors are more readily built with fewer sets of data than those based on data from the individual, due to hypoglycaemic patterns appearing more often among many individuals rather than repeatedly in the same individual.



The accuracy performance of both predictors (trained with individual/population data) are reported in Table 2 for the initial training with 16-week data. The results are reported as mean (standard deviation), and median [25th–75th percentiles]. For each   P H  , results for each partition predictor (meal, night, hypoglycemia treatment) as well as overall metrics are presented. In both cases, results show the averaged behaviour over the 10 patient cohort. The Wilcoxon rank sum test (p < 0.001) was used to test statistically significance, marked with a red dot (•).



Results show a small increase in the mean error in the population approach when compared to the individual one in the case of small   P H s  . However, in the worst case scenario, an increase of 4.86 mg/dL is detected when considering the Meals and Night glucose predictors, but this value can not be considered relevant in a medical context. On the other hand, this loss of prediction capability becomes clearer when considering longer   P H   hypoglycemia predictors, where the RMSE increases to 6.89 mg/dL (  P H = 180   min) and 13.68 mg/dL (  P H = 240   min). It must be noted that this difference has not been found statistically significant.



However, considering that the population predictors were trained with data from a population and not from data of the very same patient, the prediction errors are remarkably low, especially when considered in a clinical environment. The overall predictor being able to accurately predict glucose 4h (  P H = 240   min) into the future with a RMSE of 30.40 mg/dL is very promising, especially when the individual predictor only yields errors of 27.28 mg/dL, a difference of 3.12 mg/dL, which is not statistically significant. In general, we observe RMSE numbers of the same order of magnitude for both the individual and population approaches, which, given that population data can be readily used as a “seed” for predictions out–of–the–box without the need of individualization to the patient, suggests that the population approach to clustering and training local models is the way forward.




3.2. Effect of the Number of Weeks of Data on the Population Predictor


So far, it has been observed that using population data to train local models does not jeopardize prediction accuracy when applied to an individual, compared to training with individual data and assuming the same individual dataset size. Now, the effect of the data size (in number of weeks of data used to train the local models) on the predictions     G ^  M   ( i )   ,     G ^  N   ( i )   , and     G ^  H   ( i )    is analysed. The initial hypothesis was that, as the size of the training dataset is reduced, so is the predictive power of the ensemble of models that comprise the global predictors. To confirm this hypothesis, we evaluate the performance of the predictors using population sets of   { 2 , 4 , 6 , 8 , 12 , 16 }   weeks of data in    Π M  ,  Π N  ,  Π H   , and prediction horizons ranging   P H ∈ { 15 , 30 , 60 , 120 , 180 , 240 }   min.



The number of clusters for each partition predictor was calculated for each set of identification data (from 16 to 2 weeks) using the FS index (see Section 2.4, and results are reported in Table 1). As can be seen in Table 1, the ideal number of clusters is lower in scenarios for smaller numbers of weeks, which is expected since the volume of data is lower. This behaviour affects particularly to the number of clusters in the Night and Hypoglycemia predictor, since the number of these events decrease drastically in smaller datasets.



The same validation procedure followed in Section 3.1 was used here to compare the predictive power of the different glucose predictors when trained with different population data volumes. Figure 3 shows the distribution of the prediction error (RMSE median and quartiles) vs the different training dataset sizes for all the prediction horizons.



For all considered PHs, the hypoglycemia glucose predictor is clearly the most erratic (larger error bars) and on average, the one that shows higher median errors. It can also be observed that for low PHs (  P H ∈ { 15 , 30 , 60 }  ) no significant difference is observable in the RMSE, except for an abnormally high error when only 2 weeks of data were used for training. For higher PHs (  P H ∈ { 120 , 180 , 240 }  ), the RMSE remains almost constant when training with 4, 6, 8 or 12 weeks of data, but is worse for 2 or 16 weeks, suggesting a “sweet spot” of training data volume between 4 and 12 weeks of data. The most plausible explanation for this phenomenon is a tendency of over-fitting anomalous or highly variable behaviors in the scenario with 16 weeks of data, and a lack of relevant dynamics in the 2 weeks of data.



The day and night time predictors show a very consistent predictive power, with little to no difference at low Phs when using different dataset volumes for training, and a slight trend of decreasing RMSE as the number of weeks increases for longer PHs. This is concordant with the initial hypothesis of the effect of the dataset volume on the predictive power.



Similar trends are observed if the Overall prediction error is analysed, as seen in Figure 4. For the shorter PHs (  P H ∈ { 15 , 30 , 60 , 120 }  ), the error bars of the two-week dataset are significantly larger than all the other (larger) datasets used for training, suggesting that a critical volume of training data for obtaining consistently good predictions is more than two weeks. For longer PHs, lower RMSE values tend to be achieved when larger datasets are used for training (6, 8 or 12 weeks of data vs. 2 or 4), but this trend is inverted when the dataset volume is increased to 16 weeks. This suggests that using 16 weeks of data from a whole cohort of patients to train models might lead to subpar predictions, since more dynamics are modeled that may not be used to provide accurate predictions of an individual patient.



This is also observed in Figure 5, where the median and interquartile ranges for all the Overall predictors are illustrated overlapping. Median RMSE remains mostly unchanged for low PHs, and it reaches its minimum values for 4, 6 and 8 weeks for longer PHs. Interquartile range drastically increases for the 2 and 16 weeks datasets. When comparing the RMSE between PHs, it is curious to observe how better predictions are achieved for the 240 min prediction vs the 120 min one.





4. Conclusions


In previous works, seasonal local modeling proved successful in glucose prediction under realistic scenarios for long prediction horizons. However, a minimum of 4 months of data for each patient were needed to properly train the system personalized to the user. The predictive power of these previously tested individualized glucose predictors has been compared to those obtained by a single model for all patients trained using population data. The results shows that there is no loss of predictive power when population and individual approaches are compared. The population approach was easier and faster to implement and train, as only three different glucose predictors were trained for the whole cohort of patients, instead of the thirty glucose predictors that the individual approach requires. Additionally, the use of population data avoids the necessity of using specific data from a patient and transfers knowledge from a generic population to a specific patient by learning common behaviours (local models) useful for all. While the prediction accuracy metrics reported are promising, in order to extrapolate these results to a general population, these models will have to be assessed in a randomized experimental setting.



In summary, it was observed that no significant differences were found between using 16, 12 and 8 weeks for training the population glucose predictors when using them to forecast individual data. Therefore, using an ensemble of data from diverse patients reduces the amount of data required to train models by half, without losing any predictive power.
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Figure 1. Example of number of clusters selection using the FS index in combination with a minimum number of time series in a cluster. The X indicates the existence of one or more clusters with less than 10 time series. 
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Figure 2. Training and validation split procedures for population data. 
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Figure 3. RMSE Median and Quartiles metrics for the different Glucose Predictor for all prediction horizons for all the training dataset sizes. Hypoglycemia predictor in blue, Night predictor in green, and Meal predictor in red. 
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Figure 4. RMSE Median and Quartiles metrics for the Overall for all prediction horizons for all the training dataset sizes. 
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Figure 5. Median and inter-quartile range trends in RMSE for different PHs. 
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Table 1. Number of clusters in each predictor in function of the training dataset size.
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Number of Clusters






	
Dataset Size

(weeks)

	
Day

Predictor

	
Night

Predictor

	
Hypoglycemic

Predictor




	
16

	
8

	
5

	
8




	
12

	
8

	
5

	
6




	
8

	
8

	
4

	
6




	
6

	
8

	
4

	
6




	
4

	
8

	
3

	
5




	
2

	
8

	
3

	
5
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Table 2. Accuracy metrics of the individual and population glucose predictors for the 16-weeks validation dataset.
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Number of

Predictions

	
RMSE

Individual

(mg/dL)

	
RMSE

Population

(mg/dL)






	
PH = 15 min




	
Meals

	
133,540

	
6.58 (0.96)

6.54 [6.10, 6.79]

	
7.58 (1.20)

6.98 [6.84, 7.99]•




	
Night

	
26,426

	
4.90 (0.87)

4.71 [4.29, 5.07]

	
4.86 (0.87)

4.57 [4.39, 4.87]




	
Hypo

	
4308

	
8.08 (2.97)

6.57 [6.43, 10.80]

	
8.67 (1.41)

8.79 [7.63, 9.93]




	
Overall

	
164,274

	
6.52 (2.24)

6.37 [5.07, 6.70]

	
7.04 (1.99)

6.96 [4.87, 8.67]•




	
PH = 30 min




	
Meals

	
128,144

	
12.08 (1.81)

11.71 [11.16, 12.33]

	
13.91 (2.31)

12.68 [12.40, 15.19]•




	
Night

	
24,659

	
7.93 (1.83)

7.42 [6.69, 8.35]

	
7.86 (1.82)

7.19 [6.66, 7.96]




	
Hypo

	
3746

	
13.95 (4.67)

12.66 [11.30, 14.53]

	
14.13 (2.80)

14.08 [12.51, 15.91]




	
Overall

	
156,549

	
11.32 (3.92)

11.27 [8.35, 12.65]

	
11.97 (3.72)

12.49 [7.96, 14.23]•




	
PH = 60 min




	
Meals

	
117,356

	
19.49 (3.52)

18.58 [17.43, 20.09]

	
22.75 (4.28)

20.29 [19.89, 25.56]•




	
Night

	
21,142

	
10.46 (2.95)

9.67 [8.23, 11.08]

	
10.44 (3.02)

9.45 [8.51, 10.62]




	
Hypo

	
2709

	
23.60 (9.77)

20.94 [17.57, 23.39]

	
24.10 (7.41)

21.35 [18.81, 30.87]




	
Overall

	
141,207

	
17.85 (8.21)

17.44 [11.08, 20.93]

	
19.10 (8.04)

19.52 [10.62, 23.37]




	
PH = 120 min




	
Meals

	
95,780

	
26.80 (6.03)

24.77 [22.77, 28.19]

	
30.75 (5.86)

29.63 [26.87, 31.95]•




	
Night

	
14,149

	
12.01 (3.62)

11.24 [8.71, 14.29]

	
12.59 (4.50)

11.58 [9.61, 12.96]




	
Hypo

	
1143

	
36.64 (21.12)

29.97 [20.72, 42.83]

	
40.45 (13.64)

36.30 [30.22, 42.10]




	
Overall

	
111,072

	
25.15 (16.12)

22.72 [14.29, 28.19]

	
27.93 (14.58)

28.79 [12.96, 34.57]•




	
PH = 180 min




	
Meals

	
74,297

	
32.14(6.80)

30.31 [27.52, 34.38]

	
34.92 (6.70)

33.21 [31.40, 35.45]•




	
Night

	
7182

	
13.25 (4.41)

13.32 [9.33, 14.79]

	
14.89 (5.96)

13.38 [11.63, 16.20]




	
Hypo

	
374

	
41.50 (25.48)

35.28 [29.39, 41.73]

	
48.39 (15.44)

45.89 [39.24, 59.79]




	
Overall

	
81,853

	
28.96 (19.10)

28.45 [14.79, 34.38]

	
32.73 (17.17)

32.30 [16.20, 41.59]•




	
PH = 240 min




	
Meals

	
53,118

	
34.53 (9.29)

33.93 [27.40, 37.77]

	
33.28 (7.43)

31.02 [28.80, 35.09]




	
Night

	
1384

	
12.87 (6.05)

10.38 [8.30, 16.19]

	
15.10 (7.23)

13.72 [9.35, 17.36]




	
Hypo

	
117

	
41.58 (14.18)

43.77 [30.66, 50.34]

	
55.26 (20.57)

63.35 [47.86, 65.74]




	
Overall

	
54,619

	
27.28 (15.18)

25.58 [13.10, 36.60]

	
30.40 (18.45)

28.80 [15.13, 37.18]
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