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Abstract

:

An efficient and accurate method for concrete thermal parameter inversion is essential to guarantee the reliable and prompt thermal analysis results of dams. Traditional inversion methods either suffer from low analysis efficiency or are limited in accuracy. Thus, this paper presents a method for multiple thermal parameter inversion based on an integrated surrogate model (ISM) and the Jaya algorithm. This method replaces finite element analysis with an ISM incorporating three machine learning algorithms, Kriging, support vector regression (SVR), and radial basis function (RBF), to describe the mapping relationship between thermal parameters and structure temperature responses. The input datasets for model training and testing are generated by a uniform design approach. Subsequently, a simple and efficient global optimization algorithm, Jaya, is used to identify the thermal parameters by minimizing the error between calculated and monitored temperatures. The effectiveness and practicality of this method are verified by applying monitored data of two strength grades of concrete in a dam. The verification results indicate that the proposed approach can obtain more accurate inversion results than the above individual models. Compared with these models, the inversion errors using ISM are reduced by 8.45%, 3.93% and 20.85%, respectively for C35 concrete, and by 6.53%, 23.82% and 44.43%, respectively for C40 concrete. Additionally, this approach maintains the powerful computational efficiency of surrogate-based optimization, and compared to the methods that directly invert using swarm intelligence algorithms, the analysis efficiency is improved by about 111.7 times.
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1. Introduction


During the construction of concrete dams, thermal cracks on concrete may occur due to unfavorable temporal and spatial temperature variations, affecting the integrity and durability of its structure [1,2,3]. To avoid such cracks, the main idea is to use FEM to track the actual temperature load of the dam dynamically, and then design reasonable temperature control and crack prevention schemes based on the crack resistance of the concrete [4,5,6]. The thermal parameters represent the main thermal properties of concrete, which determine the performance of heat generation and transfer within the structure. Therefore, efficient and accurate access to thermal parameters is essential for obtaining reliable and prompt temperature analysis results. In the past, thermal parameters were primarily derived from laboratory tests, which required expensive equipment and long test cycles. Moreover, it is common that the thermal properties of concrete on-site differ significantly from the test results due to different production batches of raw material and different construction conditions [7]. In recent years, inversion analysis using concrete temperature monitoring data from construction sites has proven to be an effective method for obtaining parameters.



Parameter inversion analysis solves for the undetermined parameters of the model under specific initial and boundary conditions, so that the theoretical response calculated by the model approximates the observed response. In the early days, such calculations were often carried out with the simplex method [8], the conjugate gradient method [9] and the proposed Newton method [10]. However, these methods were not always appropriate for managing the inversion of concrete thermal parameters, for they are highly nonlinear, leading to unstable solutions during computation, which are prone to fall into local optimization regions or even non-convergence. With the development of cluster intelligence algorithms, algorithms with global search capabilities such as the genetic algorithm (GA) [11], differential evolution algorithm (DE) [12], particle swarm optimization algorithm (PSO) [13], and whale optimization algorithm (WOA) [14] were introduced into the concrete thermal parameters’ inversion. They alleviate the local optimum problem and improve the inversion accuracy. However, even though the intelligent optimization algorithm offers an easier path to the global optimal solution, more finite element calculations must be performed during each iteration to adjust the subsequent search direction. As a consequence, the computational cost is enormous, hindering the efficient analysis of dam temperature control schemes. Accordingly, a surrogate-based optimization (SBO) method [15] has emerged as a powerful analytical tool due to its ability to reduce computational costs while maintaining global search capability.



SBO’s core concept is to approximate the relationship between undetermined parameters and structural responses by performing a few expensive finite element analyses. In analyzing complex engineering problems, polynomial response surface (PRS), RBF, Kriging and SVR are the primary examples widely used to establish surrogate models. For example, Das [16] used PRS to establish a surrogate model that characterizes the relationship between a rockfill dam’s mechanical parameters and displacement response; Tullu [17] developed an RBF-based surrogate model for predicting inter-ply shear stresses during composite press forming; Wang [18] introduced the SBO method to the arch dam body design and developed a Kriging-based surrogate model for body shape parameters optimization; Chen [19] proposed a surrogate model based on SVR for identifying the thermophysical parameters of aircraft components. Meanwhile, applications of the SBO approach for thermal parameter inversion are also notable. Pei [20] proposed a PRS-based method for identifying concrete thermal parameters; Zhou [21] constructed a surrogate model using back propagation neural network (BPNN) and inverted the thermal parameters of a concrete dam; Wang [22] used SVR to reverse the thermal parameters based on the prototype monitoring temperature data and then compared the inversion accuracy with the BPNN. These approaches have increased the efficacy of inversion compared to the early days.



However, these methods have some limitations in terms of computational accuracy. Each surrogate model has distinct advantages facing different problem models, variables, and sample sets [23]. For instance, in the concrete thermal parameter inversion problem, there are many uncertainties, such as the inversion model’s extreme value characteristics, the range of thermal parameter values, the selection of the sample sets, etc. As a result, it is challenging to determine which model would best describe the complex nonlinear relationships between input and output variables. In recent years, the primary solution to such insufficient a priori information is to integrate several models by weighted combination. This method has been used in many fields, such as structural reliability analysis [24,25], mechanical performance optimization [26,27], groundwater simulation [28,29], etc. It has been demonstrated that this approach can incorporate the characteristics of multiple models and minimize the adverse effects caused by a single model, thus addressing the uncertainty in modeling and enhancing the overall fitting accuracy.



In this paper, the surrogate model integrating technology is introduced to the thermal analysis of concrete dams. An ISM combined with the Jaya optimization algorithm is proposed for multiple thermal parameters inverse analysis. The ISM consists of three linearly weighted sub-models: Kriging, SVR, and RBF. In comparison to a single model, the ISM combines the characteristics of several models, offering stronger robustness and a better description of the complex relationship between undetermined thermal parameters and structural temperature responses. To provide a more representative sample for the ISM, the input datasets for training and testing are generated by an efficient sampling method, uniform design. Based on the trained ISM, the Jaya algorithm minimizes errors between the calculated and monitored temperatures to obtain concrete thermal parameters. The Jaya algorithm is chosen because it has a simpler structure and no algorithmic parameters compared with other common global optimization algorithms such as PSO and GA. The method proposed in this paper helps to coordinate the accuracy and efficiency of the concrete thermal parameter inversion, which is of great importance for the structural safety of dams.



The structure of this paper is as follows: Section 2 introduces the inverse analysis methodology of ISM-Jaya for multiple thermal parameters; an engineering case study is employed in Section 3 to demonstrate the efficiency and accuracy of the proposed method, and conclusions and future work are drawn in Section 4.




2. Methodology


To accurately and efficiently invert thermal parameters, this paper proposes a multi-parameter inversion method using ISM. Figure 1 shows the flowchart of this method, which is divided into four parts: (1) the mathematical model construction for thermal parameter inversion, which transforms the parameter determination problem into an optimization problem; (2) sample set generation, which generates samples for the training and testing of the integrated surrogate model; (3) ISM construction, which is to determine the hyperparameters of the sub-models and the weight coefficients used for model integration; and (4) thermal parameter identification, which is the process of solving the aforementioned optimization problem. The principles and methods of each part are presented as follows.



2.1. Mathematical Model Construction for Multiple Thermal Parameters Inversion


2.1.1. Calculation Theory of Temperature Field Containing Cooling Water Pipe


Heat transfer in a concrete dam is governed by the following [30]:


    ∂ T   ∂ t    = a       ∂ 2  T   ∂  x 2    +    ∂ 2  T   ∂  y 2    +    ∂ 2  T   ∂  z 2      +   ∂ Q    c ρ       



(1)




where  T  is the concrete temperature;  a  is the temperature conductivity;  Q  is the heat;  c  is the specific heat of concrete;  ρ  is the density of concrete; and  t  is the time.



The temperature rise rate of concrete under adiabatic conditions is as follows:


    ∂ Q    c ρ     =    ∂ θ   ∂ t      



(2)




where  θ  is the adiabatic temperature rise of the concrete.



The governing equation is subject to the following initial conditions:


     T |     t = 0       = T   0   ( x , y , z )     



(3)




where    T 0   ( x , y , z )    is the initial distribution function of temperature.



The boundary conditions of the external surface are as follows:



(1) First type:


   T = T ( t )     



(4)







(2) Second type:


   − λ    ∂ T   ∂ n    = f ( t )     



(5)







(3) Third type:


   − λ    ∂ T   ∂ n      = β ( T − T   a  )    



(6)




where    T ( t )    is the known temperature on the boundary;    f ( t )    is the known heat flow on the boundary;  n  is the direction of the external normal to the boundary;  β  is the heat release coefficient; and    T a    is the air temperature.



Many serpentine cooling pipes are arranged in the concrete dams to regulate the concrete temperature, as shown in Figure 2a. In a concrete cylinder of diameter  D  length  L , as shown in Figure 2b, the inlet water temperature of the water pipe is    T w   , and the final adiabatic temperature rise is    θ 0   . Assuming that the outer surface of the cylinder is adiabatic, the average temperature of the concrete can be expressed as follows:


           T ( t ) = T   w     + ( T   0     − T   w  ) ∅    ( t ) + θ   0   ψ ( t )        ∅    ( t ) = e     − p t           p =       g k a     D 2           k = 2   . 09 − 1   . 35 ξ + 0     . 32 ξ   2           ξ = λ L / c   w   ρ w   q w           g =     a l n 100     l n (   b   c 0     ) + (   λ   λ 1     ) l n (     c 0     r 0    )          b = 0.5836     S 1   S 2           



(7)




where  b  and    c 0    are the outer and inner radius of the concrete column, respectively;    r 0    is the inner radius of the cooling water pipe;  λ  and    λ 1    are the thermal conductivity of concrete and cooling water pipe, respectively;    c w    is the specific heat of cooling water;    ρ w    is the density of cooling water;    q w    is the flow rate of cooling water;   and      S 1    and    S 2    are the horizontal and vertical spacing of the cooling water pipe, respectively;    ψ ( t )    is a function related to the adiabatic temperature rise in the concrete.



Before constructing a mathematical model for the adiabatic temperature rise in the concrete, a functional expression is usually assumed and then fitted with experimental data. Commonly available forms are exponential, hyperbolic, double exponential, and combined exponential. The combined exponential model matches the test data better and is widely used in engineering [30]. The expressions are as follows:


     θ ( t ) = θ   0     s ( 1 − e       − m   1  t      ) + θ   0     ( 1 − s ) ( 1 − e       − m   2  t   )    



(8)




where  s ,    m 1   , and    m 2    are the coefficients to be determined,    m 2  = 0    . 1 m   1   .



   ψ ( t )    can be expressed as


   ψ ( t ) =      s m  1     m 1   − p       ( e     − p t       − e       − m   1  t    ) +       ( 1 − s ) m   2     m 2   − p       ( e     − p t       − e       − m   2  t   )    



(9)








2.1.2. Mathematical Model Construction


According to Section 2.1.1, in the concrete temperature field analysis, the primary thermal parameters of concrete are temperature conductivity  a , thermal conductivity  λ , adiabatic temperature rise  θ , specific heat  c , density  ρ , and heat release coefficient  β . Concrete density and specific heat can be obtained accurate and stable values by testing. Moreover, there is a definite relationship:


   λ = a c ρ     



(10)







Therefore, the thermal parameters to be inverted are the temperature conductivity (or thermal conductivity), the adiabatic temperature rise, and the surface heat release coefficient.



FEM-based thermal parameter inversion of concrete can be regarded as an optimization problem. With the optimization criterion of minimizing the error between the monitored and calculated temperatures, the concrete thermal parameters are identified by an optimization algorithm. Assuming that the dam concrete is an isotropic homogeneous material, the mathematical model for the inversion analysis can be expressed as


         F ( X ) =    ∑   i = 1   p     ∑   j = 1   q      | T    i j      − T    i j  F  |       s  . t     .   x   k  ∈    a k     , b   k       ( k = 1 , 2 , … , u )         



(11)




where    F (  · )   is the objective function;      X = ( x   1     ,   x   2     ,   … ,   x   n  )   is the parameter vector to be inverted; and  u  is the number of parameters to be inverted.  i  and  j  are the numbers of temperature measurement point and monitoring sequence, respectively;  p  and  q  are the total number of measurement points and the monitoring times, respectively;    T  i j     and    T  i j  F    are the monitoring temperature and calculation temperature, respectively;      a k     , b   k      are the feasible domains of the parameters to be inverted.





2.2. Experimental Design and ISM Construction


Section 2.1 determines the design variables and structural response of the thermal parameter inversion problem. An approximate model can be adopted to describe the relationship between the two according to Equation (11), thus replacing the finite element analysis in the optimization iteration. This study uses the surrogate model integration technique to develop the approximate model.



ISM consists of a linear overlay of multiple individual surrogate models in the hope of counteracting errors in prediction through appropriate weighting. In this paper, among the commonly used surrogate models, Kriging, SVR, and RBF, which have high prediction accuracy in dealing with nonlinear problems [23,31,32], are selected to construct the ISM. The prediction result    f s   ( x )    can be expressed as


         f s   ( x ) =    ∑   i = 1   M    ω i   f i   ( x )        s  . t  .   ∑   i = 1   M    ω i   = 1         



(12)




where    ω i    is the weight coefficient,  f  is the individual surrogate model, and  M  is the number of surrogate models.



The key to constructing an ISM is the weight coefficient determination. In general, the weights of the surrogate model should reflect our confidence in the model and filter out adverse effects. The current approach to determining the weight coefficients is mainly based on the generalized mean square error (  G M S E  ). Assuming there are  N  training samples, a surrogate model is constructed  N  times, each time leaving out one of the training samples. Subsequently, the global error is evaluated using the difference between the exact response at the omitted sample and the predicted value:


     G M S E =   1 N    ∑   k = 1   N        [ f ( x   k     ) − f       ( − k )       ( x   k   ) ]   2   



(13)




where      f ( x   k  )   is the exact response at    x k   , and    f     ( − k )       ( x   k  )   is the corresponding predicted response from the surrogate model constructed using all except (   x k  ,    f ( x   k  )  ).



In this point, a surrogate model with a small   G M S E   will have a large weight in the ISM. The Ref [33] provides a heuristic method for obtaining weights with the following equation:


         ω i     = ω   i *  /   ∑   j = 1   M    ω j *         ω i *     = ( E   i     + α  E ¯  )   η          E ¯  =   1 M    ∑   i = 1   M    E i         



(14)




where    E i    is the   G M S E   of the  i th surrogate model.  α  and  η , two parameters that require the user to specify, describe the importance of    E ¯    and    E i   , respectively,    α   <   1    and    η   <   0   . Small values of  α  and large negative values of  η  assign high weights to the best surrogate model. In contrast, large values of  α  and small negative values of  η  assign relatively balanced weights to individual surrogate models. The recommended values are    α     = 0.05,    η     = −1.



The experimental points used for model training and testing should be sufficiently representative to ensure the satisfactory generalization performance of the ISM. In contrast, if not properly constructed, the reliability of both the integrated and individual surrogate models can hardly be guaranteed. As a result, it is essential to design appropriate datasets for model training and testing.



The uniform design method is used in this research to generate training and test samples for ISM. Uniform design [34,35] is one of the most widely used sampling methods, which can effectively capture the critical information in the design space without sufficient a priori information. It also has the advantages of simple operation and efficient sampling and is widely used in complex systems modeling.



In addition, the performance of the constructed model is evaluated by the determination coefficient [36,37].




2.3. Jaya Algorithm


The Jaya algorithm [38] is a simple but efficient optimization algorithm built on the core concept of constantly approaching the optimal solution and moving away from the worst solution. It only requires setting conventional algorithm parameters such as population size and iteration number, and no other parameters, reducing the algorithm testing workload and the chance of falling into local optimum. As a consequence, compared to other population-based heuristics, the Jaya algorithm outperforms them regarding search accuracy and convergence performance [39,40]. This algorithm’s revised formula is as follows:


           X ( i + 1 , j , k ) = X ( i , j , k ) + A   1     − A   2         A 1   = r ( i , j , 1 )     X ( i , j , b e s t ) −     X ( i , j , k )             A 2   = r ( i , j , 2 )     X ( i , j , w o r s t ) − | X ( i , j , k ) |           



(15)




where    X ( i , j , k )   ( i = 1 ,   2 ,   … ,   I t e ;   j = 1 ,   2 ,   … ,   P o p ;   k = 1 ,   2 ,   … ,   V a r )    is the current candidate solution,   I t e   is the number of iterations,   P o p   is the population size,   V a r   is the number of design variables;    X ( i , j , b e s t )    and    X ( i , j , w o r s t )    are the best and worst solution among the candidate solutions, respectively;    r ( i , j , 1 )    and    r ( i , j , 2 )    are two random values from 0 to 1.



New candidate solutions can be generated continuously by Equation (15) until the iteration termination condition is reached.




2.4. ISM-Jaya for Multiple Thermal Parameters Inverse Analysis


This paper proposes a simple and efficient method based on the prototype monitoring temperature for multiple thermal parameter inversion of concrete dams.



The ISM replaces the complicated and time-consuming finite element analysis, at which point the thermal inverse analysis is transformed into a parametric optimization problem. The Jaya algorithm then minimizes the difference between the observed and calculated responses to identify the concrete thermal parameters.



The flowchart of the proposed ISM-Jaya method for multiple thermal parameter inversion of concrete dams is shown in Figure 3. The main steps are as follows.



Step 1: Determine the thermal parameters of the concrete dam to be inverted, as well as the approximate range of these parameters, which can be referenced from experimental results or similar projects.



Step 2: Obtain the training and testing datasets for ISM. Design parameter sample sets using uniform design, which are input to the finite element model for temperature analysis one by one. The error between the monitored and calculated temperatures is calculated using Equation (11). Thus, the training and test sets consisting of the parameter samples and temperature errors are obtained.



Step 3: Construct the ISM. Based on the sample set obtained in Step 2, the ISM could be trained and tested with the thermal parameters as inputs and the temperature errors as outputs, until it meets the accuracy requirements for replacing the finite element analysis. Otherwise, it is necessary to return to Step 2 and increase the sample size.



Step 4: Parameter inversion. Several sets of initial parameters are generated as the initial population within the range of thermal parameters, and the fitness value of each individual is calculated by the trained ISM in step 3 to obtain the candidate solution set. Based on the optimal and worst solutions in the current candidate solution set, the positions of the individuals in the next iteration are updated with the optimization objective of minimizing the error between the monitored and calculated temperatures.



Step 5: Inversion result output. The inversion results are obtained when the Jaya algorithm termination condition is reached.





3. Case Study


3.1. Project Background


The concrete hyperbolic arch dam in southwest China has a maximum height of 285.5 m. As shown in Figure 4, the dam’s concrete is divided into three zones, A, B, and C, which correlate to three strength grades of C40, C35, and C30, respectively. Because various grades of concrete have different thermal properties, it is essential to identify the thermal parameters of concrete in distinct partitions, and Zone A and Zone B are chosen for inversion in this study.



To acquire concrete temperature data, we deployed distributed fiber optic temperature sensing systems in four dam sections (5#, 15#, 16#, and 23#). The fiber optic arrangement scheme of typical pouring blocks is shown in Figure 5a. The fiber optic is located in the middle of two layers of cooling water pipes and is used to monitor the internal temperature of the pouring block, as shown in Figure 5b,c. This section uses bifilar fiber optics to facilitate the spatial positioning of temperature measuring points along the cable [41]. The temperature measurement system’s temperature resolution is 0.01 °C, the measurement accuracy is 0.1 °C, and the spatial resolution is 1 m. The distribution of temperature measurement points is schematically shown in Figure 5d.




3.2. Finite Element Model and Boundary Conditions


According to the construction information provided by the contractor, the 15# dam section under construction was selected to establish a three-dimensional finite element model. The coordinates were the X-axis in the transverse direction, Y-axis in the downstream direction, and Z-axis in the vertical direction. The mesh is divided by 8-node hexahedral elements, with 21,664 elements and 26,505 nodes, as shown in Figure 6. The range of mesh size along X, Y and Z directions are 2.75~3.00 m, 3.58~6.11 m and 0.33~0.75 m, respectively. The construction process of the pouring block was simulated using the birth and death element technique, which first kills all the elements, and then activates each pouring block according to the construction progress.



The surface temperature of the dam is affected by various factors such as air temperature, solar radiation, wind, and curing measures, so the equivalent surface heat release coefficient [42] is used to reflect the heat exchange performance of concrete and air. Before being covered by concrete, the sides are supposed to be a third-type boundary condition, and an adiabatic boundary after being covered. The upstream, downstream, and top surfaces are considered third-type boundary conditions.



The initial temperature of the concrete was assumed to be the placing temperature. The water cooling was applied immediately after the completion of concrete pouring, and the water inlet and outlet were reversed every 24 h. Air temperature and water pipe cooling parameters such as water temperature and flow rate were obtained according to the monitoring records. The ground temperature at the bottom of the dam is a constant 20 °C.



The temperature coefficient  a , the adiabatic temperature rise model parameters  θ ,  s , and    m 1   , as well as the equivalent heat release coefficient  β , are the thermal parameters that need to be inverted according to the analysis in Section 2. In addition to the above, the parameters of the cooling pipe are shown in Table 1, and the other material parameters are shown in Table 2.




3.3. Predictive Performance Analysis of Different Surrogate Models


In each material division, three pouring blocks (C35: 15#-52~15#-54, C40: 15#-57~15#-59) were chosen according to the fiber arrangement.



Three pouring blocks (C35: 15#-52~15#-54, C40: 15#-57~15#-59) were selected in each material partition according to the fiber arrangement. The average value of all measured points within a single casting block was taken as its mean temperature and used for inversion analysis to mitigate the effect of uneven local temperature distribution.



The value range of thermal parameters of dam concrete is determined [30], as shown in Table 3. Surrogate model training and testing samples were generated by uniform design, and the sample sizes include 10, 20, 40, 60, 80, 100, and 120, in which 10 was used as the test sample and the rest were training samples. The parameter combinations in each sample set were input to the finite element model one by one to calculate the temperature field, obtaining the calculated temperature at the center point of the above pouring blocks. Based on the calculated temperature and the aforementioned monitored temperature, the error between the two was estimated by Equation (11), completing the generation of different sample sets.



On this basis, integrated and individual surrogate models are built separately to compare their predictive performance. Since the correlation function of the Kriging model, the kernel function of the SVR model, and the activation function of the RBF model play significant roles in their respective predictive performance, studies have proven that using the Gaussian model can lead to superior results in solving nonlinear problems [43,44,45]. Thus, in this study, the Gaussian model has been selected. The hyperparameters of the models significantly affect the generalization performance. The determination methods were as follows [24,31]. The hyperparameters of the Kriging model were determined using maximum likelihood estimation. The SVR model’s penalty factor and width parameters were determined using the Jaya algorithm with a population size of 20 and a maximum number of iterations of 100. The width parameters of the RBF model were determined using the Jaya algorithm with a population size of 10 and a maximum number of iterations of 20.



The R2 of the test results for different training samples is shown in Figure 7.



As shown in Figure 7, as the sample size increases, the overall prediction accuracy of each surrogate model first exhibits an increase and then reaches stabilization. The reason for this is the density of sample points increases, adding critical information to the whole design space, which has a boosting effect on the predictive performance. When the sample size reaches a certain level, increasing the sample again does not improve predictive performance much, and may even show a sign of decreasing. This indicates that the model already has satisfactory predictive performance for an ideal sample size with sufficient critical information. In addition, there is a risk of overfitting in the model due to monitoring noise, which causes degraded prediction performance. Theoretically, this can be solved by continuously increasing the sample size, but this implies higher FEM computational costs, contrary to the original intention of improving the efficiency for parameter inversion.



In this study, the parameters to be inverted for the two types of concrete are the same, but the differences in thermal properties and construction conditions will cause differences in the inversion problem model. Therefore, the predictive performance of the individual models can be compared from two aspects: problem model and sample size.



In the same problem model, as shown in Figure 7a, when the sample size is 60 or less, the predictive accuracy of the SVR model reaches its peak. While the sample size is larger than 60, the Kriging model has the highest accuracy. In Figure 7b, when the sample size is 40 or less, the Kriging model has the highest predictive accuracy; while the sample size is larger than 40, the SVR model performs the best. With the same sample size, it is equally difficult to determine which model to use when dealing with different problem models. For example, when the sample sizes are 80 and 100, the Kriging model has the highest accuracy in C35 concrete, while the opposite is true in C40 concrete. This indicates that for different inversion problem models and sample sizes, the prediction accuracy of the three individual surrogate models behaves differently, with no one consistently outperforming the other. This reflects the uncertainty of the thermal parameter inversion problem. In other words, it is risky to directly choose a particular surrogate model to replace the finite element analysis.



Combined with the previous analysis, these models can perform well with an ideal size of samples. However, this is relative to some defined problem models and a defined range of variables. In reality, it is problematic that their relationship lacks a priori information, so the focus should be on ensuring the robustness of the surrogate model to weaken this effect.



Figure 7 shows that for different problem models and sample sizes, the predictive accuracy is always better than or close to that of the individual model with the best prediction. Moreover, the accuracy index of the ISM has the same trend as that of the individual surrogate model, indicating that its predictive performance relies on the individual model. The ISM does not have an overwhelming improvement in predictive accuracy relative to individual ones; its most significant advantage lies in mitigating the influence caused by the aforementioned lack of prior information and improving the robustness of the model. In addition, the ISM requires a smaller sample size to achieve stable accuracy, which is an advantage for a more efficient inversion of concrete thermal parameters.




3.4. Analysis and Discussion of Inversion Results


The predictive performance on the test samples is only a part of the thermal parameter inverse analysis based on the surrogate model. Regardless of choices, the test set is only a tiny part of the sample space after all. So, the inversion results are compared in this section.



3.4.1. Inversion Results Based on the ISM


It can be seen in Figure 6 that the R2 variation of the integrated agent model is slight when the sample size is greater than 60. Thus, the ISM with a training sample size of 60 is selected to replace the finite element model. The Jaya algorithm invokes the trained integrated agent model for inversion with a population size of 40 and a maximum iteration number of 200. The inversion results are shown in Table 4.



Since the actual thermal parameter values are unknown on the construction sites, the reliability of its results cannot be directly verified. The common approach to this problem is to use FEM to obtain the calculated temperature based on the inversion results and evaluate the degree of agreement between this temperature and the monitored one.



According to the assumptions mentioned earlier, the adiabatic temperature rise model ignores the influence of factors other than age on the hydration process, the homogenization treatment of concrete materials, etc. These factors are difficult to describe accurately in the temperature analysis of dams under construction, but will undoubtedly cause deviations between the calculated and monitored temperatures. To prevent overfitting, the global agreement of the temperature should be used to evaluate the reliability of the inversion results. The mean absolute error (MAE) is quantified in this article, and Figure 8 depicts a comparison of the calculated and monitored temperatures.



From Table 4, it may be noted that the inversion results vary for the two concretes; therefore, it is necessary to invert the parameters by sub-regions for concrete.



According to Figure 8, in the beginning, the heat dissipation rate of the pouring block surface and water pipe cooling is lower than the heat release rate of cement hydration, resulting in the accumulation of heat inside the cast block and causing the temperature to rise until it reaches the maximum value rapidly. As the heat release rate decays, the surface heat dissipation and water pipe cooling begin to dominate, leading to a gradual decrease in concrete temperature. It can be found that the overall variation of the calculated and monitored temperatures tends to be consistent, with stage deviations mainly concentrate in the early times, especially in the temperature rise phase, as shown in Figure 8e,f. The main reasons for these deviations between the two are related to the aforementioned calculation assumptions. The MAE of the C35 and C40 concrete pouring blocks were 0.32 °C and 0.31 °C, respectively, with maximum errors of 1.02 °C (15#-53) and 1.75 °C (15#-59).



The agreement between their monitored and calculated temperatures was supervised in the inverse analysis for the above six pouring blocks, while the other pouring blocks were not. To further investigate the universality of the inversion results, one pouring block was selected from zone A and another from zone B, neither participating in the sample set generation. The degree of agreement between the calculated and monitoring results of each of these two blocks was then compared, as shown in Figure 9. The MAE of C35 and C40 were 0.59 °C and 0.73 °C, respectively. The maximum error of the C35 pouring block was 2.35 °C, which happened during the warming stage, after which the errors were within 1.5 °C. The maximum error of the C40 pouring block was 1.17 °C.



Figure 10 shows the temperature field contours of the dam Section 15# at various construction stages based on the inversion results.



Since this dam adopted staged water cooling to cool the concrete to the joint grouting temperature, as shown in Figure 10, the internal high-temperature zone migrated vertically during pouring during the construction period. Moreover, due to artificial cooling, the low-temperature zone expands in the same direction as the concrete cools to the grouting temperature. Furthermore, a uniform temperature distribution is observed within the dam except for a certain vertical temperature gradient in the upper part of each construction stage. The surface temperature of the dam is mainly influenced by the external ambient temperature, and the temperature response is only observed within a limited range of the dam. At the upstream, downstream and top surfaces of the dam, a negative temperature gradient occurs in the surface concrete during the hot season, as shown in Figure 10b,d, and a positive temperature gradient during the cold season, as shown in Figure 10a,c; at the bottom of the dam, it is influenced by the ground temperature.



The analysis in this section suggests that the simulation results reflect the actual distribution law of the dam temperature field, indicating that the thermal parameters inversed accurately restore the thermal properties of concrete under natural pouring conditions. This verifies the reliability of the inversion results.




3.4.2. Comparison of Inversion Results by Integrated and Individual Surrogate Models


To further verify the effectiveness of the proposed method, the thermal parameters were obtained using the individual surrogate models, and the inversion accuracy was quantified using the validation method in Section 3.4.1. The comparison of the inversion results of different models is shown in Figure 11.



As can be seen in Figure 11, the inversion accuracy of the ISM is higher than that of the individual surrogate models for all the pouring blocks except for 15#-52 and 15#-53. The average MAE for C35 and C40 concrete were calculated as shown in Table 5.



It can be seen that the inversion accuracy of ISM is better than all the individual models, with the closest result given by the Kriging model, and the worst by the RBF model. Compared with the Kriging, SVR, and RBF model, the MAE based on ISM reduces by 8.45%, 3.93% and 20.85%, respectively for C35 concrete, and by 6.53%, 23.82% and 44.43%, respectively for C40.



Compared to the other surrogate models, ISM increases the time taken to calculate the weights as well. For a dataset with a sample size of 60, the time cost to determine the weights is about 50 min. Furthermore, it takes one hour to execute the finite element model in this paper on an ordinary computer, while a trained ISM only needs a few seconds. Based on the parameter setting of the Jaya algorithm in this paper, 8000 times are required to execute the finite element model by directly invoking it for inversion analysis, while the proposed method only needs only 60 + 10 times, resulting in an approximately 111.7-fold increase in computational efficiency. In summary, the method proposed in this paper still maintains a massive advantage in computational efficiency.





3.5. Discussion


Previous studies have already demonstrated the significance of thermal parameter inversion on the dynamic simulation of temperature fields during the construction period. However, it has been a challenge to reconcile the efficiency and accuracy of the inversion analysis. To solve this problem, this article proposed a thermal parameter inversion method using uniform design, ISM, and Jaya optimization algorithm. This approach is applied to the concrete thermal parameters inversion for two strength grades of an extra-high arch dam. Its effectiveness was verified by evaluating the ISM’s predictive capability, inversion accuracy, and inversion efficiency.



Introducing the SBO method in thermal parameter inversion aims to enhance the efficiency of the process, particularly concerning intricate temperature analysis models. Consequently, the proposed methodology in this paper holds a stronger advantage in computational efficiency compared to direct inversion methods based on GA [11], DE [12], PSO [13], and WOA [14]. Furthermore, compared to the inversion methods based on individual surrogate models in Ref [20,21,22], the proposed method sacrifices a small amount of computational efficiency and does not have an absolute advantage in inversion accuracy. However, it enhances the robustness of the surrogate model and avoids the negative effects of inappropriate model selection. For example, in this study, although the accuracy of the inversion results based on the Kriging model is close to that of the ISM, as shown in Table 5, the problem is that we do not know beforehand whether using Kriging would obtain better results. The ISM, to some extent, avoids this issue.



In summary, the method proposed in this paper advances the balance between inversion accuracy and efficiency compared to traditional methods. It provides a simple and effective strategy for obtaining the thermal properties of concrete accurately and efficiently. Additionally, this method has potential applications for the thermal analysis of massive concrete structures, such as bridge piers and pumping stations.





4. Conclusions and Future Work


The inversion of concrete thermal parameters is crucial for the thermal analysis of dams. Previous methods using optimization algorithms to identify parameters directly have huge computational costs, while methods based on individual surrogate models suffer from difficulties in model selection. This study employs an ISM combined with the Jaya optimization algorithm to invert multiple thermal parameters of concrete dams. This approach can efficiently and accurately identify the thermal parameters of dams. Three machine learning algorithms, Kriging, SVR and RBF, were used to construct the ISM, which is a new attempt to invert the thermal parameters of concrete. The prediction performance is validated with multiple sample sets, showing that the ISM can combine the advantages of several individual surrogate models and is more robust than the sub-models in fitting the mapping relationship between the concrete thermal parameters and the temperature responses. Then, the proposed method was applied to identify multiple thermal parameters of two strength grades of concrete in an arch dam. The results show that the calculated temperatures based on the inversion tend to be consistent with the monitored temperatures, with MAE of 0.32 °C and 0.31 °C, respectively, reflecting the thermal properties of concrete under natural pouring conditions, which verifies the reliability of the inversion results. Subsequently, the inversion accuracy using the ISM and the individual surrogate model were compared. Compared with Kriging, SVR, and RBF models, the ISM, which provides more accurate inversion results, reduces errors by 8.45%, 3.93%, and 20.85%, respectively for C35 concrete, and by 6.53%, 23.82%, and 44.43%, respectively for C40 concrete. On top of that, it also retains the advantage of high computational efficiency. Comprehensively, the proposed method demonstrates a more balanced inversion accuracy and efficiency.



However, some limitations are equally noteworthy. The sample set in this paper was generated in a single pass, which may make it difficult to obtain sufficient critical information with a small sample size. Therefore, there is great potential to introduce a sequential sampling strategy in the experimental design of future studies.
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Figure 1. Methodology flowchart of this study. 
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Figure 2. Diagram of the water pipe cooling for concrete. (a) describes the laying of cooling water pipes; (b) describes the simplified treatment of water pipe cooling. 
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Figure 3. Flowchart of ISM-Jaya method for multiple thermal parameter inversion. 
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Figure 4. Zoning diagram of dam concrete. 
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Figure 5. Distributed fiber arrangement diagram. (a) describes the overall optical fiber arrangement scheme; (b,d) describe the A-A and B-B profiles in (a), respectively; (c) describes the construction technics for embedding bifilar optical fiber. 
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Figure 6. Finite element mesh model. 
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Figure 7. Comparison of test results based on different sample sets. (a,b) describe the comparison results for C35 and C40 concrete, respectively. 
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Figure 8. The comparison of calculated and monitored temperatures. (a–c) describe the temperature comparison results of 15#-52–15#-54 pouring blocks, respectively; (d–f) describe the temperature comparison results of 15#-57–15#-59 pouring blocks, respectively. 
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Figure 9. The comparison of calculated and monitored temperatures. (a,b) describe the temperature comparison results of 15#-55 and 15#-60 pouring blocks, respectively. 
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Figure 10. Temperature distribution in different construction stages. (a–d) describe the temperature distribution of the 15# dam section up to EL.350m (in cold season), EL.395m (in hot season), EL.423.5m (in cold season) and EL.491m (in hot season) elevations, respectively. 
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Figure 11. Comparison of MAE based on different models. (a,b) describe the comparison results for C35 and C40 concrete, respectively. 
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Table 1. Parameters of the cooling water pipe.
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	Parameters
	Inner Radius

(m)
	Outer Radius

(m)
	Thermal Conductivity [kJ/(m·d·°C)]
	Length

(m)





	Value
	0.014
	0.016
	39.84
	300
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Table 2. Parameters of the other material.
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	Materials
	C40 Concrete
	C35 Concrete
	Water





	Density (kg/m3)
	2700
	2703
	1000



	Speci1c heat [kJ/(kg·°C)]
	0.985
	0.979
	4.187
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Table 3. The range of parameters.
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	Parameters
	  a  

m2/d
	  θ  

°C
	     m 1     
	   s   
	  β  

kJ/(m2·d·°C)





	Lower limits
	0.04
	20
	0.4
	0
	20



	Upper limits
	0.12
	30
	1.2
	1
	1200
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Table 4. Inversion results.
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	Parameters
	  a  

m2/d
	  θ  

°C
	     m 1     
	   s   
	  β  

kJ/(m2·d·°C)





	C35
	0.0987
	25.57
	0.60
	0.6400
	516.0



	C40
	0.0625
	27.45
	0.75
	0.6297
	908.6
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Table 5. Comparison of average MAE based on different models (°C).
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	Models
	Kriging
	SVR
	RBF
	ISM





	C35
	0.35
	0.34
	0.41
	0.32



	C40
	0.33
	0.40
	0.55
	0.31
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