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Abstract: The cleaning and maintenance of large-scale façades is a high-risk industry. Although exist-
ing wall-climbing robots can replace humans who work on façade surfaces, it is difficult for them to
operate on façade protrusions due to a lack of perception of the surrounding environment. To address
this problem, this paper proposes a binocular vision-based method to assist wall-climbing robots
in performing autonomous rust removal and painting. The method recognizes façade protrusions
through binocular vision, compares the recognition results with an established dimension database
to obtain accurate information on the protrusions and then obtains parameters from the process
database to guide the operation. Finally, the robot inspects the operation results and dynamically
adjusts the process parameters according to the finished results, realizing closed-loop feedback for in-
telligent operation. The experimental results show that the You Only Look Once version 5 (YOLOv5)
recognition algorithm achieves a 99.63% accuracy for façade protrusion recognition and a 93.33%
accuracy for the detection of the rust removal effect using the histogram comparison method. The
absolute error of the canny edge detection algorithm is less than 3 mm and the average relative error
is less than 2%. This paper establishes a vision-based façade operation process with good inspection
effect, which provides an effective vision solution for the automation operation of wall-climbing
robots on the façade.

Keywords: binocular vision; target recognition; YOLOv5; database

1. Introduction

The cleaning and maintenance of large façades, such as ships and tanks, is a high-
risk industry, and currently, the rust removal and painting of large façades are mostly
carried out by hand with high-pressure water guns and spray guns [1,2]. There are many
drawbacks to manual work, the most prominent of which is safety. The person operating
the high-pressure water gun at heights runs the risk of falling. In addition, large amounts
of toluene in the paint can cause serious damage to the operator’s health. Wall-climbing
robots are therefore beginning to gradually replace risky manual work at heights.

The use of wall-climbing robots reduces the risk of manual work to some extent.
In addition to improving safety, they can also increase task efficiency and reduce the
labor costs. G. Fang et al. reviewed the characteristics, research fields and designs of
wall-climbing robots in the last decade, and many institutions have studied designs of
mechanical structures to improve wall-climbing robots [3]. Wall-climbing robots have been
developed using negative pressure adsorption, magnetic adsorption and bionic adsorption,
all of which have good climbing capabilities. They have also been designed to climb and
move on corresponding large façades in complex environments, such as ships and oil tanks.

Developments in convolutional neural networks and image-processing technologies
have driven the automated application of wall-climbing robots, making machine vision
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increasingly important [4,5]. The application of machine vision not only enables efficient
and highly accurate product manufacturing in factory production but also allows robots to
replace humans in hazardous environments for inspection and operational tasks. Surface
corrosion inspection and quality inspection problems for large façades, such as ships and
storage tanks, are also increasingly being addressed by wall-climbing robots, and much
research has been carried out regarding this problem. This includes the mechanical design
of robots to work in complex environments, such as ships and tanks; inspection systems to
enable autonomous robotic inspection; and rust removal inspection algorithms to solve
façade operation problems.

Real-time ranging based on binocular vision has also been the focus of computer
vision development in recent years. With the development of computer vision theory,
binocular stereo-vision measurement is playing an increasingly important role in industrial
measurement [6]. The accuracy of matching a robot’s operating parameters depends on
the accuracy of the ranging, so this paper has requirements for ranging accuracy. In
dimensional calculations, the binocular camera eliminates scale uncertainty compared to
the monocular camera, allowing for more accurate dimensional calculations. Therefore,
binocular vision is chosen to implement the recognition and ranging functions in this paper.

In order to solve the problem of automated operation and effect inspection for large
façade cleaning and the maintenance of ships and storage tanks, this paper proposes a
method based on binocular vision that can operate on façade protrusions and can assist
wall-climbing robots in autonomous rust removal and painting. Combined with binocular
vision, a closed-loop feedback intelligent operation of protrusions recognition, dimension
parameter matching, process parameter matching, real-time operation effect inspection
and the dynamic adjustment of the operation parameters can be achieved. The main
contributions of this research are as follows:

• A method of operating on façade protrusions is proposed in combination with a
database that provides a parameter reference for façade operation and increases the
reliability and adaptability of the operation on different façade protrusions.

• Based on the results of the operational effect inspection, a solution for the adjustment
of operational parameters is proposed, which enables dynamic parameter adjustment
and ensures the quality of the façade operation.

The rest of the paper is organized as follows. Section 2 reviews related works on the
inspection of wall-climbing robots and provides a comparison with this research. Section 3
presents the overall system of the wall-climbing robot. Section 4 describes the process
of recognition and operations of façade protrusions. Section 5 discusses approaches of
operation effect inspection and dynamic parameters adjustment. Section 6 shows the results
of the experiments. Section 7 contains the conclusions and future works.

2. Related Works

Many studies have been carried out on the structural design and adsorption principles
of wall-climbing robots: S. Choudhary et al. designed a lightweight wall-climbing robot
for glass cleaning, which uses a centrifugal impeller to generate a low-pressure zone for
good adhesion on the wall surface [7]. W. K. Huang et al. proposed a bionic crawling
modular wall-climbing robot based on a modular design and inspired by leech peristalsis
and internal soft-bone connection [8]. Environments that require large façade cleanings,
such as ships and oil tanks, are more complex and have higher demands regarding robot
adaptability and wall-climbing capabilities [9]. H. F. Fang et al. proposed a magnetic
adsorption wall-climbing robot, realizing reliable adsorption and flexible walking on ships
through a multitrack-integrated mobile wall-climbing robot [10]. T. Guo et al. designed
a negative pressure adsorption underwater wall-climbing robot with good adaptability
to various surface conditions and suitability for large loads by exploiting the Bernoulli
negative pressure effect [11]. J. Hu et al. presented a magnetic crawler wall-climbing
robot with a high payload capacity on a convex surface, which increases the load capacity
through a load dispersal mechanism and uses a flexible connection scheme for the robot’s
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body to achieve curved movement [12]. S. Hong et al. proposed a magnetically adherent
quadrupedal wall-climbing robot with permanent magnet adsorption on the foot and a
model predictive control framework to enable rapid movement over hulls and tanks [13].

The essential aspect of a wall-climbing robot’s inspection system is the inspection
algorithm, and there is more need for rust detection on, for example, the large façades of
ships and storage tanks. Many rust-detection algorithms have developed rapidly in recent
years, mainly including image processing and machine learning. Image processing can
calculate and analyze changes in color and surface dimensions due to hull rusting. It is
widely used in rust detection for its small computation requirements and convenience.
X. Huang proposed an image processing-based method to identify the degree of rusting in
vibration dampers [14]. Y. Tian et al. demonstrated an approach for identifying rust as a key
technology in the rust-removal process, which is designed to be robust to variations in the
conditions of rusted areas caused by the presence of working tools or rust powders in the
images [15]. J. Yang proposed a rust segmentation method based on the Gaussian mixture
model and super-pixel segmentation, which classified the rust degree by determining the
rust probability through rust segmentation, the hue saturation value (HSV) and the color
space feature distribution of the input image [16]. Compared to image processing, machine
learning has higher accuracy and greater computation abilities. Z. M. Guo proposed a new
robust and faster region-based convolutional neural network (faster R-CNN) model with
the feature enhancement mechanism for the rust detection of transmission line fitting [17].
A. R. M. Forkan used a deep learning method based on convolutional neural networks for
structure identification and corrosion feature extraction [18]. The above studies show that
computer vision-based rust detection algorithms are widely used and meet requirements.

Because of developments in detection algorithms and image-processing technol-
ogy, wall-climbing robots combined with vision can perform façade inspection tasks.
A. V. Le et al. proposed a water-blasting framework with an adhesion mechanism of
permanent magnetism, which is able to evaluate the severity of the corrosion region by
using a benchmarking algorithm [19]. J. Li proposed an intelligent inspection robotic
system based on deep learning to achieve weld seam identification and tracking, and
the average time taken for identifying and calculating weld paths was about 180 ms [20].
K. Zhang et al. proposed a weld-descaling robot based on three-line laser-structured light
vision recognition, capable of identifying cross and t-shaped welds for descaling under
various working conditions [21]. J. Li et al. presented a robotic system for the inspection of
welds in spherical tanks, using deep learning to identify welds, and an improved Fleury
algorithm to plan the shortest path to follow the welds [22]. X. Zhang et al. designed
a multiple sensors integration wall-climbing robot for magnetic particle testing, which
cooperatively controlled multiple components and sensors to achieve efficient surface
defect detection [23].

A number of wall-climbing robots with autonomous inspection capabilities are being
proposed for the automated cleaning and maintenance of large façades on ships and tanks,
with rust removal and weld seam inspection being more widely studied. Wall-climbing
robots can enhance operational efficiency, reduce labor costs and automate façade cleaning
and maintenance operations. M. Martin-Abadal et al. used a deep learning method
to identify pipes and valves in underwater scenes, achieving an accuracy of 97.2% [24].
D. Shang et al. used the YOLOv5 algorithm to recognize equipment, such as diesel engines
and pumps, in the engine room of a ship, achieving an accuracy of 100% and 95.91%,
respectively [25].

In summary, the existing wall-climbing robots for the cleaning and maintenance of
large façades on ships and tanks are mainly working on surfaces without protrusion.
Although research exists on the recognition of such protrusions, it has not been applied
to large outdoor façades, and there is a lack of corresponding cleaning and maintenance
operations. When working on façades, such protrusions can cause significant interference
with a robot’s detection and movement, and they are also necessary targets for inspection
and operation, making the recognition and inspection of façade protrusions important. In
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order to solve the problem, this paper proposes a method based on binocular vision that
can recognize and inspect the operation effects of façade protrusions. By adding parameter
adjustment to the workflow, the robot is able to adjust the operating parameters from the
results of the operation effect inspection, allowing the dynamic adjustment of the operation.
In addition, a database of common façade protrusions is collected to provide guidance to
the wall-climbing robot.

3. System Overview

The system is designed to enable the wall-climbing robot to recognize protrusions
on the façade, inspect operation effects and adjust parameters during rust removal and
painting operations. The system is based on binocular vision, as shown in Figure 1.
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Figure 1. Schematic diagram of wall-climbing robot façade operation.

The system consists of two parts: hardware and software.
The hardware mainly includes the Nvidia Jetson TX2 embedded development board,

ZED binocular camera, operation interface, upper computer and mobile platform mechani-
cal body. The ZED camera is fixed onto the chassis support of the climbing robot to ensure
stability and is connected to the Nvidia Jetson TX2 through a USB3.0 data cable.

The software part mainly involves installing the Compute Unified Device Architec-
ture (CUDA), Open-Source Computer Vision Library (OpenCV), My Structured Query
Language (MySQL), ZED SDK and a deep learning framework.

The wall-climbing robot façade operation system mainly includes four functions:
(1) database function, (2) recognition and parameter-matching function, (3) effect inspection
function and (4) parameter adjustment function. The specific implementation of these four
functions is as follows:

• Database function: The database includes the dimension database and the process
database. The dimension database guides the recognition of façade protrusions, and
the process database guides rust removal and painting operations.

• Recognition and parameter-matching function: This function realizes the recognition
and distance measurement of a façade protrusion and matches the results with the
database to obtain dimensions and process parameters to guide robot operation.

• Effect inspection function: After the wall-climbing robot completes the operation on
protrusions, it inspects the operation effect.
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• Parameter adjustment function: When the inspection result of the operation effect
is unqualified, the wall-climbing robot adjusts the corresponding parameters for
two different operations—rust removal and painting.

The overall system includes visual recognition, the matching of dimensional parame-
ters, the selection of process parameters and real-time inspection of the operation effect.
The flow chart of the wall-climbing robot’s overall system in this paper is shown in Figure 2.
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The workflow outlined in this article consists mainly of the following steps. Firstly,
the dimension database and process database are established, which mainly include the cat-
egories, standard dimensions and process parameters of the façade protrusions. Secondly,
the wall-climbing robot uses a visual system to recognize and measure the distance of
the protrusions on the façade, obtaining the categories and dimensions of the protrusions.
Then, the information obtained from the vision is compared with the information in the
dimension database to obtain the standard size of the protrusions. This result is then
compared with the information in the process database to obtain the corresponding process
parameters. After obtaining the process parameters, painting and rust removal operations
can be carried out. Finally, the visual system is used to inspect the results of the operation,
and the process parameters are adjusted based on whether the results are qualified, thus
achieving the automated operation of the protruding objects of the wall-climbing robot.

4. Recognition and Operation of Façade Protrusions

When wall-climbing robots work on a façade, protrusions are also objects that need to
be worked on, so it is necessary to identify and operate these protrusions. A wall-climbing
robot obtains the category information of the façade protrusion using the YOLOv5 visual
recognition algorithm as it moves. Then, the wall-climbing robot obtains depth information
and the contour size of the façade protrusion using binocular vision as it operates. The
results are then compared with a pre-provided dimension database to produce accurate
data on the category and dimensional parameters. The dimensional information of the
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façade protrusion is matched with the process database to obtain the corresponding process
parameters to guide the operation. The flow chart of façade protrusion recognition and
parameter matching is shown in Figure 3.
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4.1. Establishment of Database

The database of the robot is MySQL database, which allows for the unified manage-
ment and control of data, greatly improving the integrity and security of the data. In
addition, MySQL is an open-source database and provides an interface that supports multi-
ple language connection operations. This is highly adaptable to the embedded development
of wall-climbing robots.

The database in this paper consists of a dimension database and a process database.
The dimension database allows the wall-climbing robot to compare its own recognition
results with the pre-provided data in the dimension database to produce accurate data
category information and dimensional information. The process database provides appro-
priate operating parameters for different façade protrusions and guides the robot in its
automated operations.

In this paper, façade protrusions include protrusions on the surfaces of large ships
and oil storage tanks. The cleaning and maintenance of façade protrusions is the focus
of this paper, and the categories of façade protrusions are classified through the research
of a number of references, national industry standards and information provided by
collaborating organizations. The main categories of façade protrusions are pipes, flanges,
fasteners, fire protection accessories and instrument housings. The above façade protrusions
categories are entered into the dimension database.

The process parameters required in this paper mainly include those for rust removal
and painting. The rust removal operations of robots are implemented by using high-
pressure water guns. The process parameters for the high-pressure water gun rust-removal
method are mainly liquid pressure, the distance between the gun and façade protrusion
and gun movement speed. The process parameters for painting are mainly liquid pressure,
nozzle diameter, spray gun movement speed, the distance between the spray gun and the
façade protrusion and the painting width.

4.2. Target Recognition Based on Binocular Vision

The recognition of binocular vision consists of two main parts: one is the recognition
of categories and the other is the recognition of dimensions. The flow chart of façade
protrusion visual recognition is shown in Figure 4.
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The algorithm used in recognizing façade protrusion is the YOLOv5 algorithm based
on a convolutional neural network (CNN). In the field of vision, in addition to CNN, there
are also vision transformers (ViT) and graph neural networks (GNN) that can be used to
process visual tasks. In this study, it is necessary to transplant the recognition algorithm and
the effect inspection algorithm into the wall-climbing robot. The TX2 processor installed
on the robot has weak performance and requires real-time detection. However, the high
computational cost of ViT and GNN is not conducive to the real-time recognition of the
robot in this paper. YOLOv5 has fast recognition speed, mature hardware deployment
and good compatibility with TX2, so YOLOv5 was chosen as the recognition algorithm for
façade protrusions.

The YOLO detection algorithm was first proposed by Redmon J. et al. in 2016 [26].
YOLOv5 combines a large number of previous research techniques and implements appro-
priate innovative algorithms to achieve a balance of speed and accuracy [27].YOLOv5 is
slightly inferior to YOLOv4 in terms of performance but is far superior to YOLOv4 in terms
of flexibility and speed, providing an extreme advantage in the rapid deployment of the
model; therefore, YOLOv5 was used to recognize the target category.

YOLOv5 includes five different network structures: YOLOv5n, YOLOv5s, YOLOv5m,
YOLOv5l and YOLOv5x. Considering the processor performance and real-time require-
ments used, YOLOv5s was adopted, as it performs best on devices with limited computing
resources, such as mobile devices. Compared to other network structures, it has fewer
layers and lower computational complexity, while also meeting the recognition accuracy
requirements of this study. Considering the size of the graphics memory, the batch is set to
8 and the training image resolution is set to 640 × 640, the number of epochs is set to 500,
the learning rate is set to 0.005 and the learning rate attenuation parameter is set to 0.25.

To obtain the target size, binocular vision is used for the measurement and calculation
of the façade protrusion distance. The binocular vision distance calculation principle is
based on the similarity of triangles, and the depth information can be calculated by the
triangle similarity principle [28].

Stereo matching is a key step in the implementation of binocular distance measure-
ment, which is the process of finding the best matching pixel point in the left and right
images taken by the binocular camera and computing the difference between the horizontal
coordinates of the two-pixel points to obtain the parallax. The main algorithms studied
were global stereo matching with graph cut and confidence propagation and local stereo
matching based on the census algorithm and semi-global block matching (SGBM) [29].
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The SGBM local stereo matching algorithm is used because of its fast computational
speed while ensuring a certain level of accuracy, and the process of implementing the
SGBM algorithm is divided into four steps: image pre-processing, cost calculation, dynamic
planning and post-processing parallax refinement [30]. After the above process, SGBM is
able to achieve a better parallax effect.

4.3. Matching of Dimensional Parameters

The concept of dimensional parameter matching: The robot compares the dimensions
of the target object obtained by vision with all dimensions under that category of the object
in the dimensional database and outputs the dimension with the smallest difference as the
dimension. The matching of dimensional parameters relies on the establishment of the
dimension database and the façade protrusion profile dimensions obtained by the vision
system. The key idea of dimensional parameters matching is to compare the dimensional
information obtained by binocular vision with the data in dimension database D to obtain
accurate dimensional information {D|d1,d2,...,dn}.

The specific steps of the dimensional data matching are as follows: firstly, according
to the recognized façade protrusion category z, the corresponding dimension of the façade
protrusion is obtained from the database di. Then, the dimensions obtained by binocular
vision h are compared with the different categories of the façade protrusion in the database
to find the difference, and the dimension with the smallest difference is selected as the final
result. The pseudocode for dimensional parameter matching is as follows (Algorithm 1):

Algorithm 1: Dimensional parameter-matching algorithm

Input: facade-protrusion category z, dimensional information obtained by binocular vision h,
dimension database D
Output: dimension of the facade-protrusion s
1: k←|d1 -h|//Initial difference

2:
b←0//Difference between visually obtained dimension and dimension parameter in
the database

3: s←0
4: for each di do//Obtain the minimum difference through loop comparison
5: b←| di -h|
6: if (b < k) then
7: k←b

8:
s←di//Take the standard dimension with the smallest difference as the

final dimension
9: end if
10: end for
11: return s

The main categories of façade protrusions are pipes, flanges, fasteners, fire-fighting
accessories and instrument housings. For the establishment of the dimension database
in this paper, certain pipes and fittings were selected as objects. The three-dimensional
information parameters are derived from GB/T 5312-1999 and GB/T 8163-1999 dimension
tables, and the characteristic dimensions include nominal through the diameter, steel pipe
outer diameter and steel pipe wall thickness. Taking the dimensional data of the steel pipe
as an example, the dimension database of the steel pipe is shown in Table 1.

Table 1. Dimensional parameters of different types of steel tubes as façade protrusion.

Feature Categories Diameter
(mm)

Outer Diameter
(mm)

Thickness
(mm)

seamless steel tubes for the transport of
fluids 1 15 18 2.5

seamless steel tubes for the transport of
fluids 2 40 45 3.0
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Table 1. Cont.

Feature Categories Diameter
(mm)

Outer Diameter
(mm)

Thickness
(mm)

seamless pressure-resistant steel
tubes 1 10 14 2.0

seamless pressure-resistant steel
tubes 2 15 22 2.5

seamless pressure-resistant steel
tubes 3 20 27 3.0

seamless pressure-resistant steel
tubes 4 25 34 3.5

4.4. Matching of Process Parameters

The concept of process parameter matching: the robot takes the object dimensions and
depth information obtained in the previous steps to filter the process parameters under
the operation to be performed, and then obtains the required process parameters. Due to
the dynamic operation of the wall-climbing robot and the need to dynamically adjust the
process parameters for different operations, the process parameters are derived from the
dimensions, the depth information obtained in the previous step and the matching of the
process parameter database.

The process parameters are matched in the following steps: firstly, the corresponding
process parameters B and C are obtained according to the current operation. Then, all
process parameters under the façade protrusion are obtained based on the previously
obtained dimensions {B1|b11, b21,...bi1..., bm1}. Finally, the process parameters under the
current façade protrusion distance are selected {B2|b12, b22, . . . bj2 . . . , bm2} in order
to complete the dynamic operation. The process parameter-matching pseudocode is as
follows (Algorithm 2):

Algorithm 2: Process parameter-matching algorithm

Input: dimension of the facade-protrusion s, measuring distance m, process parameter database B
Output: Process parameters P
1: L←0//Storage of filtered process parameters
2: If (select the rust removal function) then
3: for each bi1 do//Filter data according to dimension
4: if bi1 = s then
5: L←{bi2,bi3 . . . bin}
6: end if
7: end for
8: for each bj2 in L do//Filter data in L according to distance
9: if bj2 = m then
10: P←{bj3,bj4 . . . bjn}//obtain process parameters
11: end if
12: end for
13: elseif (select the paint function) then
14: for each ci1 do//Filter data according to dimension
15: if ci1 = s then
16: L←{ci2,ci3 . . . cin}
17: end if
18: end for
19: for each cj2 in L do//Filter data in L according to distance
20: if cj2 = m then
21: P←{cj3,cj4 . . . cjn}//obtain process parameters
22: end if
23: end for
24: end if
25: return P
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The process parameters for rust removal operation such as liquid pressure, distance
from the gun, gun movement speed and spraying widths are shown in Table 2.

Table 2. Database of process parameters for rust removal.

Liquid Pressure
(Mpa)

Distance from the
Gun (cm)

Gun Movement
Speed (cm/s)

Spraying Widths
(mm)

1 500 2 30
1.2 600 2 30
1.4 700 2 30
1.6 800 2 30
1.8 900 2 30
2.0 1000 2 30

The process parameters for painting operations, such as liquid pressure, distance from
the gun, gun movement speed and painting widths, are shown in Table 3.

Table 3. Database of process parameters for painting.

Liquid Pressure
(MPa)

Distance from the
Gun (cm)

Gun Movement
Speed (cm/s)

Painting Widths
(mm)

0.3 20 0.79 13
0.5 30 0.87 12
0.7 40 0.64 8
0.8 20 1.69 19
1.0 30 3.76 38

The range of swing angles for the gun needs to be determined for each type of
operation. The swing angles include the pitch swing angle and the horizontal swing angle.
The pitch swing angle range requires that the height of the façade protrusion can be covered,
and the horizontal swing angle range is designed to cover the façade protrusion width
with an additional 10% of the operation range. Depending on the dimensions of the façade
protrusion and the distance between the façade protrusion and the gun, the database of
swing angles is created. Using a façade protrusion with a diameter of 20 cm and a height of
20 cm as an example, the swing angle is calculated for different distances. The parameters
of swing angles are shown in Table 4.

Table 4. Database of gun swing angles at different distances.

Distance from the Gun (mm) Pitch Swing Angle (◦) Horizontal Swing Angle (◦)

500 12.05 19.85
600 10.13 16.59
700 8.81 14.25
800 7.67 12.48
900 6.88 11.10

1000 5.13 10.00

5. Operation Effect Inspection and Feedback Adjustment

The main purpose of the operation effect inspection is to determine whether the
operation meets the requirements by detecting the missed painting distance and the effect
of rust removal (e.g., incomplete rust removal due to low liquid pressure). When the
operation does not meet the requirements, the process parameters are adjusted, and the
robot starts operation and inspection again until the operation meets the requirements. The
flow chart of the façade operation and inspection and process parameters adjustment is
shown in Figure 5.
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5.1. Rust Removal Inspection Algorithm

For façade protrusions, the brightness of the image with incomplete rust removal
differs obviously from the brightness of the image with complete rust removal. With
reference to the manual comparison of sample photographs, the use of histograms is less
costly and faster to inspect when performing image calculation and processing. Therefore,
the histogram comparison method is used to inspect the effect of the rust removal, using
the characteristic pictures of qualified rust removal as a benchmark.

Histograms can count many features of an image, such as grey-scale values, gradients
and orientation. The grey-scale histogram describes the number of pixels corresponding to
each grey value in the image and is used to express the frequency of occurrence of each
grey value in the image.

For two digital images, the histogram is calculated and compared using a defined
criterion. If the histogram statistics of the two images are similar, then the number of
pixels corresponding to the individual grey values of the two images is also similar and the
two images can be considered to be very close to each other [31].

In this paper, the cardinality comparison method was used for the histogram com-
parison. The chi-square comparison method is derived from the chi-square test and is
used to express the extent to which the measured value of an actual sample deviates from
the theoretically calculated value. Based on this, the histogram comparison method was
defined as Equation (1) [32]:

d(H1, H2) = ΣI
(H1(I)− H2(I))2

H1(I) + H2(I)
(1)

where H1(I) is histogram of actual gray value, H2(I) is histogram of complete rust removal
gray value, and d(H1, H2) is the rust removal comparison value.
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The size of the cardinality depends on the extent of deviation between the actual value
and the theoretical value. The larger the cardinality, the less similar the two images are,
and the closer the cardinality is to 0, the more similar they are. A cardinality of 0 means
that H1 = H2 when the similarity is the highest.

5.2. Painting Inspection Algorithm

When painting, wall-climbing robots can have problems concerning areas of missed
painting, and the color of the missed area can be obviously different from the painted
area [33]. Edge detection can, therefore, be used to extract the outline of the missed painting
area to calculate the missed painting distance, which can be used to control the spray gun
offset by the corresponding distance for dynamic adjustment of the paint.

The Canny edge detection algorithm is a multi-level edge detection algorithm, similar
to the Marr edge detection method, which is a smoothing method followed by derivative
method. It is widely used in the field of computer vision due to its advantages such as high
detection accuracy and speed. Therefore, in this paper, the Canny edge detection algorithm
is used to detect the edge lines of the missed painting area.

After the edge detection of the image, the curve of the missed painting area can be
obtained and the maximum pixel distance in the horizontal swing direction of the gun in
the missed painting area can be obtained using image processing techniques.

Extrapolating the actual size of reality from the dimensions in the image requires
knowledge of the pixel equivalent corresponding to this image. The size of the pixel
equivalent is equal to the actual size of the real object divided by the pixel size of the object
in the image, i.e., the actual physical size of a pixel. The formula for calculating the pixel
equivalent is shown in Equation (2) [34]:

K =
Lr

Lp
(2)

where Lr is the actual size of the object, Lp is the pixel size of the object in the image and K
is pixel equivalent.

The pixel equivalent can be calculated by fixing the camera imaging distance and
measuring the pixel size of a standard size object in the image. In this paper, the pixel
equivalent K = 0.3885mm/pixel is obtained by averaging the measurements several times
using a standard size block with micron-level accuracy as the calibration object.

The distance of the missed spray area can therefore be obtained by multiplying the
pixel distance by the pixel equivalent, as seen in Equation (3) as follows:

S = dmax × K (3)

where S is the actual distance of the missed spray and dmax is the maximum pixel distance
of the missed spray.

5.3. Parameter Adjustment

Wall-climbing robots can be affected by the environment, process parameter settings,
structural accuracy and other factors during operation, resulting in the operation effect not
meeting the expected requirements. In order to enable the wall-climbing robots to work
continuously and efficiently under unmanned conditions, it is necessary to inspect the
operation effect in real time and to make dynamic adjustments to the process parameters.

The wall-climbing robot proposed in this paper has two main functions, namely rust
removal and painting, with process parameters such as liquid pressure, gun swing angle
and gun movement speed.

For the rust removal operation, inspection errors and process parameters errors can
result in insufficient liquid pressure and rust not being removed. The effect inspection
img_r returns the grey value of the image at the time and feeds the wall-climbing robot
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with the appropriate pressure parameters based on the size of the grey value, thus allowing
the wall-climbing robot to work continuously on the façade protrusions as it moves.

For the painting operation, the uniformity of the painting thickness and the accuracy
of the painting path are important indicators of the painting operation. Due to the influence
of the robot’s movement errors, the painting problem can occur, and the swing angle may
need to be adjusted so that it can cover the entire façade protrusion. The effect inspection
img_p returns the current distance and the position of the missed painting, and through the
control motor, the wall-climbing robot dynamically adjusts the swing angle of the spray
gun. The pseudocodes for parameter adjustment of rust removal and painting are given in
Algorithm 3 and Algorithm 4, respectively:

Algorithm3: Dynamic adjustment of process parameters for rust removal

Input: image of rust removal img_r, threshold of rust removal thres
Output: process parameters P, control command for the robot cmd
1: v←0//Rust removal comparison value
2: Convert img_r to gray image gray
3: Obtain v according to equation(1)
4: cmd←0
5: If v > thres then
6: Increase the pressure of a liquid in P
7: Reduce gun movement speed in P
8: else
9: Send a command cmd for the robot to move on
10: end if
11: return process parameters P, control command cmd

Algorithm 4: Dynamic adjustment of process parameters for painting

Input: image of painting img_p
Output: process parameters P, control command for the robot cmd
1: Init edge//Edge image by canny edge detection
2: Init LINE//Pixel distance for missed spray on each line of edge
3: cmd←0
4: g←0//actual distance of the missed spray
5: dmax←0//max missing painting pixel distance
6: Convert img_p into edge by canny edge detection
7: LINE obtain each line of pixel distance for missed spray in edge
8: for each line in LINE do//Obtain maximum distance through cyclic comparison
9: if line > dmax then
10: dmax← line
11: end if
12: end for
13: Obain g according to Equation (3)
14: Ifg > 0 mm then//Adjust process parameters if there exists missed spray
15: Increased gun swing angle in P
16: else
17: Send a command cmd for the robot to move on
18: end if
19: return process parameters P, control command cmd

6. Experimental Results and Analysis
6.1. Experimental Platform Construction and Preparation

As shown in Figure 6, the experimental prototype was installed using the Nvidia
Jetson TX2 high-performance graphics processor with CUDA for high-performance-image
processing work, taking into account the performance, portability and working environ-
ment. The camera was selected from the ZED binocular camera, which is versatile and
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powerful enough to carry out high-quality 3D video capture and can also be used for
motion tracking, 3D mapping and other projects. During the operation of the system,
data transmission between devices adopts protocols with low energy consumption and
latency [35].
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Before the camera can be used for recognition, the calibration and correction of the
binocular camera are required. The internal and external parameters of the camera are
calibrated and solved using corner point detection, the aberration parameters are obtained
using least squares and, finally, the Bouguet algorithm is used to achieve stereo correction.

6.2. Façade Protrusion Recognition

1. Classification

The recognition algorithm uses the YOLOv5 convolutional neural network algorithm.
After collecting 1000 samples, the samples were trained and the training parameters were
adjusted. After 500 training sessions, the accuracy of the model was evaluated with an
average accuracy of 99.63%.

The recognition accuracy of the model was tested under different weather conditions,
and the recognition results included the category of the target object, the candidate frame,
the coordinate value and the confidence level. The recognition results are shown in Figure 7.
The confidence level of the model in recognizing cylindrical objects under different lighting
conditions and at different orientations exceeded 0.9.

1 

Figure 7. Recognition results in different weather conditions and orientations.
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2. Distance measurement

The SGBM algorithm was applied to stereo matching to obtain depth images. After
correcting and matching the image of the 800 mm column section, a depth image could be
obtained, as shown in Figure 8, and the experimentally measured depths were shown in
Table 5.
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Table 5. Depth measurement result of columnar target at different distances.

No. Actual Depth/mm Measuring Depth/mm Absolute Error/mm Relative Error

1 600 587.42 12.58 2.097%
2 700 689.42 10.58 1.511%
3 800 785.35 14.65 1.831%
4 900 886.77 13.23 1.470%
5 1000 984.21 15.79 1.579%
6 1100 1085.10 14.90 1.355%
7 1200 1177.95 22.05 1.838%
8 1300 1266.62 33.38 2.568%
9 1400 1369.13 30.87 2.205%
10 1500 1463.23 36.77 2.451%

Table 5 shows that the depth error increases as the distance increases. Of the depth
error at 1000 mm, 1.579% is sufficient to meet operational requirements.

6.3. Operation Effect Inspection

1. Rust removal inspection

A total of 200 pictures were taken to simulate façade operation scenes with different
degrees of rust removal. In accordance with the technical acceptance index for rust removal
on large Chinese ships, such as the Sa2.5 grade in GB 8923, the individual pictures were
assessed by comparing the sample pictures, as shown in Figure 9. The samples were divided
into two categories—qualified and unqualified. Of the samples, there were 42 pictures in
the qualified category and 158 pictures in the unqualified category.

The images of complete rust removal were compared with 200 samples and the
comparison value was recorded. The results showed that the comparison values of the
images of complete rust removal were all less than 1, and the comparison values of the
images of incomplete rust removal were all greater than 1.5. Based on these results, the
threshold value of comparison was set at 1.2. The rust removal was complete when the
comparison value was less than or equal to the threshold value, and the rust removal was
incomplete when the comparison value was greater than the threshold value.
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After defining the threshold value of comparison, the inspection algorithm was applied
to the wall-climbing robot to inspect the effect of rust removal. A total of 51 images were
captured by the binocular vision inspection system and the comparison value for each
image was displayed in the top left corner, with some of the inspection results shown in
Figure 10.
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Figure 10. Inspection under different rust removal effects.

The inspection of evaluation indicators obtained is shown in Table 6. The data show
that the rust removal effect inspection has an accuracy rate of 98%, while the accuracy
rate is only 93.33%. This is because the binocular inspection system lost edge information
when processing the images, inspecting the pictures that were actually unqualified for rust
removal as qualified, resulting in a low accuracy rate. In order to avoid this problem, the
images of the façade surface can be fully captured by controlling the motion path of the
wall-climbing robot in the actual work process.
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Table 6. Performance evaluation indicators of rust removal effect inspection.

Precision (%) Accuracy (%) Recall (%) Specificity (%) G-Mean

98.04 93.33 100 97.30 0.986

2. Painting inspection

After simulating a painting operation scene on the façade, the binocular vision inspec-
tion system acquired 12 images of the missed painting area, using Canny edge detection to
extract the curves on both sides of the missed painting area, and then measured the actual
maximum distance of the missed painting area.

As shown in Figure 11, the Canny edge detection clearly extracts the outline of the
missed painting area, providing pixel distance information for the subsequent calculation
of the actual distance.
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Figure 11. Process of inspecting missed painted areas: (a) image of painting to be tested; (b) Canny
edge detection result.

On the basis of the edge image obtained by Canny edge detection, the distance of
the line pixel coordinates on all the same line of the edge was calculated iteratively, then
the maximum line pixel coordinate distance was obtained by comparing each line, and
finally, it was multiplied by the pixel equivalent to obtain the actual distance of the missed
painting area. After the experiment, the actual missed painting distance of 100 mm was
measured in 12 groups, and the experimental data are recorded in Table 7 and the error
curve plotted is shown in Figure 12.

Table 7. Measurement results of missed painting distances.

No. Actual Distance
(mm)

Measuring Distance
(mm)

Absolute Error
(mm) Relative Error

1 100 97.51 2.49 2.49%
2 100 99.07 0.93 0.93%
3 100 99.84 0.16 0.16%
4 100 98.68 1.32 1.32%
5 100 99.07 0.93 0.93%
6 100 98.68 1.32 1.32%
7 100 101.01 1.01 1.01%
8 100 99.46 0.54 0.54%
9 100 100.52 0.52 0.52%
10 100 100.04 0.04 0.04%
11 100 99.13 0.87 0.87%
12 100 99.01 0.99 0.99%
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According to Figure 12, the absolute error of the binocular inspection system for the
measurement of the missed painting distance is less than 3 mm, and the average relative
error is less than 2%, which meets actual engineering requirements.

7. Conclusions and Future Works

This paper proposes a binocular vision-based method for rust removal and painting
on the large-scale façades of ships and tanks to address the problems of cleaning and
maintenance. We designed a three-part process that included detection, operation and
feedback adjustment on façades. The results of the visual recognition are compared with
the dimension database to increase the reliability of the recognition. Different operation
parameters were used according to the process database for different protrusions, enabling
the robot to take appropriate operations on protrusions in the environment with different
protrusions. Based on image processing technology to inspect the operation effect, the robot
receives the inspection results and decides whether to adjust the operation parameters,
which realizes the dynamic parameter adjustment and improves the operation effect.
Experimental results show that the accuracy of façade protrusion recognition reaches
99.63% and the accuracy of the rust removal effect inspection reaches 93.33%. The absolute
error of the missed painting distance measurement is less than 3 mm, and the average
relative error is less than 2%.

As mentioned in related works, no similar application has been found in the field of
assisting wall-climbing robots in recognizing façade protrusion. However, by searching
for the application of visual recognition in non-façade operations, such as pipes and ship
cabins, and comparing it with the method proposed in this article, it has the same level of
accuracy. In addition, compared with the recognition accuracy of the rust removal effect in
the field of façade operations, the inspection accuracy of the method proposed in this article
is also within the normal range, which meets the actual operational requirements of wall-
climbing robots. However, the innovation of this paper is that it is possible to accomplish
both façade protrusion recognition and operation effect inspection with one vision system,
which has the advantage of more functions and higher integration.

There are still some shortcomings in the proposed method; for example, the com-
putation of the missed painting distance measurement is large when inspecting missed
painting with complex irregular shapes; since the operation parameters depend on the
result of façade protrusion recognition, it takes much time for the robot to adjust operation
parameters when the result of recognition is wrong.

In future research, depending on the relevant problems in future experiments, the
following directions could be investigated:
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1. The algorithm of missed painting distance measurement could be improved in order
to reduce the computation.

2. A method could be designed to remedy the errors in façade protrusion recognition,
which would improve the fault tolerance of robot operation.

3. The vision detection system proposed in this paper could be combined with path
planning to improve the intelligence of a wall-climbing robot on a façade.
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