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Abstract: To address the issue of low positioning accuracy in unmanned vehicles navigating in
obstructed spaces due to easily contaminated navigation measurement information, an improved
adaptive federated Kalman filtering INS/GNSS/VNS integrated navigation algorithm is proposed.
In this algorithm, an inertial navigation system (INS) serves as the common reference system, and,
together with the global navigation satellite system (GNSS) and visual navigation system (VNS), they
form the subsystems that together make up the main system. In the event of faulty measurement
values in the subsystems, a combination of the residual chi-square and sliding-window averaging
methods are used for fault detection to improve the fault tolerance of the integrated navigation
algorithm. Additionally, an adaptive sharing factor is proposed to adjust the accuracy of the integrated
navigation algorithm based on the accuracy of the sub-filters. Simulation experiments demonstrated
that, compared with classic federated Kalman filtering, the proposed algorithm reduced the root
mean square errors (RMSEs) of the three-dimensional position by 56.4%, 54.8%, and 43.4% and the
root mean square errors of the three-dimensional velocity by 71.0%, 72.1%, and 28.4% in the event of
sub-filter faults, effectively solving the problem of low positioning accuracy for unmanned vehicles
in obstructed spaces while ensuring the real-time performance of the system.

Keywords: integrated navigation; improved adaptive federal Kalman filter; residual chi-square;
sliding-window averaging methods; adaptive information sharing factor

1. Introduction

In recent years, with the rapid development of unmanned autonomous systems, the
application fields of unmanned vehicles have become increasingly extensive. After major
natural disasters, buildings such as houses and bridges may collapse, forming a sheltered
space. Due to the complex environment and narrow and dim space, satellite signals are
easily interfered with or blocked, which often leads to the failure of the navigation and
positioning of unmanned vehicles in the sheltered space. Therefore, providing accurate,
reliable, and real-time navigation information such as position, velocity, and attitude for
unmanned vehicles in obstructed spaces is an important guarantee for obtaining disaster
information and improving search and rescue efficiency and has significant importance.

Inertial navigation systems (INSs) [1] have the advantages of small size, easy integra-
tion, and pure autonomy, and they are widely used in various navigation fields. However,
the errors [2,3] of INSs accumulate rapidly over time. INS/GNSS [4–6] can obtain higher-
precision carrier velocity and position information using the global navigation satellite
system [7] (GNSS). Visual navigation systems [8,9] (VNSs) can obtain the high-precision
attitude information of a carrier, but they suffer from the drawbacks of increased mea-
surement error in environments with insufficient feature points or significant changes in
illumination. Therefore, combining INS, GNSS, and VNS can compensate for their respec-
tive shortcomings and further improve the positioning accuracy [10] of unmanned vehicle
navigation systems in complex scenarios.
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A centralized Kalman filter [11–13] can achieve multi-source fusion navigation using
the effective information from various sensors for optimal estimation, thus achieving a
higher positioning accuracy. However, as the dimension of the state vector increases, the
consumption of computational resources increases, and real-time performance deteriorates.
Carlson et al. [14,15] proposed a federated Kalman filter [16,17] (FKF), which utilizes the
principle of information distribution, not only reducing the computational load but also
improving the fault-tolerant performance of integrated navigation. In an FKF, all sub-filters
evenly distribute the information sharing factor (ISF) [11,18,19] for information sharing.
However, in practical applications, the performance and estimation accuracy of subsystems
constantly change with the complexity of the navigation environment, and the fixed ISF
in an FKF cannot meet the different navigation requirements of the navigation system in
complex scenarios.

Lu et al. [20] combined an odometer with an INS/GPS integrated navigation system
and proposed a strategy of using an adaptive information allocation factor, which improved
the disturbance rejection capability of the integrated navigation system. Xu et al. [21] used
a dual-state chi-square detection algorithm to calculate the parameters corresponding
to each state, ensuring that states with a higher accuracy obtain a larger information
distribution coefficient. Zhai et al. [22] proposed an adjustment strategy using a degree of
abnormality to correct the error covariance matrix and Kalman gain, which improved the
fault tolerance and accuracy of the positioning system. Shen et al. [23] proposed a time-
varying information sharing factor adaptive federated Kalman filter. In a complex GNSS
environment, the proposed adaptive information fusion strategy could autonomously
adjust the information sharing factors and their error states of each navigation sensor.
Lyu et al. [24] developed a novel adaptive federated interacting multiple model (IMM)
filter for autonomous underwater vehicle integrated navigation systems. The information
sharing coefficients of the adaptive federated IMM filter are dynamically adjusted based
on the performance of each local system, ensuring the optimal fusion of information
from different sources. Xu et al. [25] developed a robust adaptive federal unscented
Kalman filter (RAFUKF) SINS/GNSS/VDM combined navigation algorithm. A federal
unscented Kalman filter (FUKF) framework was developed to combine the filter variance
with the f-parameter to construct a new ISF and to establish quantitative estimation fault
detection mechanisms. Dai et al. [26] proposed a robust adaptive localization algorithm
that utilizes a robust equivalent weight estimation sub-filter and adaptively allocates
the information sharing coefficient using the sub-filter state covariance. Jiang et al. [18]
proposed a GPS-AOA-SINS integrated positioning scheme with fault detection inserted
between the sub-filter and the main filter. The gain matrix of the fault sub-filter is adjusted
in real-time to reduce its impact on the entire system. Chen et al. [27] improved the filtering
accuracy and system stability by constructing a confidence test model to effectively filter
out faulty measurement information and adjusting the system noise covariance in real time.
Xiong et al. [28] constructed a simplified state chi-square test(SSCST) for fault detection by
using the residuals between actual and predicted observations, and they incorporated a
time-varying decay factor into the sub-filters to enhance the stability of the system.

However, most of these studies focused on specific scenarios and single-sensor anoma-
lies, and they lack a discussion on complex and dynamic scenarios [16], as well as different
types of sensor failures. In this paper, an improved adaptive federated filter (IAFKF)
algorithm based on a federated Kalman filter was designed for the combination navi-
gation system of INS/GNSS/VNS, which is used for unmanned vehicles in obstructed
spaces. INS/GNSS and INS/VNS fusion navigation models are established. In the event
of possible GNSS and VNS failures, a fault detection algorithm combining the residual
chi-square and sliding-window average methods is proposed, which can better detect and
isolate fault signals. An adaptive information sharing factor is also proposed to improve
the positioning accuracy and fault tolerance by adjusting the error covariance matrix. Fi-
nally, the effectiveness of the proposed improved AFKF algorithm was verified through
simulation experiments.
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The structure of this paper is as follows: In Section 2, a multi-source fusion model
based on federated Kalman filtering is established by combining INS/GNSS and INS/VNS
fusion navigation models. In Section 3, a fault detection method combining the residual
chi-square test and sliding-window averaging and an adaptive information sharing factor
are proposed. In Section 4, the effectiveness and real-time performance of the proposed
integrated navigation algorithm are verified through simulation experiments. Finally,
conclusions are drawn in Section 5.

2. Multi-Source Fusion Model

Figure 1 shows the structure of the INS/GNSS/VNS integrated navigation sys-
tem [29,30]. The system uses INS as the main filter and reference system for the sub-filters,
which utilize observation information from the external observation system GNSS and the
autonomous observation system VNS to construct sub-filter 1 and sub-filter 2. The INS
estimates the position, velocity, and attitude, and the sub-filter observation information
is used to correct the system state to obtain a local optimal estimate. The global optimal
estimate of the system state is then obtained through global fusion by the main filter.
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2.1. Integrated Navigation Systems and Error Models

The navigation coordinate system is defined as an east–north–up (E-N-U) coordinate
system. In this case, the system state vector is as follows:

X = [δϕE, δϕN , δϕU , δvE, δvN , δvU , δL, δλ, δh, εx, εy, εz,∇x,∇y,∇z]
T (1)

where δϕE, δϕN , δϕU are the attitude angle errors, δvE, δvN , δvU are the velocity errors,
δL, δλ, δh are the longitude, latitude, and altitude errors, εx, εy, εz are the gyro drift errors,
and ∇x,∇y,∇z are the accelerometer drift errors. By analyzing the errors of the inertial
navigation system, the error state equation is obtained as follows:

Xk = Φk|k−1Xk−1 + Gk−1Wk−1 (2)

where Φk|k−1 is the state transition matrix of the inertial navigation system from time k − 1
to k, Xk is the error state vector at time k, Xk−1 is the error state vector at time k − 1, Gk−1 is
the noise coefficient matrix, and Wk−1 is the system noise vector.

2.2. Measurement Equation of System

After establishing the error state equation of the integrated navigation system, a
measurement equation is required to update the attitude angle, velocity, and position of the
integrated navigation system. GNSS can observe the velocity and position information of
the unmanned vehicle, while VNS can observe the attitude angle of the unmanned vehicle.
The velocity and position information of INS and GNSS were selected as the measurement
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vector to establish the sub-filter 1 of INS/GNSS, and the attitude angle information of INS
and VNS was selected as the measurement vector to establish the sub-filter 2 of INS/VNS.

For the measurement equation, we usually use the following discrete time expressions:

Zk = HkXk + Vk (3)

where Zk is the measurement vector, Hk is the measurement matrix, and Vk is the measure-
ment noise vector, which is typically modeled as zero-mean Gaussian white noise.

In the INS/GNSS integrated navigation, the GNSS provides measurements of the po-
sition and velocity. The measurement equation for the INS/GNSS integration is as follows:

ZGNSS,k = HGNSS,kXk + VGNSS,k

=



(LINS
k − LGNSS

k )·(RM + h)
(λINS

k − λGNSS
k )·(RN + h) cos L

hINS
k − hGNSS

k
vINS

E,k − vGNSS
E,k

vINS
N,k − vGNSS

N,k
vINS

U,k − vGNSS
U,k


(4)

where VGNSS,k represents the measurement noise vector of GNSS, which is modeled as
independent zero-mean Gaussian white noise, and HGNSS,k represents the measurement
matrix of GNSS, which can be expressed as:

HGNSS,k =

[
03×3 03×3 diag[(RM + h) (RN + h) cos L 1] 03×6
03×3 diag[1 1 1] 03×3 03×6

]
(5)

In the INS/VNS integrated navigation system, the visual navigation system provides
measurements of the attitude. The measurement equation for the INS/VNS integration is
as follows:

ZVNS,k = HVNS,kXk + VVNS,k =

ϕINS
E,k − ϕVNS

E,k
ϕINS

N,k − ϕVNS
N,k

ϕINS
U,k − ϕVNS

U,k

 (6)

where VVNS,k represents the attitude measurement noise vector of VNS, which is modeled
as independent zero-mean Gaussian white noise, and HVNS,k represents the measurement
matrix of VNS, which can be expressed as:

HV,k =
[
diag[1 1 1] 03×12

]
(7)

To clearly represent the information processing process of each sub-filter in the feder-
ated Kalman filter, it can be assumed that the model of the sub-filter is as follows:

xi,k = Φi,kxi,k−1 + Γi,k−1ωi,k−1 (8)

zi = Hixi,k−1 + vi (9)

where xi,k is the state vector of the i-th sub-filter at time k, Φi,k is the state transition matrix
of the i-th sub-filter, Γi,k−1 is the noise transition matrix of the i-th sub-filter at time k − 1,
and ωi,k−1 is the system noise matrix. zi represents the measurement value, Hi represents
the measurement matrix of the sub-filter, and vi represents the measurement noise vector
of the sub-filter.

Time update: This is a process of a one-step prediction state update and a one-step
prediction error covariance update:

x̂k/k−1 = Φk/k−1x̂k−1 (10)
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Pk/k−1 = Φk/k−1Pk−1ΦT
k/k−1 + Γk,k−1Qk−1ΓT

k,k−1 (11)

where Qk−1 represents the covariance matrix of the input system noise vector ωk−1, Pk−1
represents the error covariance matrix at time k − 1, and Pk/k−1 represents the one-step
prediction error covariance matrix from time k − 1 to k.

Measurement update: The optimal Kalman gain for the sub-filter is as follows.

Kk = Pk/k−1Hk
T(HkPk/k−1HT

k + Rk)
−1

(12)

The covariance matrix of the measurement noise vector vk is Rk.
Therefore, the posterior state estimate is as follows:

x̂k = x̂k/k−1 + Kk(zk −Hkx̂k/k−1) (13)

The posterior estimate error covariance is as follows:

Pk = (I−KkHk)Pk/k−1 (14)

Information fusion: The global optimal estimation is obtained through the estimation
results of all the sub-filters:

Pg
k+1 =

[
N

∑
i=1

(Pk)
−1

]−1

(15)

x̂g
k+1 = Pg

k+1

[
N

∑
i=1

(Pk)
−1x̂k

]
(16)

Information sharing process: Finally, the fused results are allocated to the individual
sub-filters according to the following formula, which is used as the initial value for the
sub-filter at the next moment:

Pi,k = βi
−1Pg,k (17)

Qi,k = βi
−1Qg,k (18)

x̂k = x̂g
k (19)

where βi represents the allocation coefficient of the i-th sub-filter, and the subscript ‘g’
indicates the main filter. According to the principle of information distribution proposed
by Carlson [15], the information sharing factor should satisfy the condition of informa-
tion conservation:

N

∑
i=1

βi = 1 (20)

3. Improved Adaptive Federated Kalman Filter (IAFKF)

In obstructed spaces, GNSS is prone to positioning anomalies or even satellite un-
availability, resulting in a decrease in the positioning accuracy of the integrated navigation
system. Additionally, visual navigation systems have poor performance in cloudy or dark
environments. Furthermore, since the estimated state values of the federated Kalman
sub-filters are fed back to each sub-filter after global fusion by the main filter, the other
sub-filters are further contaminated, resulting in positioning errors or even divergence.
Therefore, this paper introduces fault detection between the sub-filters and the main filter
to detect and process faults in real-time, improving the overall navigation accuracy and
fault tolerance.
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3.1. Fault Detection

According to the Kalman filter equation, the recursive value at time k is derived from
the previous time k − 1:

ẑi,k/k−1 = Hix̂i,k/k−1 (21)

The measurement residual is as follows [26]: ri,k = (zi,k − ẑi,k/k−1)
In this equation, ri,k represents the measurement residual of the i-th sub-filter at time

k in distributed filtering. When there is no fault in the system, the residual ri,k follows a
Gaussian white noise distribution with a mean of 0, and its covariance matrix is as follows:

wi,k = E(ri,krT
i,k) = E

{
[Hi,k·(xi,k − x̂i,k/k−1) + vi,k]·[Hi,k·(xi,k − x̂i,k/k−1) + vi,k]

T
}

= E[(Hi,k·(xi,k − x̂i,k/k−1))(xi,k − x̂i,k/k−1)
T ·HT

i,k] + E(vi,kvT
i,k)

= Hi,kPi,k/k−1HT
i,k + Ri,k

(22)

A fault detection statistic based on the characteristics of the chi-squared distribution
can be constructed as follows:

λi,k = rT
i,kw−1

i,k ri,k (23)

In this equation, λi,k ∼ χ2(m) follows a chi-squared distribution with m degrees of
freedom (the dimension of the measurement Z). If a fault occurs, the residual λi,k will no
longer be a zero-mean white noise process, and therefore the following method can be used
to detect faults.

The fault detection criteria are as follows:{
λi,k ≥ Td, Ck = 0
λi,k < Td, Ck = 1

(24)

In this context, Td represents the fault detection threshold, and Ck represents the fault
flag at time k. When Ck = 0, the measurement system has a fault and requires isolation
processing. When Ck = 1, the measurement system is functioning normally. The value of
Td can be calculated based on Equation (25) and the degree of freedom m and confidence
level using a chi-squared distribution table:

P =
∫ ∞

Td

f χ2
(m)(x)dx = 1−

∫ Td

0
f χ2

(m)(x)dx = α (25)

To eliminate occasional abnormal situations, a sliding-window average can be applied
to the residual sequence to obtain the actual residual covariance:

ar =
1
N

k

∑
i=k−N+1

ri,kri,k
T = Hi,kP′ i,k/k−1HT

i,k + Ri,k (26)

Here, P′ i,k/k−1 represents the estimated value of the prediction error covariance matrix
within the calculation interval N. The specific value of N is determined based on experience
and the specific situation and is generally chosen to be between 10 and 12. By comparing
the trace of the actual covariance of the residuals and the theoretical covariance, we can
assess the degree of deviation between the true value and the theoretical value.

η =
tr(wi,k)

tr(ai,k)
(27)

where, η is the degree of deviation between the real value and the theoretical value. When
the actual covariance of the residuals is generally consistent with the theoretical covariance,
0.5 ≤ η ≤ 1.5 is generally considered to be an indication of a fault-free measurement
system. When the actual covariance of the residuals differs significantly from the theoretical
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covariance, i.e., when η > 2orη < 0.2, it is considered to be an indication of a fault in the
measurement system.

In this paper, the above two methods are used for fault detection to avoid false alarms
or missed detections, thereby reducing the impact of fault signals on the system. If the
measurement system fails, the entire system’s state information will be affected after the
fusion of the main filter information. In order to ensure the normal stability of the system
and avoid the isolation of sub-filters affecting the overall system, a simple compensation
method was chosen. That is, when a fault is detected, the estimate of the main filter is used
instead of the estimate of the faulty sub-filter.

x̂i = x̂g (28)

3.2. Adaptive Information Sharing Factor

In a classic FKF [14], the information sharing factor is evenly allocated among all the
sub-filters. However, this equal distribution method neglects the unique characteristics of
each sub-filter, which can result in errors from some sub-filters impacting the positioning
accuracy of the main filter. Improper allocation of the information sharing factor can also
decrease the accuracy of the integrated navigation system. Therefore, an adaptive allocation
of the information sharing factor based on the characteristics of each sub-filter is crucial
for improving their performance. To address this issue, this paper proposes an adaptive
information sharing factor that can be dynamically allocated based on the state covariance
matrix of each sub-filter, reducing the impact of low-precision sub-filters on the positioning
accuracy of the main filter. In practical filtering, the state covariance matrix P reflects the
precision of the filter, where a smaller P corresponds to a higher accuracy of the filter.

The relationship between the precision ACi(k) of the sub-filtering system in this paper
and the state covariance Pi,k is as follows:

ACi(k) =
√

tr(Pi,k·PT
i,k) (29)

where ACi(k) represents the filtering accuracy of the i-th sub-filter at time k, and tr repre-
sents the trace of the matrix. The adaptive information sharing coefficient can be expressed
by the precision of the sub-filtering system ACi(k) as follows:

βi(k) =
(ACi(k))

−1

N
∑

i=1
(ACi(k))

−1
, i = 1, 2 . . . , N (30)

where βi(k) represents the information sharing factor, and N represents the number of
sub-filters. According to Equation (16), the information fusion state of the main filter is
as follows:

x̂g,k =
N

∑
i=1

(ACi(k))
−1

N
∑

i=1
(ACi(k))

−1
x̂i,k, i = 1, 2 . . . , N (31)

3.3. Procedure of Improved AFKF

The procedure is shown below:

Step 1: Set the initial values of the filter, including the initial state value x0, the system noise
covariance Q0, and the measurement noise covariance R0.
Step 2: Time update: the sub-filter performs a time update as per Equations (10) and (11).
Step 3: Measurement update: the sub-filter performs a measurement update as per Equa-
tions (12)–(14).
Step 4: Fault detection: using the residual chi-square and sliding-window averaging
method for fault detection, the estimated value of the faulty sub-filter is replaced with the
estimated value of the main filter as per Equations (21)–(28).
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Step 5: Information fusion is carried out as per Equations (15) and (16).
Step 6: Adaptive information sharing factor is calculated as per Equations (29)–(31).
Step 7: Information sharing process is carried out as per Equations (17)–(20).
Step 8: Steps 2 to 7 are repeated in a loop.

4. Simulation Experiment

To verify the effectiveness, fault tolerance, and real-time performance of the proposed
improved AFKF for INS/GNSS/VNS integrated navigation, we conducted simulation
experiments and compared them with a classic FKF. In the simulation experiments, we set
different index parameters for the accelerometer, gyroscope, GNSS, and VNS, as shown in
Table 1. At the same time, we also considered the complexity of the real environment in
unmanned vehicle navigation and reasonably set the failure scenarios for GNSS and VNS.
In the different scenarios, we compared and analyzed the performance of the different algo-
rithms, and the simulation trajectories are shown in Figure 2. The running platform for this
simulation experiment was an INTEL(R) Core (YM) I5-12500H CPU with 16.00 GB of mem-
ory, and the simulation software used was the PSINS toolbox under matlab2022a, which
was developed by Professor Gongmin Yan from Northwestern Polytechnical University,
which can be used for simulation experiments of integrated navigation systems.

Table 1. Parameters in simulations.

Sensor Characteristic Value Frequency

Gyroscope Constant drift 0.5◦/h
100 HZWhite noise 0.5◦/h

Accelerometer
Zero bias 1 mg

100 HZWhite noise 0.1 mg

GNSS
Position error [3 m, 3 m, 3 m]

1 HZSpeed error [0.5 m/s, 0.5 m/s, 0.5 m/s]
VNS Attitude error [0.3

◦
, 0.3

◦
, 0.3

◦
] 1 HZ
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The initial position (local coordinates) was set to [0 m, 0 m, 0 m], the initial attitude
(pitch, roll, yaw) was set to [0

◦
, 0
◦
, 0
◦
], and the initial velocity (local coordinates) was set to

[0 m/s, 0 m/s, 0 m/s]. This corresponded to a simulation of an unmanned vehicle going
downhill, uphill, and around corners in an unmanned vehicle trajectory.
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In order to simulate the complex environment that unmanned vehicles may encounter
in obstructed spaces, we simulated two scenarios. Scenario 1 involved a situation where
only the GNSS signal was interfered with or obscured. Scenario 2 involved a situation
where both GNSS and VNS were interfered with.

4.1. Scenario 1

This scenario involved a simulation of the GNSS signal being subjected to different de-
grees of interference or occlusion during the driving of an unmanned vehicle in obstructed
spaces. The two time periods were as follows:

Period 1: a time period between 250 s~400 s, where the GNSS signal was weakly
interfered with or blocked, and a 10-fold measurement error was added to the GNSS
positioning measurement, as shown in Equation (32):

posGNSS = pos + 10·dGNSS·randn(6, 1) (32)

Period 2: a time period between 600 s~750 s, where the GNSS signal was strongly
interfered with or blocked, and a 20-fold measurement error was added to the GNSS
positioning measurement, as shown in Equation (33):

posGNSS = pos + 20·dGNSS·randn(6, 1) (33)

Here, pos represents the true position information, dGNSS represents the attitude error
of the visual navigation, and randn(6, 1) represents a 6× 1 matrix of a standard normal
distribution. The comparison between the improved AFKF proposed in this paper and
a classic FKF is shown below. The results of the INS/GNSS/VNS integrated navigation
position and velocity errors are shown in Figure 3a,b, and the three-axis position and
velocity errors are listed in Table 2.
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Table 2. Navigation error statistics results of classic FKF and improved AFKF.

Mean Error Classic FKF Improved AFKF

Position (E) 6.7352 m 2.5032 m
Position (N) 7.7326 m 3.0650 m
Position (U) 8.9662 m 2.7692 m
Velocity (E) 0.1085 m/s 0.0220 m/s
Velocity (N) 0.1070 m/s 0.0236 m/s
Velocity (U) 0.1141 m/s 0.0360 m/s
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It can be seen that in periods 1 and 2, when the GNSS was subjected to different degrees
of interference or obstruction, the improved AFKF proposed in this paper performed
significantly better than the classic FKF. In all periods, compared with the classic FKF, the
three-axis position average error of the improved AFKF decreased by 62.8%, 60.4%, 69.1%,
and the three-axis velocity average error decreased by 79.7%, 77.9%, and 68.4%, respectively.

4.2. Scenario 2

Simulating the driving process of unmanned vehicles in an obstructed space may
result in GNSS signal interference or blockage, as well as a shortage of feature points due to
environmental issues in VNS. In this simulation, these situations occurred during different
time periods.

Period 1: a time period between 250 s~400 s, where the unmanned vehicle drove
into a dark scene where there were fewer feature points, which caused a malfunction
in the visual navigation. Therefore, a 10-fold measurement error was introduced in the
visual positioning. The following formula (34) shows this, where pos is the true position
information, dVNS is the visual navigation position error, and randn(3, 1) is a 3× 1 matrix
of the standard normal distribution:

posVNS =

{
pos + 10·dVNS·randn(3, 1) (250 s ∼ 400 s)
pos + dVNS·randn(3, 1) othertimes

(34)

Period 2: a time period between 600 s~750 s; considering that an unmanned vehicle
may drive into certain areas with strong signal interference or obstructed spaces, which
can cause GNSS navigation to fail, a 20-fold measurement error was introduced in the
GNSS positioning. The following formula (35) shows this, where pos is the true position
information, dGNSS is the GNSS navigation velocity and position error, and randn(6, 1) is a
6× 1 matrix of the standard normal distribution:

posGNSS =

{
pos + 20·dGNSS·randn(6, 1) (600 s ∼ 750 s)
pos + dGNSS·randn(6, 1) othertimes

(35)

The comparison between the improved AFKF proposed in this paper and a classic FKF
is shown below. The position and velocity error results of the INS/GNSS/VNS integrated
navigation are shown in Figure 4a,b, and the average errors of the position and velocity of
the combined navigation are listed in Table 3.
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Table 3. Navigation error statistics results of classic FKF and improved AFKF.

Time
Classic FKF Improved AFKF

Pos MAE Vel MAE/(m/s) Pos MAE/m Vel MAE/(m/s)

(250 s~400 s) 3.5787 0.0731 2.7585 0.0183
(600 s~750 s) 10.2117 0.1297 3.4871 0.0066
Other times 4.5072 0.0573 2.9113 0.0259

All times 5.4916 0.0815 2.9401 0.0227

Through the analysis of the results shown in Figure 4a,b and Table 3, it was found
that when the simulated unmanned vehicle experienced failures in satellite navigation and
visual navigation during time periods 1 and 2, the improved AFKF proposed in this paper
performed significantly better than the classic FKF. Without interference to the navigation
signal, the improved AFKF showed a 35.4% reduction in the position error and a 54.8%
reduction in the velocity error compared to the classic FKF. Across all the time periods, the
improved AFKF exhibited an average reduction of 25.1% in the position error and 62.4% in
the velocity error compared to the classic FKF.

In order to prevent the randomness of non-Gaussian noise and verify the adaptive
and fault detection capabilities of the algorithm proposed in this paper, the system was
subjected to 50 independent simulations in scenario 2, and the root mean square error
(RMSE) of these 50 simulations was calculated as a performance metric. The definition of
RMSE is as follows:

RMSE =

√√√√ 1
N

N

∑
k=1

[x(k)− x̂(k)]2 (36)

where N represents the experiment time, and x(k) and x̂(k) represent the true value and
estimated value, respectively, of the state at time step k. The final results are shown in
Figure 5a,b. The average root mean square position error and the average root mean square
velocity error of the 50 simulation experiments are listed in Table 4.
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Table 4. The mean RMSE of 50 simulation experiments.

Algorithm The Mean RMSE (Position/(m)) The Mean RMSE (Velocity/(m/s))

Improved AFKF
5.9081 0.0938
7.3566 0.1070
5.6831 0.0334

Classic FKF
2.5781 0.0272
3.3287 0.0299
3.2131 0.0239

From Figure 5a,b and Table 4, it can be seen that in these INS/GNSS/VNS integrated
navigation simulation experiments, the position and velocity errors determined using the
improved FKF proposed in this paper were significantly smaller than those using the classic
FKF. The average root mean square errors of the position in the three directions of east,
north, and up decreased by 56.4%, 54.8%, and 43.4%, respectively, and the average root
mean square errors of the velocity in the three directions of east, north, and up decreased
by 71.0%, 72.1%, and 28.4%, respectively.

In order to validate the real-time performance of the proposed improved AFKF al-
gorithm, using the same simulation software and platform as described above and with
the same raw data, we compared the entire filtering process time between the improved
AFKF and the classic FKF in 50 simulation experiments, as shown in Figure 6. The driving
time of the unmanned vehicle in the simulation was 887.5 s, with an average runtime of
11.2493 s for the improved AFKF and 10.3526 s for the classic FKF. Although the average
runtime of the improved AFKF proposed in this paper was increased by 8.66% compared
to the classic FKF, it still met the real-time requirements of the integrated navigation of
unmanned vehicles. The filtering cycle of the improved AFKF was 1 s, and the INS update
period was 0.02 s. The average filtering time was less than 3.69 ms, which was smaller than
the INS update period, satisfying the real-time requirements of the system.
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To further verify the effectiveness of the algorithm, we conducted simulation exper-
iments on the Gazebo platform, an open-source robot simulation platform that relies on
the popular robot operating system (ROS), as shown in Figure 7a. The unmanned vehicle
model used in the simulation experiment was the TurtleBot3-Waffle-Pi, which is a widely
used open-source robot for research and education. It is small in size and highly scalable,
and the main model parameters and movements used during the simulation are shown
in Table 5. As shown in Figure 7b, an environment for the unmanned vehicle to travel in
was constructed on the Gazebo platform, and the unmanned vehicle traveled at a constant
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speed of 0.26 m/s. The improved AFKF algorithm proposed in this paper was used to
locate the movement of the unmanned vehicle, and the reference trajectory is shown in
Figure 8.
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Table 5. The main model parameters in simulation.

Parameters Reference Value Simulated Value

The maximum line speed 0.26 m/s 0.26 m/s
The maximum angular velocity 1.82 rad/s 1.0 rad/s

Linear acceleration 0.3 m/s2 0.3 m/s2

Angular acceleration 2.5 rad/s2 2.5 rad/s2
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From Figure 9, it can be observed that in the simulated environment, the unmanned
vehicle’s GNSS measurement errors increased due to occlusion. Compared to the classic
FKF algorithm, the improved AFKF algorithm reduced the position error by 35.1% and the
velocity error by 61.0%.
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5. Conclusions

To address the problem of degraded navigation accuracy caused by GNSS signal
blockage in obstructed spaces and insufficient feature points and lighting changes in VNS,
this paper proposed an improved AFKF INS/GNSS/VNS integrated navigation algorithm.
The algorithm uses INS as the common reference system and constructs sub-filters 1 and
2 by utilizing the position and velocity information of GNSS and the attitude information
of VNS as measurement vectors, respectively. A fault detection method combining the
proposed residual chi-square test and sliding-window average technique was employed to
effectively avoid false alarms and missed detections, thereby improving the fault tolerance
of the integrated navigation system. An adaptive information sharing factor was proposed
to adaptively allocate the information contribution of each sub-filter according to their
respective state covariance matrices, which enhanced the positioning accuracy of the
integrated navigation algorithm. Finally, simulations were conducted to evaluate the
performance of the improved AFKF algorithm in the presence of obstructed GNSS signals
and disturbances affecting the VNS and GNSS sensors separately. Two scenarios were
considered where the level of interference varied for the GNSS signals. In both scenarios, the
improved AFKF algorithm demonstrated a significant reduction in the position and velocity
errors compared to the classic FKF algorithm. Although the improved AFKF algorithm had
increased computational requirements, it still met the real-time navigation requirements for
unmanned ground vehicles operating in obstructed environments. To further validate the
effectiveness of the algorithm, we also conducted simulation experiments on the Gazebo
platform. The results of this study are of significance for the practical implementation of
navigation systems in obstructed environments.
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Abbreviations
The following abbreviations are used in this manuscript.

INS Inertial navigation system
GNSS Global navigation satellite system
VNS Visual navigation system
Pos Position
Vel Velocity
MAE Mean absolute error
RMSE Root mean square error
FKF Federated Kalman filter
ISF Information sharing factor
IMM Interacting multiple model
RAFUKF Robust adaptive federal unscented Kalman filter
UKF Unscented Kalman filter
SSCST Simplified state chi-square test
IAFKF Improved adaptive federated filtering
E-N-U East–north–up coordinate system
dPe The position error in the east direction
dPn The position error in the north direction
dPu The position error in the up direction
dVe The velocity error in the east direction
dVn The velocity error in the north direction
dVu The velocity error in the up direction
Rmse-P Root mean square error of position
Rmse-V Root mean square error of velocity
ROS Robot operating system
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