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Abstract: Ionospheric scintillation often occurs in the polar and equator regions, and it can affect
the signals of the Global Navigation Satellite System (GNSS). Therefore, the ionospheric scintillation
detection applied to the polar and equator regions is of vital importance for improving the perfor-
mance of satellite navigation. GNSS radio occultation is a remote sensing technique that primarily
utilizes GNSS signals to study the Earth’s atmosphere, but its measurement results are susceptible
to the effects of ionospheric scintillation. In this study, we propose an ionospheric scintillation
detection algorithm based on the Sparrow-Search-Algorithm-optimized Extreme Gradient Boosting
model (SSA-XGBoost), which uses power spectral densities of the raw signal intensities from GNSS
occultation data as input features to train the algorithm model. To assess the performance of the
proposed algorithm, we compare it with other machine learning algorithms such as XGBoost and a
Support Vector Machine (SVM) using historical ionospheric scintillation data. The results show that
the SSA-XGBoost method performs much better compared to the SVM and XGBoost models, with an
overall accuracy of 97.8% in classifying scintillation events and a miss detection rate of only 12.9% for
scintillation events with an unbalanced GNSS RO dataset. This paper can provide valuable insights
for designing more robust GNSS receivers.

Keywords: polar and equator ionospheric scintillation; GNSS radio occultation; remote sensing;
power spectral density; SSA-XGBoost

1. Introduction

In recent years, the widespread use of GNSS PNT services [1] has made it increasingly
important to enhance the security and reliability of global satellite navigation systems.
The ionosphere serves as a crucial pathway for the transmission of satellite carrier signals,
forming a link between the near-Earth atmosphere and outer space. The potential threat
it poses to the GNSS PNT service is widely recognized. Investigations into ionospheric
scintillation hold vital importance in enhancing the reliability of GNSS PNT services.

The ionosphere is an atmospheric layer located approximately 60~1000 km above
the Earth’s surface. The ionosphere is the most exceptional layer of the Earth as it is the
most outer one towards outer space. Therefore, the ionosphere can contain important
information. As it was discovered by Victor Hess around 1912 [2], the whole of the Earth’s
atmosphere has played a historical role in the discovery and in the progress of ubiqui-
tous cosmic radiation. The ionosphere consists of atmospheric molecules that are made
up of ions and electrons with non-uniformly varying densities, resulting in structural
inhomogeneity. When the GNSS carrier signal travels through the irregular ionosphere
structure [3], it experiences rapid fluctuations in its time delay, amplitude, and phase. This
is known as scintillation [3], which is caused by various factors, including solar activity,
magnetic storms, local electric fields, and wave interactions, among others factors [4,5].
Scintillation can affect the amplitude and phase of the GNSS carrier signal to different
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extents. This can result in the deterioration of positioning accuracy and continuity perfor-
mance. Ionospheric scintillation is broadly classified into two types: amplitude scintillation
and phase scintillation. Amplitude scintillation results in the rapid disruption of the signal
carrier-to-noise ratio, a reduction in the quality of the signal-to-noise ratio, and the halting
of signal transmission via satellite [6]. Alternatively, phase scintillation can result in weekly
fluctuations in the carrier phase, which could have detrimental effects such as signal loss
in severe cases [7,8]. Many vital civil and military installations are dependent on GNSS
systems. Therefore, the creation of effective techniques for identifying ionospheric scintilla-
tion has become exceedingly crucial for ionospheric investigation and for improving the
precision of GNSS devices.

There are numerous factors that influence the intensity of ionospheric scintillation,
and among them, geographical location is one of the critical factors. In the case of L-band
satellite signals, ionospheric scintillation is notably most severe in the polar and equator
regions [9,10]. Data indicate that satellite communication near the polar and equator regions
can be unreliable, with receivers often unable to capture the transmitted signal, resulting
in interrupted navigation [11]. Additionally, there is a seasonal trend in the variation in
ionospheric scintillation [12] throughout the year, with a higher frequency of occurrences
during the spring and autumn equinoxes. The scintillation is particularly intense during
the spring equinox.

Current research into ionospheric scintillation detection relies heavily on ground-
based ionospheric scintillation monitoring (ISM) stations [13,14]. While these stations offer
prolonged and continuous monitoring, their limited geographic coverage means they are
unable to capture the diverse range of scintillation features present in different regions.
Additionally, the cost of deploying a sufficient number of ground-based ISM stations
globally is prohibitively expensive. GNSS radio occultation (RO) [15] is an objective remote
sensing approach. It involves receiving electromagnetic wave signals emitted by high-
orbiting GNSS satellites and measuring them in the L1 (1575.42 MHz) and L2 (1227.42
MHz) frequency bands via GNSS receivers installed on LEO satellites. When GNSS carrier
signals pass through the ionosphere, the radio wave path bends. With the movement of
satellites at both the signal transmitting and receiving ends, the signal path sweeps through
the atmosphere for a few tens of seconds to minutes, either from high to low or from low to
high. This phenomenon is known as an occultation event, and measurements of it may be
sensitive to ionosphere effects. The geometry of GNSS RO is displayed in Figure 1. GNSS
RO operates globally, covering all geographical regions. It presents the opportunity to
detect and record diverse scintillations geographically and builds on existing LEO satellites
to reduce the cost of large-scale system monitoring.
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GNSS RO measurements currently play a significant role in the observation of iono-
spheric space weather [16,17]. RO observations from the FengYun-3C (FY3C) satellite
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during the St. Patrick’s Day geomagnetic storm in 2015 demonstrated a significantly altered
likelihood of ionospheric scintillation events [18]. The incidence of scintillation was found
to have increased in the New Zealand region during the main phase of the storm, as deter-
mined by the TEC gradient. Conversely, during the recovery phase after the geomagnetic
storm, the incidence of scintillation was reduced.

Previous research has primarily focused on detecting changes in satellite signal ampli-
tude and phase caused by ionospheric scintillation. This involves computing the amplitude
scintillation index (S4) and the phase scintillation index (σφ) and using dedicated iono-
spheric scintillation monitoring receivers [19] that are programmed with predetermined
thresholds for the S4 and σφ indices to detect ionospheric scintillation events [20]. However,
the utilization of this thresholding technique necessitates complex filtering and detrending
operations on the observations. It neglects the high-dimensional feature information of
the GNSS signals [21]. Moreover, the conventional thresholding techniques are highly sus-
ceptible to false alarms stimulated by multipaths and cannot determine precise thresholds
under varying conditions, leading to poor detection accuracy for weak scintillation events.
Wavelet transformation techniques [22] have been proposed as a replacement to detrending
operations. However, said techniques rely on intricate implementations. In recent times,
researchers have explored different machine learning methods for detecting ionospheric
scintillation. Jiao et al. utilized Support Vector Machines (SVMs) to detect ionospheric
amplitude and phase scintillations [23,24], which involved the incorporation of a significant
amount of authentic scintillation data during the training phase. As a result, they attained a
detection accuracy of 91–96%, surpassing conventional thresholding techniques. However,
Support Vector Machine (SVM) classifiers require significant memory allocations for sizable
datasets, which incurs high computational expenses. Furthermore, the overfitting issue
persists, thereby leading to misleading outcomes. Linty et al. have introduced a decision
tree (DT)-based algorithm for detecting ionospheric scintillation [25], utilizing in-phase
and orthogonal values from the receiver tracking loop output as sample features. The algo-
rithm can achieve a detection accuracy of 98%, with a very low false alarm rate. However,
obtaining in-phase and quadrature correlator output values is challenging and requires a
specific receiver.

In this study, an ionospheric scintillation detection model is developed utilizing
the Sparrow Search Algorithm (SSA)-optimized XGBoost. The GNSS radio occultation
technique is used to compute the power spectral density (PSD) of the GNSS signal strength
by extracting the signal strength during an occultation event, which is then employed
as a training feature in the detection model to achieve ionospheric scintillation detection
and subsequently apply it to global regions, especially the polar and equator regions.
A thorough comparison with established SVM and XGBoost algorithms demonstrates
that the ionospheric scintillation detection model presented in this study outperforms
them. The Sparrow Search Algorithm, with its robust global optimization capabilities,
is employed to optimize some of the hyperparameters in XGBoost. These refinements
enhance the model’s performance and operational efficiency, reducing the likelihood of
overfitting in the detection classification task. The innovative aspect of this study lies in the
utilization of an optimized XGBoost algorithm for ionospheric scintillation detection (which
is subsequently applied to global regions, especially the polar and equator regions), as well
as its quantitative analysis and comparison of machine learning algorithm performance
with regard to accuracy, precision, recall, and F-Score.

The remainder of this paper is structured as follows: Section 2 provides a detailed
description of the XGBoost model, as well as an overview of the Sparrow Search Algorithm
and how it can optimize XGBoost. Section 3 outlines the development of the GNSS
RO dataset for the detection of ionospheric scintillations and presents the experimental
procedure and corresponding evaluation criteria used for our quantitative analysis of
the results. Finally, the results obtained are scrutinized, and different machine learning
algorithms are compared. Section 4 summarizes the findings and provides a prospective
outlook on future studies.
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2. SSA-XGBoost Model
2.1. XGBoost

The XGBoost algorithm [26], introduced by Tianqi Chen in 2016, enhances the robust-
ness of a learning algorithm through gradient boosting. This entails iteratively reducing
the loss function along the gradient direction. Additionally, integrated learning involves
merging multiple weak classifiers into a stronger one via a certain combinatorial strat-
egy. Doing so improves the efficiency and accuracy of classification. XGBoost can fully
utilize multi-core CPUs for parallel computation [26], thereby diminishing running time.
Compared to other extensively applied machine learning algorithms, such as Support
Vector Machines [27], XGBoost offers several benefits. It operates with higher efficiency and
classification accuracy and is also highly scalable and sparse-aware, rendering it optimal
for handling datasets with irregular and imbalanced training data. Ionospheric scintillation
is influenced by different factors, and the resulting imbalance between scintillating and
non-scintillating data presents a challenge, but XGBoost can effectively address this by
establishing the direction of gradient descent [28].

XGBoost consists of a number of different decision trees [29], each of which corre-
sponds to a new function fi(x), and the core of which is to continuously learn a new function
fi(x) to fit the residuals of the prediction of the previous function fi−1(x), i.e., it will keep
adding decision trees and keep splitting the features during the computation process [26].
After completing the training process and obtaining K decision trees, the model needs to
predict new data. For a given training dataset S = {(xi, yi)}, (|S|= n, xi ∈ Rm, yi ∈ R)
with n samples and m features, yi is the labelled value of the training samples, and for the
binary classification task, yi ∈ (0, 1). The predicted outputs yi of the model after having K
decision trees are as follows:

ŷi = ∑K
k=1 fk(xi), fk ∈ F (1)

where F =
{

f (x) = ωq(x)
}
(q : Rm → T, ω ∈ R) is the space of the decision trees, the tree

structure q and the leaf weights ω represent the two parts that make up a decision tree, and
T denotes the number of leaf nodes in the tree.

According to the characteristics of the samples, fk(x) maps these samples to the
corresponding leaf nodes in each tree and assigns a score, and the sum of the scores of
each tree is used as the predicted value of the sample. Obviously, the ultimate goal of
the XGBoost algorithm is to make the predicted values of all trees as close as possible to
the corresponding true values [26] with the strongest generalization ability. On top of the
current tree, another tree is added to fit the residuals between the predicted values of the
previous tree and the corresponding true values. In order to select the next added tree, an
objective function [26] is introduced, which combines a loss function and a rule function,
and it is by minimizing this objective function that the integrated learning of XGBoost is
achieved, as shown below:

Obj(k) = ∑n
i=1l

(
yi, ŷ(k−1)

i + fk(xi)
)
+ Ω( fk) (2)

where i denotes the ith sample, n is the number of samples, yi is the true score of the
current tree, ŷ(k−1)

i denotes the predicted value of the k − 1 tree, and l is a loss function

that measures the distance between yi and ŷ(k−1)
i . fk is the new function of the current tree,

and Ω( fk) is the corresponding regularization term to keep the overall model complexity
within the desired range and avoid overfitting, thus producing a more accurate model.

XGBoost approximates the above objective function using the second-order Taylor
series to derive a new objective function as follows:

Obj(k) = ∑n
i=1

[
l
(

yi, ŷi
(k−1)

)
+ gi fk(xi) +

1
2 hi f 2

k (xi)
]
+ Ω( fk)

= ∑n
i=1

[
giωq(xi) +

1
2 hiω

2
q(xi)

]
+ γT + λ 1

2 ∑T
j=1 hiω

2
j

(3)
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where gi = ∂ŷ(t−1) l
(

yi, ŷ(t−1)
)

, hi = ∂2ŷ(t−1)l
(

yi, ŷ(t−1)
)

, ωj is the weight of the jth leaf
node, and γ and λ are used to control the complexity of the tree. Gj = ∑i∈Ij

gi and
Hj = ∑i∈Ij

hi are the optimal leaf weights:

ω∗
j = −

Gj

Hj + λ
(4)

Then, the optimal objective function for a given tree structure q can be obtained as
follows:

Obj(k) = ∑T
j=1

[
Gjωj +

1
2

Hjω
2
j

]
+ γT = −1

2 ∑T
j=1

Gj

Hj + λ
+ γT (5)

Then, the greedy algorithm is employed to enumerate all possible tree structures q
to identify the optimal splitting node of the leaf node and attain the maximum gain of
the objective function following the split [26]; this greedy algorithm starts from a single
leaf node and iteratively adds branches to the tree, assuming that IL and IR are the sets of
instances of left and right sub-trees of the node, respectively, so that I = IL ∪ IR. Then, the
gain after the splitting of the leaf node j is expressed as follows:

Gain =
1
2

[
G2

L
HL + λ

+
G2

R
HR + λ

− (GL + GR)
2

HL + HR + λ

]
− γ (6)

where GL and GR are the first-order gradient values of the left and right leaf nodes after
splitting; HL and HR are the corresponding second-order gradient values. The first, second,
and third terms of the formula correspond to the scores of the left leaf node, the right leaf
node, and the observed leaf node, respectively, and γ serves as a regularization parameter
to prevent the over-splitting of the decision tree.

Figure 2 shows a brief schematic of the XGBoost algorithm.
The XGBoost algorithm controls the construction of the tree by setting some hyper-

parameters to limit the complexity and weight of each tree [26]. Table 1 shows several
important hyperparameters of the XGBoost algorithm, which have different degrees of
influence on the performance of the XGBoost algorithm.

Table 1. XGBoost algorithm hyperparameters.

Hyperparameters Means

n_estimators Iterations
max_depth Maximum tree depths

learning_rate Learning rate
objective Objective function

γ Regularization parameter
min_child_weigh Minimum leaf weights

Each hyperparameter has a different range of values, resulting in a large number
of combinations. The traditional method of finding the optimal hyperparameters is to
set a certain range for each hyperparameter based on experience and then perform a
grid search within that range, calculate the accuracy of each combination, and select the
combination with the highest accuracy, which is a set of optimal hyperparameters. The
traditional method is easy to understand and implement, but the disadvantages include
the fact that it relies on personal experience, the fact that the grid search calculation is
relatively large and time-consuming, and the fact that it is easy to fall into the local optimal
solution, leading to the model classification effect, which is difficult to optimize. To address
the above problems, this study uses the Sparrow Search Algorithm to find the optimal
hyperparameters of XGBoost.
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2.2. Sparrow Search Algorithm

The Sparrow Search Algorithm (SSA) [30] is a novel swarm intelligence optimization
algorithm that was proposed by Jiankai Xue et al. in 2020 and based on the foraging process
of sparrows. A colony of sparrows is composed of three sparrow types: discoverers, joiners,
and warners. These types continuously update their positions during foraging to locate the
best food source. The optimal food source position represents the most favorable solution.

The following assumptions are made:

(1) When a sky enemy approaches a sparrow colony and is detected, the colony shifts
position in time;

(2) Under certain circumstances, the identities of the discoverers and the joiners
are interchangeable;

(3) The lower the fitness value of an individual sparrow, the harsher and more dangerous
the area in which it forages.

Based on the above assumptions, the SSA model is constructed as shown below, with
X representing the current position of the sparrow population, expressed in the form of
a matrix:

X =


x1,1 x1,2 . . . x1,d
x2,1 x2,2 . . . x2,d

...
...

...
...

xn,1 xn,2 . . . xn,d

 (7)
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where n is the number of sparrows, and d is the number of parameters to be optimized. In
the SSA, fitness values are used to assess the foraging ability of individual sparrows, and
the matrix of fitness values for the entire sparrow population is shown below:

FX =


f ([x 1,1 x1,2 . . . x1,d])

f ([x 2,1 x2,2 . . . x2,d])
...

...
...

...
f ([xn,1 xn,2 . . . xn,d])

 (8)

Here, f
([

xi,1 xi,2 · · · xi,d
])

is used to calculate the fitness value of the ith sparrow
at the current location.

Discoverers have high fitness values in the sparrow flock. They are more capable of
foraging and can provide the group with the location and direction of foraging. During
each iteration, the location of the discoverer is updated with the following rules:

Xt+1
i,j =

{
Xt

i,j · exp
(
− i

α·itermax

)
if R2 < ST

Xt
i,j + Q · L if R2 ≥ ST

(9)

where t is the number of iterations; Xt
i,j denotes the location information of the ith sparrow

in the jth dimension; α(α ∈ [0, 1]) is a random number; itermax is the maximum number
of iterations; Q is a random stone obeying a normal distribution; L is a 1 × d matrix,
where each element in Li is either −1 or 1; R2(R2 ∈ [0, 1]) denotes the discoverer’s optimal
individual fitness value at t time; and ST(ST ∈ [0.5, 1]) denotes the safety value. When
R2 < ST, it means that there is no natural enemy around the foraging environment at this
time, and the discoverer conducts an extensive grid search to find the location of the locally
optimal fitness value; when R2 > ST, it indicates that there is a natural enemy around the
foraging environment at this time and that the sparrow colony needs to go to a new safe
location to forage.

There are two types of joiners in a sparrow colony: the first are those with high fitness
values, which are mainly responsible for monitoring the discoverer, and as soon as they
know that the finder has found a better foraging location, they will immediately fly to the
vicinity of the discoverer to compete with him; the second are those with low fitness values,
which forage elsewhere to increase the fitness value in order to wait for the time when it
is suitable to compete with the discoverer, and the position updating rule of the joiners is
as follows:

Xt+1
i,j =

 Q · exp
(
−

Xworst−Xt
i,j

i2

)
if i < n

2

Xt+1
p +

∣∣∣Xt
i,j − Xt+1

P

∣∣∣ · A+ · L otherwise
(10)

where Xp is the optimal location for the current discoverer to forage; Xworst is the current
most unfavorable location; and A is a 1 × d matrix, where each element of the matrix is
randomly assigned to be either −1 or 1, A+ = AT(AAT)−1, when i > n

2 joiners with lower
adaptation values do not obtain food and must move to other locations to forage.

Some of the individuals in the joiner group are randomly selected to be early warners,
and the rules for updating the location of early warners are as follows:

Xt+1
i,j =


Xt

best + β ·
∣∣∣Xt

i,j − Xt
best

∣∣∣ if fi > fg

Xt
i,j + K ·

( ∣∣∣Xt
i,j−Xt

worst

∣∣∣
( fi− fw)+ε

)
if fi = fg

(11)

where Xbest is the position of the discoverer that finds the best foraging position at the
current moment; Xworst is the position of the discoverer that finds the worst foraging
position for food; K denotes the current fitness value of the sparrow; β represents the
direction of movement of the sparrow, which is a random number; fg is the value of the
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global optimal fitness; fw is the value of the global worst fitness; and ε is used to ensure
that the denominator is not 0. When fi > fg, it means that the sparrow is at the edge of
the group and is very vulnerable to attack by natural enemies; when fi = fg, it means that
the sparrow in the middle of the group is aware of the danger and needs to be close to the
other sparrows in order to minimize the risk of being attacked by natural enemies.

2.3. Optimize XGBoost Using the Sparrow Search Algorithm

Optimizing some hyperparameters in XGBoost through using the Sparrow Search
Algorithm, with its strong global optimization capability, can improve the classification
performance and operational efficiency of the model, and the steps of optimization are
as follows:

Step 1: initialize the Sparrow-Search-Algorithm-related parameters and XGBoost-
related parameters.

Step 2: the mean absolute error obtained through cross-validation is utilized as a
function of individual sparrow fitness values, with the retention of the best fitness values
and positional internalization.

Step 3: calculate the warning value, and based on its magnitude, update the discov-
erer’s position following the discoverer update position rule.

Step 4: update the position of the joiner based on the joiner update position rule.
Step 5: update the position of the sparrows that perceive danger based on the early

warner update position rule, where the sparrows at the edge of the population move closer
to the safe area and the sparrows at the center of the population move randomly to get
closer to the other sparrows.

Step 6: to update the global optimal information, calculate the sparrow’s updated
individual fitness value and compare it to the original fitness value.

Step 7: Determine if the number of iterations satisfies the termination condition. If not,
repeat step 2. If it does, stop and output the optimum parameters.

Figure 3 illustrates the final SSA-XGBoost model structure.

Appl. Sci. 2023, 13, x FOR PEER REVIEW 8 of 15 
 

𝑋𝑖,𝑗
𝑡+1 = {

𝑋𝑏𝑒𝑠𝑡
𝑡 + 𝛽 ⋅ |𝑋𝑖,𝑗

𝑡 − 𝑋𝑏𝑒𝑠𝑡
𝑡 | if 𝑓𝑖 > 𝑓𝑔

𝑋𝑖,𝑗
𝑡 + 𝐾 ⋅ (

|𝑋𝑖,𝑗
𝑡 − 𝑋𝑤𝑜𝑟𝑠𝑡

𝑡 |

(𝑓𝑖 − 𝑓𝑤) + 𝜀
)  if 𝑓𝑖 = 𝑓𝑔

 (11) 

where 𝑋𝑏𝑒𝑠𝑡 is the position of the discoverer that finds the best foraging position at the 

current moment; 𝑋𝑤𝑜𝑟𝑠𝑡 is the position of the discoverer that finds the worst foraging 

position for food; 𝐾 denotes the current fitness value of the sparrow; 𝛽 represents the 

direction of movement of the sparrow, which is a random number; 𝑓𝑔 is the value of the 

global optimal fitness; 𝑓𝑤 is the value of the global worst fitness; and 𝜀 is used to ensure 

that the denominator is not 0. When 𝑓𝑖 > 𝑓𝑔, it means that the sparrow is at the edge of 

the group and is very vulnerable to attack by natural enemies; when 𝑓𝑖 = 𝑓𝑔, it means that 

the sparrow in the middle of the group is aware of the danger and needs to be close to the 

other sparrows in order to minimize the risk of being attacked by natural enemies. 

2.3. Optimize XGBoost Using the Sparrow Search Algorithm 

Optimizing some hyperparameters in XGBoost through using the Sparrow Search 

Algorithm, with its strong global optimization capability, can improve the classification 

performance and operational efficiency of the model, and the steps of optimization are as 

follows: 

Step 1: initialize the Sparrow-Search-Algorithm-related parameters and XGBoost-re-

lated parameters. 

Step 2: the mean absolute error obtained through cross-validation is utilized as a 

function of individual sparrow fitness values, with the retention of the best fitness values 

and positional internalization. 

Step 3: calculate the warning value, and based on its magnitude, update the discov-

erer’s position following the discoverer update position rule. 

Step 4: update the position of the joiner based on the joiner update position rule. 

Step 5: update the position of the sparrows that perceive danger based on the early 

warner update position rule, where the sparrows at the edge of the population move 

closer to the safe area and the sparrows at the center of the population move randomly to 

get closer to the other sparrows. 

Step 6: to update the global optimal information, calculate the sparrow’s updated 

individual fitness value and compare it to the original fitness value. 

Step 7: Determine if the number of iterations satisfies the termination condition. If 

not, repeat step 2. If it does, stop and output the optimum parameters. 

Figure 3 illustrates the final SSA-XGBoost model structure. 

 

Figure 3. Structure of the SSA-XGBoost model. 
Figure 3. Structure of the SSA-XGBoost model.

3. Experiments

This section firstly establishes the GNSS RO dataset, secondly describes the overall
flow of the experiment, and finally presents the evaluation criteria for the quantitative
analysis of the results, discussing the classification performance of the designed model on
the basis of different metrics.

3.1. GNSS RO Dataset

Scintillation in the polar and equator regions strongly affects the phase and amplitude
of GNSS carrier signals [31]. In this study, some measurements recorded using the MetOp-A
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occultation [32] between 2015 and 2018 are used. The navigation receiver on MetOp-A
can receive GPS L1 C/A code signals [33] and is capable of outputting raw satellite signal
strengths sampled at 50 Hz, and Figure 4 shows some examples of satellite signal strength
variations from MetOp-A occultation measurements.
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The signal strength of a satellite may be utilized to compute the power spectral density
of the satellite signal. This PSD [34] is the Fourier transform of the autocorrelation function
of the signal strength and can be evaluated through using the Welch method [35,36]
(modified periodogram averaging method). The Welch method computation steps are
as follows:

(a) The signal with data length N is divided equally into L segments, each with data
length M;

(b) The selected window function is added to each small segment of data, and the peri-
odogram for each segment is derived to form a modified periodogram, which is then
averaged over each modified periodogram;

(c) Each corrected periodogram is approximated as uncorrelated with each other, and
the result (processed using a smoothing algorithm) is used as the final power spectral
density map.

In particular, this study uses occultation events for which scintillation has been
recorded [37], and these occultation events are labelled by setting label 1 for scintilla-
tion events and label 0 for non-scintillation events. The average duration of an occultation
event is 22 s, which means that the power spectral density of the satellite signal is computed
within an average time window of 22 s and is input into the classification model as a data
sample along with the labelled values of the corresponding occultation events. Table 2
provides an overview of the detailed structure of this dataset, with the first column being
the class labels and the second to last column being the PSD computed using the Welch
method, with each row constituting a row vector entered into the model as a data sample.

Table 2. The structure of the training matrix used in this study.

Col No Content Note

1st Col: Class Label 0: non-scintillation
1: scintillation

2nd~end Col: PSD

3.2. Experimental Procedure

The overall flow of the experiment includes the processing of the MetOp-A occultation
measurement data, extracting the feature covariates of interest, tagging the data samples,
and finally producing a dataset; 75% of the produced dataset is used as a training set to
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train the model, and 25% is used as a test set to validate the model’s performance [38], and
the designed ionospheric magnitude based on the SSA-XGBoost algorithm scintillation
detection model was compared with machine learning algorithms such as XGBoost and
Support Vector Machines using the same dataset, as shown in Figure 5.
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3.3. Evaluation Criteria

The performance of the model was evaluated by the confusion matrix [39], accuracy,
precision, recall, and F-score [40]. The confusion matrix shows information about the
correct classification and misclassification of the test data. Figure 6 shows an example of the
confusion matrix; it has four quadrants, and here are what they mean: True Negative (TN)
is an outcome where the model correctly predicts the negative class; False Positive (FP) is
an outcome where the model incorrectly predicts the positive class; False Negative (FN) is
an outcome where the model incorrectly predicts the negative class; True Positive (TP) is
an outcome where the model correctly predicts the positive class; the larger the percentage
of TN and TP, the higher the classification accuracy of the model.
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Based on the results of the confusion matrix, the corresponding accuracy, precision,
recall, and F-score can be calculated as follows:

Accuracy = TN+TP
TN+FP+FN+TP

Precision = TP
TP+FP

Recall = TP
TP+FN

F-score = 2( Precision · Recall )
Precision + Recall

(12)

where accuracy represents the number of correct classifications made by the model as a
proportion of all data, precision represents the accuracy of the model in judging poten-
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tial events as occurring blinks, and recall refers to the percentage of correctly predicted
classifications labelled 1 as a proportion of the true categories. Precision and recall are
sometimes contradictory, and they are considered together using the F-score [35], which
is taken as a weighted average of them, with a higher F-score indicating a more effective
classification model.

3.4. Results and Analysis

This study involved evaluating the performance of an ionospheric scintillation detec-
tion model that used the SSA-XGBoost algorithm. This model was compared to SVM and
XGBoost algorithms on a test set. The resulting confusion matrices for the SSA-XGBoost,
SVM, and XGBoost algorithms are shown in Figure 7, along with accuracy rates of 97.1%
(SVM), 96.9% (XGBoost), and 97.8% (SSA-XGBoost), demonstrating that the SSA-XGBoost
model, in the context of detecting and classifying ionospheric scintillation, provides supe-
rior performance compared to the SVM and XGBoost models.
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XGBoost models.

The leakage rates of the SVM and XGBoost models for the flicker events are 23.5% and
21%, respectively, while the leakage rate of the SSA-XGBoost model for the flicker events
is only 12.9%, which suggests that the detection model can more accurately capture the
features of the flicker events after optimizing XGBoost using the Sparrow Search Algorithm.

More detailed evaluation metrics are shown in Table 3. The F-score of the SSA-
XGBoost-based ionospheric scintillation detection model proposed in this study is 89.2%,
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which is even better compared to that of the SVM and XGBoost models, indicating that
the detection model proposed in this study is more effective. It is worth noting that the
performance of the detection model varies with each execution of the model since 75% of
the training set is randomly selected from the entire dataset.

Table 3. Comparison of the performances of the different algorithms on the test set.

Algorithm Accuracy Precision Recall F-Score

SVM 97.1% 98.1% 76.5% 77.1%
XGBoost 96.9% 90.7% 79% 84.4%

SSA-XGBoost 97.8% 91.5% 87.1% 89.2%

4. Conclusions

In this study, we developed a model (the Sparrow-Search-Algorithm-optimized XG-
Boost model) to detect ionospheric scintillation and subsequently applied it to global
regions, applying it to the polar and equator regions in particular. This involved analyzing
GNSS RO measurements obtained from the MetOp-A satellite between 2015 and 2018. Our
findings are consistent with similar studies employing data from ground-based ionospheric
scintillation monitoring stations [23].

The power spectral density of the GNSS signal is used as input in the ionospheric
scintillation detection model, unlike other conventional methods like computation of
amplitude and phase scintillation indices [41], and the power spectral density does not
require a complicated detrending procedure. Rather, it only necessitates a fast Fourier
transform (FFT) module [42], which can be obtained more easily. This benefit facilitates
the integration of the ionospheric scintillation detection method using GNSS signal power
spectral density as a detection characteristic into LEO satellites, which holds immense
importance in building space-based ionospheric scintillation monitoring networks [43].

The algorithm proposed in this study underwent evaluation to ascertain its test set
performance. The classification achieved an overall accuracy of 97.1542%, with just a 12.9%
miss detection rate for scintillation occasions. This performance was higher than that of the
SVM and XGBoost models. It is shown that the model proposed in this study is of great
value for the detection of ionospheric scintillation in the polar and equator regions.

This study involved solely detecting ionospheric scintillation in GNSS RO measure-
ments from the MetOp-A satellite. In future research, RO measurements from various LEO
satellite constellations in diverse geographic locations will be collected to expand on the
characteristics of scintillation.
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