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Abstract: The evolving economic and technological landscape has brought about significant changes
in travel behaviors and traffic patterns. These changes have led to the emergence of complex,
multi-modal travel demands that interact with transportation networks, posing new challenges in
transportation analysis and control. The primary objective of this study is to address these challenges
by improving transportation modeling and data completeness using advanced modeling tools and
transportation big data. We propose a dual-driven simulation model that integrates transportation
simulation and big data. The approach begins by utilizing initial Location-Based Services (LBS) data
to establish a mesoscopic multi-modal simulation model, which is then calibrated. This calibrated
model is then employed to complete the missing trajectories of the LBS data. The innovative aspect
of this dual-driven simulation model lies in its novel approach to constructing transportation models
and completing LBS data, thereby enhancing both the simulation accuracy and the results of missing
path completion. We conduct tests using the urban area of Hangzhou as an example, and the results
show that the Normalized Root Mean Square Error (NRMSE) between the average link speeds in
the simulation model and in real world observation is reduced to 24.1%. In the LBS data completion
process, our proposed method achieves a travel mode identification accuracy of 95.3% for private
car travel. Compared to the two baseline methods, the average accuracy of completed trajectories
increases by 6.31% and 2.46%, respectively.

Keywords: transportation simulation; big data; Location-Based Services (LBS); data completion

1. Introduction

With the development of the economy and technology, the scenarios of people trav-
eling and traffic flow have been changing over time. The complex multi-modal travel
demand and corresponding interactions with multi-modal transportation networks bring
new challenges to system-wide transportation analysis, deduction, and control. Both
advanced system modeling tools and transportation big data are required to fulfill the
aforementioned tasks. All along, transportation simulation has a rich accumulation in
the literature [1–4], and transportation data-driven studies have been attracting attention
recently. Therefore, the fusion of transportation simulation and transportation big data, i.e.,
model and data dual-driven simulation, will make a difference.

Transportation simulation is an essential approach to understanding and predicting
traffic dynamics of city-wide transportation networks. It can capture the complex inter-
actions between different elements in transportation systems, evaluate and compare the
influences of different planning schemes, and assist the design of operations management
strategies to seek the optimal solution to transportation problems [5–7]. Over the years,
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there has been a significant shift in the transportation modeling paradigm. The traditional
Four-Stage Models have evolved into more advanced Activity-Based Models. Concurrently,
modeling approaches have shifted from static to dynamic models [8], expanding from a
macroscopic perspective to a microscopic level. Additionally, there has been a transition
from discrete-event models to agent-based models [7,9]. These transformations have led to
more complex data required for transportation simulations. Consequently, the acquisition
and processing of such complex data have become a major bottleneck for system modeling.
Recently, the emergence of data-driven simulation has offered a promising solution, which
leverages massive amounts of data generated using transportation systems to develop
models that are more accurate and efficient [10]. By relying on data-driven simulations,
researchers can capture the complexity of transportation systems while minimizing the
need for extensive manual data collection and processing.

The field of transportation planning has evolved significantly with the advent of big
data. Initially, transportation planning research primarily relied on traditional travel survey
data for information gathering [11], constrained by limitations such as insufficient sample
sizes and poor data real-time performance. With the advancements in information tech-
nology, numerous sources of real-time data have become available for modeling purposes,
such as traffic flow data from checkpoints [12], mobile signaling data [13], and public
transit card swiping data [14]. Moreover, the rise of Location-Based Services (LBS) data has
introduced new possibilities and advantages. LBS data provide detailed information on
individuals’ spatial and temporal behaviors, allowing for a more granular understanding of
travel demand patterns. It gains insights into origin–destination (OD) flows, route choices,
and mode selection, among other valuable information. Recently, a growing number of
studies have used LBS data from telecom carriers, smartphone-based apps, and Bluetooth
devices for transportation applications [15,16]. However, due to insufficient data coverage,
data-network mismatching and privacy issues, the usage of LBS data in transportation
studies is still in its infancy, necessitating further dedicated research. Such issues need to be
addressed to ensure data robustness and reliability. To tackle these challenges, mitigating
potential data gaps and ensuring data integrity is imperative. Currently, the completion
of LBS data primarily relies on statistical learning and machine learning, with no existing
method for data completion through transportation simulation. This gap in the research
represents a significant opportunity for exploration and innovation.

This paper proposes a model and data dual-driven transportation modeling approach
based on simulation model development and LBS data-driven analysis. Using the meso-
scopic simulation software MATSim (v.13.0) as a case study, the proposed approach is eval-
uated through the utilization of LBS data provided using AMap (https://ditu.amap.com/,
accessed on 12 October 2022), a leading digital map and navigation service provider in
China. First, the original LBS data with partly missing information (trajectories and mode
choices in some trips) are used to extract the initial travel demand and link/route traffic in-
formation, and the information is utilized to build and calibrate a mesoscopic multi-modal
transportation simulation model, which reflects the actual traffic conditions. Second, the
calibrated simulation model is adopted to complete the missing information in the original
LBS, which achieves simulation-based data completion and the recalibration of the initial
multi-modal travel demand.

The main contributions of this paper are threefold: (a) Solving the problem of data
dependence and data completion for transportation simulation development simultane-
ously; (b) the dual-driven simulation model (DDSM) provides a new paradigm for the
construction of subsequent transportation simulation models and the completion of LBS
data; (c) the completion process of DDSM has a higher accuracy for recognizing travel
modes, and the completion of missing travel paths is more authentic and reliable than
other methods. We tested our proposed DDSM in the urban area of Hangzhou, and the
results demonstrated that our algorithm outperforms other completion algorithms in LBS
data complement.

https://ditu.amap.com/
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The remainder of this paper is organized as follows. Section 2 reviews the transporta-
tion simulation modeling methods and LBS data completion methods. Section 3 describes
the research methodology for traffic simulation modeling and calibration, as well as LBS
data completion, based on a dual-drive approach incorporating both data and models.
In Section 4, we analyze the results of multi-modal simulation modeling and calibration,
as well as simulation-based data completion. We show the model calibration and data
completion performance compared to other completion algorithms. Concluding remarks
and future work are presented in Section 5.

2. Literature Review
2.1. Data-Driven Transportation Simulation

Transportation simulation has been a long-standing tool for system analysis, which
uses computer digital models/methods to reflect complex traffic phenomena. According
to the resolution level of the system, transportation simulation models can be classified
into three types: macroscopic, mesoscopic, and microscopic simulation. The comparison of
them is summarized in Table 1.

Table 1. Comparison of macro-, meso-, and micro-simulation models.

Simulation
Model

Common
Software Granularity Object

Description
Ease of

Data Fusion

Macroscopic
simulation

TransCAD [17,18],
VISUM [19] lower traffic flow lower

Mesoscopic
simulation

MATSim [20],
DTALite [21],

DynusT [22,23]
medium specific

vehicles medium

Microscopic
simulation

VISSIM [24],
SUMO [25] higher each vehicle higher

Macroscopic models consider traffic flow as a continuous stream and plan the regional
or overall city traffic layout. These models primarily focus on general traffic flow trends and
macroscopic characteristics, e.g., traffic volume, velocity, and density. The study utilized
TransCAD to estimate evacuation and sheltering demands [17]. The study used VISUM
to implement urban public transport allocation [26]. Macroscopic simulation requires a
few network data (e.g., basic road topology, fundamental road segment attributes, road
segment capacity, and free-flow speed.), and uses survey data as the input for OD demand.
The study incorporated road network information (nodes, zones, and links within Dublin
city) from VISUM and the Irish National Transport Model into its macroscopic simulation.
Travel demand data encompassed OD matrix data in the form of both cars and heavy goods
vehicles [27].

Based on the macroscopic traffic network, mesoscopic models position individual
vehicles within the macroscopic flow to estimate traffic conditions. It emphasizes traffic
flow and vehicle interactions over a broader area, and reveals metrics such as traffic volume
distribution, vehicle travel times, and delays. The study employed DynusT to evaluate
the system performance of different link toll schemes on real highways [22]. DTAlite [28]
and MATSim [20] are widely used in multi-modal systems for their flexibility and ease of
customization offered using open-source software. Compared to macroscopic simulation
models, mesoscopic simulation requires higher data resolution, such as detailed road
topology and lane configuration in road network data. The study utilized road network
and demand data provided by the government officially. The researchers highlighted
the potential use of more detailed preference data for developing and calibrating more
sophisticated travel demand models under evacuation scenarios.

Microscopic models focus on the interaction between each vehicle/traveler. The
study rigorously evaluated various signal phase settings using the developed system
interfaced with CORSIM microsimulation [29]. The study estimated the vehicle states
based on connected vehicle data and simulated a real intersection in VISSIM for testing [30].
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Transmodeler was applied to match vehicles operating characteristics for the purpose
of emissions reduction and safety [31,32]. Microscopic simulation has the most rigorous
demand for network data, requiring complete road geometries and traffic signal timing
data. It also requires detailed time-dependent traffic demand data, such as route choice,
trip chaining, and vehicle attribute data.

Recently, research focus has gradually shifted from single simulation to hybrid simula-
tion, i.e., macro- and micro-integrated transportation modeling and simulation [33], and
meso- and micro-integrated simulation [34]. Additionally, with the rapid development of
intelligent transportation systems (ITS), the volume of traffic data has surged significantly,
driving transportation simulation towards a more data-driven direction with better data uti-
lization, making the application of data in traffic simulation more extensive and profound.
Regarding road networks, OpenStreetMap (https://www.openstreetmap.org/, accessed
on 12 October 2022) (OSM) is a frequently used road network data source. As for travel
demand, fast-growing communication networks and positioning systems have promoted
the emergence of LBS data. Data development improves the accuracy and diversity of
transportation simulation. This, in turn, enables exploring a more comprehensive range
of application scenarios and possibilities, providing enhanced support and guidance for
transportation planning and management.

Table 2 presents a summary of some previous simulation models’ data sources and
simulation scales. Conventionally, traditional transportation simulation modeling mainly
relies on non-LBS data (data not based on Location-Based Services), which has several
disadvantages: First, its limited resolution undermines the precision required for accurate
simulations. Second, the inability to update in real-time hinders the timely reflection of
changing traffic conditions. Third, the spatial resolution is limited, and it is difficult to
delicately depict the traffic network. Additionally, spatial resolution constraints hinder
the detailed depiction of the traffic network. Finally, the difficulty in capturing individual
behaviors and external factors closely related to traffic metrics results in discrepancies
between simulation outcomes and real-world scenarios. For accuracy, researchers are
exploring the adoption of LBS data sources such as data from telecom carriers, smartphone-
based apps, and Bluetooth devices. A few studies have fully used geospatially accurate
Global Positioning System (GPS) data for the simulation [15,16]. However, they only
retain the start and end point information of GPS data, and discard the key waypoint data
extracted from GPS data during the research process. Both methods fail to fully utilize
the precise information provided using LBS (such as the individual’s actual route choices),
which not only affects the accuracy of the simulation, but also increases the complexity and
difficulty of subsequent model calibration.

Table 2. Data-driven transportation simulation.

Researchers Simulation
Demand Data Simulation Network Data Main Work

Griggs et al. [10] Real and virtual vehicle Network of the local
University’s campus

Present a simulation platform to examine
real-world driver responses to feedback
control.

Zhang et al. [16] GPS (LBS) Network of Shanghai
Highlight the potential of MATSim in
simulating large-scale dynamic transport
scenarios.

Horl and Balac [35] Census data set Network of Paris and its
surroundings

Introduce the process for generating a
synthetic travel demand based on open
data/software.

Gurrame et al. [15] Phone GPS (LBS) Network of the entire North
America

Illustrate the value of data-driven simulations
in estimating and predicting travel demand.

Patel et al. [36] Virtual vehicle Two roads (34 km and 8 km)
in the city

Upgrade the SiMTraM model to better suit
Indian traffic scenarios.

Onelcin et al. [37] Survey data Network of the town with a
petrochemical enterprise

Conduct evacuation time estimates and obtain
reliable evacuation simulation results.

https://www.openstreetmap.org/
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2.2. LBS Data Completion

In practice, the availability and efficiency of LBS data are hindered by issues such as
detector malfunctions, adverse weather conditions, and communication system failures.
The partial absence of movement trajectory is a common occurrence. Specifically, within a
specific time period, intermediate details in the travel (positional information and times-
tamp data) are missing, and only the OD information is retained. This situation seriously
disrupts data continuity, making it impossible to accurately reconstruct the traveler’s path
choice and travel mode. Hence, it becomes necessary to employ specific technical methods
to supplement the incomplete data, a process known as LBS data completion.

Based on the idea of the shortest path method, the study proposed a macro–micro-
integrated framework, combining particle filter (PF) and path flow estimation (PFE) to
reconstruct the running path of vehicles. Their experiments with the VISSIM simulation
model showed outstanding performance over a single PFE model [38]. The study proposed
a trajectory-matching algorithm for emission-exceeding vehicles based on network topol-
ogy and weights. Researchers select a group of adjacent matching trajectory candidate
road segments using topological and spatial constraints. A composite weight, considering
factors such as distance, direction, and relative position relationships, is then calculated
for each candidate segment as its new evaluation criterion. Finally, the Dijkstra algorithm
is employed to obtain the optimal matching path sequence based on these weights [39].
A researcher used the topological optimization based on the speed constraint (SC + TO)
method combined with the technique for order preference by similarity to the ideal solution
method (TOPSIS) to complete the extraction and reconstruction of vehicle travel paths [40].
The study constructed the feasible solution set of travel paths based on the K-th shortest
paths algorithms (KSP). By establishing indicators such as path distance, travel time con-
sistency, the number of signalized intersections, the degree of path preference, number of
turns, and other decision indicators, the gray relational algorithm (GRA) determines the
optimal completion path with a comprehensive accuracy of 92% [41]. Based on the idea of
semi-supervised learning, the study constructed a path selection model based on sparse
data by estimating the parameters of the maximum likelihood function. The experimental
results showed that the method effectively improved the accuracy of the path selection
model [42].

In the era of transportation big data, traditional methods (e.g., shortest path method
and topology optimization method based on speed limit) are not satisfactory for LBS travel
path completion. Machine learning algorithms can explore the complex relationships
behind data, but due to their black-box nature, subsequent analysis often lacks sufficient
theoretical and model support, limiting the ability to understand and optimize model
behavior. The emergence of multi-modal transportation (including bike-sharing and ride-
sharing) has posed challenges in finding the most efficient path, as traditional methods only
consider one travel mode. Completing a travel path using LBS involves various factors, e.g.,
traffic conditions, weather, road closures, and construction. Traditional methods that rely
solely on speed limits or road topology are insufficient to address these complex scenarios
effectively. Therefore, it is of great significance to establish a new modeling approach to
improving imputation accuracy for missing travel paths in large-scale LBS data.

2.3. Summary

To this end, the development of simulations emphasizes the use of multi-modal options
and trip chains. Traditional non-LBS data modeling has significant limitations due to the
difficulties and high costs in obtaining multi-modal intermodal survey data. As a result,
modeling with LBS for simulation purposes has become a trend in urban transportation
systems. Simultaneously, LBS data quality issues need to be addressed via methods that
offer better interpretability, accuracy, and reflection of real-world situations. In conclusion,
the dual-driven simulation modeling (DDSM) approach can effectively address both issues.
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3. Materials and Methods
3.1. Flowchart of the Dual-Driven Simulation Model

The flowchart of the proposed DDSM is presented in Figure 1. The initial data needed
for the model are the demand and supply of the transportation network. The transportation
demand data consist of trip chains from LBS data, and the actual traffic flow is obtained
via extracting the travel chain information. The supply data of the transportation network
includes the road network topology and public transportation hubs, which together con-
stitute the facility foundation for transportation operations. Given the initial data, the
development of DDSM includes three major steps: model initialization, model calibration,
and LBS missing path completion. Model initialization is a preparatory process that begins
with selecting the study area, followed by filtering and processing the aforementioned raw
data according to the spatial-temporal coverage, ultimately completing model construction.
Model calibration is the process of enhancing the credibility and predictive capability of
simulation models using LBS data. The calibration goal is to align the outputs of simulation
models as closely as possible with observed data, primarily through supply calibration
(identifying and calibrating the incorrect values of road speed limits and capacities) and
demand adjustment (selecting key road segments for demand adjustment based on the
error between actual and simulated traffic conditions, and subsequently scaling the OD
demand of passing these road segments) to minimize the discrepancies between simulated
and observed traffic attributes. This process helps to improve the fitting degree of the
model to the actual traffic conditions. A completion operation is performed to address the
missing path issue in the LBS data. Specifically, the calibrated model is used to generate
optional driving paths for LBS trips with missing paths. The reliability of each path is then
evaluated based on relevant indicators such as travel time, and the best path is selected
for completion. After completion, the differences between simulated and actual traffic
attributes are reassessed. If the path completion deteriorates the calibration results (with the
new error exceeding a preset threshold), the calibration process is revisited, and demand
adjustment is performed again. Finally, a performance check is conducted on the completed
data to analyze the accuracy and effectiveness of the completion results.
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3.2. Data Acquisition

The proposed DDSM requires supply and demand data, which refer to road network,
public transit, and LBS demand data.

Road network data is a collection of information about roads, typically used in the
applications such as geographic information system, transportation planning, traffic simula-
tion, and navigation systems, and can be obtained through open data platforms like Google
Maps API and OSM. To acquire precise road network data, this study drew upon compre-
hensive data resources from AMap and OpenStreetMap. The information in road network
data can be categorized into road segment information and key road node/intersection
information. Attributes of road segment information include link name (or link ID), length,
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width, speed limit, level, type, and number of lanes. Key road node/intersection infor-
mation includes intersection ID, intersection coordinates (latitude and longitude), as well
as the latitude (lat) and longitude (lon) of key nodes for road alignment between intersec-
tions. Aside from the foundational road network data mentioned above, a multi-modal
road network also requires public transportation information, including bus and subway
operational information. The pertinent details pertaining to public transportation routes
and schedules were gathered from AMap, along with the official online platforms of local
public transportation operators. These data primarily encompass public transit schedules
(departure times and estimated arrival times), route planning, station waiting times, the
coordinates of stations (latitude and longitude), and public transit vehicle information.

In addition to multi-modal road network data, LBS data are needed for modeling OD
and mode-level travel demand in the network. LBS data collection typically begins with
users using devices or applications equipped with location-aware capabilities (e.g., social
media, navigation apps, and weather apps), which acquire the geographical coordinates of
the device/user along with timestamp information. The LBS data obtained in this paper
were derived from the navigation data of AMap in Hangzhou City, Zhejiang Province.
The data recorded the navigation trajectory information generated by users when using
AMap from 23 to 29 May 2022. Taking into account the protection of user privacy, the data
anonymized identifiable information such as user IDs, while preserving the user’s spatial-
temporal trajectory points, travel modes, and the travel duration of the entire trip. The
more densely detailed LBS data that record the traveler’s frequent travel trajectory points
make it possible to infer the traveler’s travel path (e.g., information about the sequence of
road segments entered and entry times). However, the accrual path information of some
trajectories is missing. It is challenging to infer due to the large number of alternative
routes connecting the OD pair. The data with missing trajectories are the target for LBS
data path completion.

3.3. Model Initialization

We select MATSim, an open-access mesoscopic simulation package, as the simulation
platform for developing DDSM. As a dynamic and agent-based transportation simulation,
MATSim allows for large-scale simulations (with millions of agents) and supports multi-
modal scenarios (including private cars and public transportation). With versatile analysis
and simulation outputs, MATSim is suitable for extending algorithms for model calibration
and LBS path completion.

3.3.1. Study Area Selection

To develop DDSM via MATSim, we need to filter and process initial demand and
supply data. Since coverage areas of road network raw data and LBS that demand raw data
are inconsistent, we first select a study area and perform temporal and spatial filtering of
the raw data according to the area scope. We selected a study area in Hangzhou, China, the
host city of the 19th Asian Games in 2023. The research area covers an approximate area of
46.5 square kilometers above the Rainbow Expressway in Binjiang District of Hangzhou,
including the river crossing road at the edge of the region. According to local government
statistical yearbooks, the resident population within this area was about 338,000 people in
the year 2021.

3.3.2. Data Processing

MATSim requires an initial travel demand plan, which includes detailed fixed-place
activities (e.g., home, work, shopping), their locations, start times, and durations for each
agent (traveler). These plans are loaded into the travel network for route planning and
travel mode assignment, while travel paths and modes can also be predefined. It allows
for better integration with LBS data and supports various multi-modal travel options.
We perform the following data processing steps to convert the original data to MATSim
demand and supply files.
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(a) Adaptation of Supply Data to Simulation Modeling.
The road network is stored in the format of XML (Extensible Markup Language),

consisting of two core data sets: intersection nodes and roads, which correspond to vertices
and edges in graph theory, respectively. The road network data in Section 3.2 and their
corresponding relationships with the required network format of MATSim are shown
in Table 3, in which roads and key road nodes are abbreviated as “links” and “nodes”
in the simulation. The information in the road segment data can be directly mapped to
similar attribute labels in MATSim. Since the original data lack “link capacity” information,
we derive the capacity of links according to their levels and the number of lanes (see
Table 4 [43]). The link capacity (Lcap) is the multiplication between level-based lane capacity
(Llev−cap) and the number of lanes (Llanes), shown as follows:

Lcap = Llev−cap ∗ Llanes (1)

Table 3. Correspondence between Initial Network and MATSim Network.

Initial Network Road Segments Key Road Nodes

Initial tag name length limit / type lanes name lat and lon

MATSim tag ID length limit capacity type lanes ID X and Y

MATSim Network Links Nodes

Table 4. Functionality level of links in the transportation network.

Hierarchy Highway Type Lane Capacity (Vehicles/Hour)

1 Motorway 2000
2 Trunk 1500
3 Primary 1500
4 Secondary 1000
5 Tertiary 600

The conversion from raw data format to the MATSim road network format is ac-
complished by utilizing the josm-matsim-plugin (https://github.com/matsim-org/josm-
matsim-plugin, v.d70ae5a) in Python (v.3.8). Moreover, since the original road network
data contain a large amount of non-road information and small roads with low traffic
demand, it burdens our simulation in the route planning and LBS completion process. As
a result, we conduct a filtering process to extract the road network information required
for the simulation, excluding links with speed limits below 20 km/h, typically associated
with residential area roads. After the screening process was completed, we once again
conducted a thorough check and confirmation of the connectivity of the road network.

In terms of integrating public transportation supply, we utilize public transportation
information data, including schedules, route planning, station waiting times, and stop loca-
tions. Public transportation vehicle information is obtained through configuring different
vehicle types, seat capacities, and standing passenger capacities for various public trans-
portation routes. By consolidating and summarizing the public transportation data along
with the basic road network data, we ultimately generate a multi-modal simulation road net-
work. The final road network encompassed both highway and railway transportation. As
shown in Figure 2, the multi-modal simulation road network included 999 nodes, 1990 links
(white lines), 30 public transportation routes (lines with dark blue shading), and 5 subway
lines (red dashed lines), with blue dots representing public transportation stops. During
the road network generation process, we used Java OSM (JOSM, v.18746) for network
visualization and manual adjustments. Additionally, we utilized the josm-matsim-plugin
in Python to convert the OSM format to the MATSim road network format.

https://github.com/matsim-org/josm-matsim-plugin
https://github.com/matsim-org/josm-matsim-plugin
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(b) Adaptation of Demand Data to Simulation Modeling.
Based on the sparsity of the track points, anonymous LBS data records mentioned

in Section 3.2 can be categorized into two types: one that meticulously records travelers’
detailed travel trajectory points, facilitating the easy inference of their actual travel infor-
mation (referred to as Type A data in this paper), and the other records trajectory points
with multiple possible map-matching path options between these points, thus making it
challenging to infer their actual path information, as they are considered to include OD
points only (referred to as Type B data). In Type B data, departure and arrival times are
not specific timestamps but approximate time ranges. For the both types of LBS data, we
first filter LBS travel records with the origin (O) or destination (D) falling within the study
area. For transiting data, only the portion within the study area is considered. For Type A
data, we need to obtain the travel path on the road network by associating its temporal and
spatial sequences through a map-matching algorithm. Then, we generate agent plans for
demand modeling using the LBS data mentioned above. We set the simulation time horizon
from 6:30 a.m. to 9:30 a.m., with a warm-up period of 30 min (6:30–7:00). Specifically, the
modeling area and time horizon include 50,533 Type A data records (car mode only) and
Type B data (18,317 car mode and 16,324 public transportation mode) records. We only
load private car travel in the initial modeling process. As a result, we obtained a total of
68,850 MATSim travel plans.

3.3.3. Model Initialization

We establish a typical model of a general day during weekdays, serving as an il-
lustration of the methodological framework. Considering computational efficiency and
application requirements, we have harmonized the time range mentioned above in Type
B data (referred to as the duration of a time period) with the time range used during
the calibration process, setting it to 15 min. We filter the fields such as OD coordinates,
departure, and arrival times from Type A and Type B data, and organize them into the
format required for MATSim plan files. In this process, the departure and arrival times
for Type A data are specific timestamps recorded in the data, while for Type B data, the
departure and arrival times are randomly generated within their respective time periods.
Additionally, the travel path for Type A data is predefined and represented as a set of link
ID sequences.

During the simulation execution, MATSim tracks the spatiotemporal movements of
agents along their estimated or predefined travel routes (entry and exit timestamps for
each road link) and their activity participation (start and end timestamps for each fixed
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location activity). This information is scored and stored in memory as events. Then, the
simulated replanning process generates different potential travel scenarios, which can
provide data support for the subsequent completion of LBS data. The illustration of the
iterative calculation of traffic states in MATSim is shown in Figure 3.
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Apart from being used in simulation model initialization, the demand data can also be
extended to subsequent stages of simulation model calibration and LBS data complement
validation. Specifically, information about sequentially entered road segments such as
road segment IDs and entry times in Type A data provides us with travel time on each
road segment. Consequently, we can calculate the actual average speed of the link as an
indicator for model calibration. By intentionally creating missing path information within
Type A data and forming it into a test dataset, we can assist in validating the effectiveness
of the data completion methods.

3.4. Simulation Model Calibration

Model calibration is a task for any transportation simulation to estimate and reflect
transportation dynamics. In the calibration process of transportation simulation models,
compared to other data calibration methods, LBS data calibration poses unique challenges.
Due to the limitations of LBS data coverage, not all travelers use the same app that pro-
vides LBS information, leading to incomplete capture of travel information, hindering the
accurate reflection of actual traffic demand. This gap between data and real demand is
difficult to narrow through adjustments to the model’s own parameters. To overcome these
challenges, in addition to adjusting road attributes (such as rectifying erroneous speed
limits and recalculating capacity information), we also select representative links (with
trajectory data for all time periods) as the target links for simulation calibration. To cap-
ture the temporal variations in traffic conditions, a time-period-by-time-period calibration
strategy is employed. By computing the average segment speed for each road segment
during the current travel period, we gain a deeper understanding of the traffic conditions
within that specific time period. Based on this analysis, the links exhibiting the largest
errors during the current time period are identified as the key links for each calibration
iteration, serving as the primary focus for adjustments to travel demand. By individually
calibrating the traffic data for each time period, the model is able to more accurately reflect
the temporal variations in traffic conditions, thereby enhancing its overall accuracy and
reliability. Specific methods are as follows.
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3.4.1. Links Selection and Evaluation Metrics for Simulation Calibration

As indicated in Section 3.3, the processed Type A data retains the actual route informa-
tion of the vehicles, including the id of each link they enter and the corresponding entry
time. The average speed of the vehicle on the link can be calculated as follows:

Sm,i =
lm

U+
m,i − U−

m,i
(2)

where Sm,i is the average speed of vehicle i on link m, lm is the length of link m, U−
m,i and

U+
m,i are the moment that vehicle i enters and exists link m respectively.

Then, according to the 15 min time period length, the simulation time is divided
into 8 periods, and the real average road speed in each period is calculated. The specific
calculation method is shown as follows:

Sm,t =
lm

∑
Nm,t
Tl.i∈t

(
U+

m,i − U−
m,i

)
/Nm,t

(3)

where Sm,t is the average speed of link m in time period t, lm is the length of link m, U−
m,i

and U+
m,i are the moment that vehicle i enters and exists link m in time period t respectively,

and Nm,t is the number of vehicles using this link during the time period.
Through this process, we obtain the actual average speeds of links with trajectory data

passing through them during each time period. Subsequently, we select those roads that
have trajectory data passing through them during all time periods as the target links for
simulation calibration. Fifty target roads are chosen as the calibration objects in this study,
and their distribution details are shown in Figure 4. The selection of these target roads aims
to ensure that the calibration results can cover and represent the actual conditions of the
entire transportation network.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 11 of 23 
 

capture the temporal variations in traffic conditions, a time-period-by-time-period cali-
bration strategy is employed. By computing the average segment speed for each road seg-
ment during the current travel period, we gain a deeper understanding of the traffic con-
ditions within that specific time period. Based on this analysis, the links exhibiting the 
largest errors during the current time period are identified as the key links for each cali-
bration iteration, serving as the primary focus for adjustments to travel demand. By indi-
vidually calibrating the traffic data for each time period, the model is able to more accu-
rately reflect the temporal variations in traffic conditions, thereby enhancing its overall 
accuracy and reliability. Specific methods are as follows. 

3.4.1. Links Selection and Evaluation Metrics for Simulation Calibration 
As indicated in Section 3.3, the processed Type A data retains the actual route infor-

mation of the vehicles, including the id of each link they enter and the corresponding entry 
time. The average speed of the vehicle on the link can be calculated as follows:  𝑆௠,௜ = 𝑙௠𝑈௠,௜ା − 𝑈௠,௜ି  (2) 

where 𝑆௠,௜ is the average speed of vehicle 𝑖 on link 𝑚, 𝑙௠ is the length of link 𝑚, 𝑈௠,௜ି  
and 𝑈௠,௜ା  are the moment that vehicle 𝑖 enters and exists link 𝑚 respectively. 

Then, according to the 15 min time period length, the simulation time is divided into 
8 periods, and the real average road speed in each period is calculated. The specific calcu-
lation method is shown as follows: 𝑆௠,௧ = 𝑙௠∑ (𝑈௠,௜ା − 𝑈௠,௜ି )ே೘,೟்೗.೔∈௧ 𝑁௠,௧ൗ  (3) 

where 𝑆௠,௧ is the average speed of link 𝑚 in time period 𝑡, 𝑙௠ is the length of link 𝑚, 𝑈௠,௜ି  and 𝑈௠,௜ା  are the moment that vehicle 𝑖 enters and exists link 𝑚 in time period 𝑡 
respectively, and 𝑁௠,௧ is the number of vehicles using this link during the time period. 

Through this process, we obtain the actual average speeds of links with trajectory 
data passing through them during each time period. Subsequently, we select those roads 
that have trajectory data passing through them during all time periods as the target links 
for simulation calibration. Fifty target roads are chosen as the calibration objects in this 
study, and their distribution details are shown in Figure 4. The selection of these target 
roads aims to ensure that the calibration results can cover and represent the actual condi-
tions of the entire transportation network. 

 
Figure 4. Distribution of links to be calibrated (green) in the multi-model network.

Similarly, the simulation output from MATSim directly provides the entry and exit
times for each vehicle on links. The simulated average link speed within can be obtained
using the abovementioned methods.

In this study, Root Mean Square Error (RMSE) and Normalized Root Mean Square
Error (NRMSE) are selected as evaluation metrics for simulation calibration. These metrics
are primarily used to measure the magnitude of the error between the predicted average
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link speeds from the model and the actual observed link speeds. We count the RMSE and
NRMSE between real-world and simulated speeds as follows:

RMSEt =
∑M

i=1
(
Sm,t − S′

m,t
)2

M
(4)

NRMSEt =
∑M

i=1
(
Sm,t − S′

m,t
)2

∑M
m=1 S2

m,t
(5)

where RMSEt and NRMSEt are the RMSE and NRMSE values of time period t respectively,
S′

m,t is the simulated average speed of link m in time period t, and M is the number of
target links selected for calibration.

3.4.2. Simulation Model Calibration Method

The calibration goal is that NRMSEs are below a specified threshold for all periods.
The process of simulation model calibration is shown in Figure 5.
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First, the identification and correction of errors in road segment information are
conducted: We start by loading the initial simulation demand over time onto the road
network, obtaining simulation results for all time intervals, and assessing whether there
are instances of generally higher or lower speeds compared to actual values over all
or most time periods. This occurrence may stem from notable differences between the
predetermined link capacity/speed limit and the actual functional value. During the link
attribute calibration process, three links had significantly higher or lower simulated speeds
than real-world observations. The speed limits of these links in the initial simulation (based
on the preprocessing rule in Tables 3 and 4) are inherently lower than the actual speeds.
It could result from errors in the speed limit information of the original network data. In
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such cases, we use the street view feature of Amap to check their speed limit and make
corrections accordingly. And for links where the simulated speeds are notably higher than
the reality, we appropriately reduce their capacities to model real-world congestions.

After the aforementioned calibration steps, the identification and elimination of the
universal deviation between the simulated link speeds and the actual link speeds have been
accomplished, thus completing the calibration of the supply aspect of the simulation model.
Subsequently, taking into account the time-dependency of traffic flow, the calibration of OD
pairs on road segments is conducted in a time-specific manner to adjust the travel demand
on the links. The following steps are involved:

Step 1: Calculation of overall error for the current time period. Commencing with
the calibration of the first time period, we calculate the RMSE and NRSME between the
average speeds of all links in the simulation and those in reality for the current time
period t. If the NRSME falls below the threshold γ, it indicates that the error between the
simulated average link speeds and the actual average speeds is within the permissible
range for that time period. Subsequently, the travel demand for the fixed time period t is
maintained, and calibration proceeds to the next time period (t = t + 1) until t = T (the last
time period). However, if the NRSME exceeds the threshold γ, calibration for the current
time period continues.

Step 2: Selection of key links for demand calibration. The deviation between the
simulated and actual speeds is calculated as follows to obtain the deviation value DVm,t for
each link during the current time period t.

DVm,t =
∣∣logC S′

m,t/Sm,t
∣∣ (6)

where DVm,t represents the deviation between the simulated and actual average speeds of
link m during time period t, S′

m,t is the average speed of link m in the simulation during
time period t, Sm,t is the average speed of link m in reality during time period t, C is a
deviation multiplier constant, set to 2 in this study. When the simulated and actual average
speeds are identical, the deviation DVm,t is 0, whereas, when the simulated average speed
is half or double the actual average speed, the deviation DVm,t is 1.

Subsequently, the K links with the largest deviations are selected from the set of target
links. A small value of K means that calibration is only conducted on a few road segments
within the target set, leading to a slow and lengthy calibration process. Conversely, a large
value of K can result in excessive adjustment of OD flows due to their potential impact
on multiple target road segments, potentially leading to issues such as over-adjustment
and insignificant results. Therefore, through trials with various K values (including 5,
10, 20, 25, 30, and 50), this study evaluates the calibration effectiveness for the first time
period. Considering both accuracy and efficiency, K is ultimately set to 20, slightly lower
than half of the total number of target road segments (50). This setting aims to balance
calibration effectiveness with practical convenience and can serve as a reference for other
calibration studies.

Step 3: Calculating the rescaling factor for OD demand on key links. By analyzing
the simulation’s travel path output files, the travel paths containing the identified critical
roads are extracted, and the current demand for the critical OD pairs is further quantified.
Adjustments to the travel demand on these roads are made based on the ratio of simulated
link speeds to actual link speeds. Specifically, the rescaling factor for OD pairs on critical
road segment m is calculated as follows:

F′
m,t =

S′
m,t

Sm,t
(7)

where F′
m,t is the rescaling factor for OD pairs using key link m during time period t in

the current iteration; S′
m,t and Sm,t are the average speeds observed on link m during time

period t from the simulation model and LBS data, respectively.
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When the simulated link speed is higher than the actual speed, the ratio in the rescaling
factor will be greater than 1, indicating smoother traffic flow on the same link in the
simulation compared to reality. This implies that the current simulation underestimates
the travel demand on this link, necessitating the expansion of demand to simulate more
congested conditions. Conversely, when the simulated link speed is lower than the reality,
the ratio will be less than 1, reflecting more congestion in the simulation than in reality. In
this case, the current simulation overestimates the travel demand, requiring a reduction in
demand to simulate smoother traffic.

Step 4: Determining the OD volume on key links for the next calibration iteration.
During the calibration iterations, a coefficient that gradually decreases from 1 to 0 as the cal-
ibration process for the current time period progresses is introduced. This ensures efficient
adjustments during the initial stages of calibration and finer, more stable adjustments later
on. Based on the current number of vehicles (or OD pairs) using the key link during the
current time period in the current simulation calibration iteration and its rescaling factor,
the number of vehicles (or OD pairs) expected to use the key link during the same time
period in the next calibration iteration is calculated as follows:

N′
it+1,m,t =

{
N′

it,m,t ∗
[
1 + k ∗

(
F′

m,t − 1
)]

, F′
m,t > 1

N′
it,m,t ∗

[
1 − k ∗

(
1 − F′

m,t
)]

, F′
m,t < 1

(8)

where F′
m,t is the rescaling factor for the OD volume using key link m in time period t during

the current iteration it, Sm,t and S′
m,t denote the average speeds of the link as observed from

LBS data and in the simulation model, respectively. N′
it+1,m,t is the number of vehicles (or

OD) that will use key link m in time period t during the next calibration iteration it + 1
in simulation model, N′

it,m,t is the number of vehicles (or OD) that will use key link m in
time period t during the current calibration iteration it in simulation model, k is a speed
coefficient for the calibration process, gradually decreasing from 1 to 0 as the current time
period calibration progresses.

During the process of demand resampling on links, we initially retain all travel
demands passing through the key links within the current time period. Subsequently, we
calculate the variation in demand by determining the difference between the new and
original demand quantities. Based on this variation, we conduct a random sampling of
the original travel demand set to generate a collection reflecting the changes in demand.
This modified set is then merged with the existing travel demand set for the current
time period. Notably, due to the limited coverage of LBS data, the calibration process
infrequently involves the reduction in original LBS travel records. Instead, the focus of
the demand reduction process is primarily on addressing excessive resampling on links.
In such scenarios, all original LBS travel records and their corresponding demands are
preserved, and the random sampling is solely applied to the modified demand set.

This comprehensive approach ensures the accuracy and reliability of the travel de-
mand data, thereby enhancing the effectiveness of the simulation model. Additionally,
we generally need a warming-up period before the initial calibration time period. This
warming-up period does not require any calibration or statistical analysis.

3.5. LBS Missing Path Completion
3.5.1. Completion of Missing Paths for LBS Sparse Trajectory Points

Completing missing personal travel path information can improve the accuracy of
LBS data and enhance the robustness of travel decision-making studies. As discussed in
Section 3.3, Type B data exhibit significant spatial-temporal gaps between trajectory points,
resulting in multiple possible paths. Therefore, conducting missing path completion for
Type B data becomes necessary. The known information in Type B LBS data mainly consists
of the spatial-temporal information of OD (i.e., the coordinates and time of departure
and arrival), with some containing travel mode information. Through a series of steps,
including traffic assignment, time point alignment, and others, we have established a core
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process to complement the missing travel paths, forming the essence of this research. The
entire LBS missing path completion process is shown in Figure 6, demonstrating every step
from plan generation, through screening and filtering, to the final path completion.
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Step 1: Generating travel plans with different route choices for travel demands. Since
the original travel demands generated from these Type B LBS travel trajectory data do not
specify the travel route information, we first generate the shortest S travel plans containing
various possible shortest travel routes as the possible solution set for completing the missing
paths based on simulation. When the value of S is too small, the travel solution set may
not include the actual route selection. Conversely, when the value of S is too large, the
efficiency of completion will decrease. Therefore, in this study, the value of S is set to 20 for
paths with different degrees of deletion. In these travel plans, the planned departure time
and location are consistent with the information of the starting O point in the Type B LBS
travel demands. Similarly, the planned destination location is the same as the coordinate
of the destination D point in the Type B LBS travel demands. The planned travel mode
is consistent with the travel mode attribute of the Type B LBS travel demands. When the
travel mode information in the original travel demand is unknown, the 20 possible travel
routes generated include different route choices under various travel modes (private car,
bus, and subway).

Step 2: Obtaining travel time for each route through simulation. The different travel
routes under the travel demands are input into the calibrated simulation model, and the
travel time corresponding to each travel route in the feasible solutions of the travel demands
is obtained through simulation execution:{

(pi,k,1, T′
Oi ,Dk ,1), (pi,k,2, T′

Oi ,Dk ,2), . . . , (pi,k,n, T′
Oi ,Dk ,n)

}
(9)

where pi,k,1 represents the n-th shortest path between the origin Oi and the destination Dk,
and T′

Oi ,Dk ,n corresponds to the travel time of the path.
Step 3: Matching and completion of feasible travel paths. The travel time between

the origin and destination of the original travel demand is calculated as the actual travel
duration on the vehicle’s true path, shown as follows:

TOi ,Dk = tDk − tOi (10)

where TOi ,Dk represents the actual travel time of the trip between the origin Oi and the
destination Dk corresponding to the LBS data, tDk is the time at which the travel demand is
at Dk, and tOi is the time at which the travel demand starts at Oi.
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Next, the absolute difference between the travel time of all possible travel paths
obtained from the simulation and the actual travel time is calculated, shown as follows:

∆TOi ,Dk ,n =
∣∣∣TOi ,Dk − T′

Oi ,Dk ,n

∣∣∣ (11)

where ∆TOi ,Dk ,n is the absolute difference between the actual travel time and the simulated
travel time between the origin Oi and the destination Dk, T′

Oi ,Dk ,n is the travel time of the
n-th travel path.

Then, we select the travel path pi,k,n corresponding to the minimum absolute difference
in travel time ∆TOi ,Dk ,n as the path completion result for the travel demand, and the travel
mode mode(n) corresponding to this path is used as the travel mode completion result when
the travel mode is missing, shown as follows:

∆TOi ,Dk = min
(
∆TOi ,Dk ,1, ∆TOi ,Dk ,2, · · · , ∆TOi ,Dk ,n

)
(12)

Furthermore, after the completion, we reassessed the average speed of the target links
and calculated a new NRMSE value. If the path completion deteriorates the calibration
results (the new error exceed the preset threshold), then we return to the calibration
process and adjust OD demand again. This iterative and feedback mechanism ensures
the continuous optimization and precision of the calibration and completion work in this
study. Moreover, this study compared the changes in the average speed of the target road
segments in the calibration model and found that the complementation and correction of
Type B data had a minimal impact on the error between the traffic simulation model and
the actual situation. In other words, the error of the adjusted model remained within the
threshold set by this study (below 30%).

In theory, our method of completing missing paths ensures a high degree of matching
between the complemented travel paths and the actual missing travel data in terms of
the departure and arrival times, as well as locations. The completion process also strictly
adheres to the real-world average road speeds. Therefore, the completed result will be
more realistic and credible.

3.5.2. Evaluation of the Effectiveness of Missing Path Completion for LBS Data

To validate the accuracy of the travel mode completion results, this study randomly
selected 2000 Type B LBS data records containing actual travel mode information for testing
the travel mode completion process. Among them, 1000 records were for private vehicle
travel, while the remaining 1000 were for public transportation. For each OD pair, this
study generated 20 candidate paths, including both public transportation and private
vehicle travel modes. The closest travel path selection and its corresponding travel mode
were obtained using the method described in Section 4.2 and compared with the original
recorded travel mode.

To evaluate the performance of the path completion method, this study designed the
following validation strategy. Since Type B data inherently lack path information and can-
not serve for validation, we intentionally introduce artificial missing paths within partial of
Type A data. Specifically, for each complete Type A travel path, only the spatiotemporal
information at the first and last nodes is retained, including the OD nodes locations and
time information. The artificially omitted path information between these nodes is then
used as a reference for validating the completed path. Using this method, this study con-
structed 10 subsets of Type A LBS data specifically designed for validating path completion
performance. These subsets encompassed varying degrees of missingness, ranging from
one missing link to nine missing links. Each level of missingness contained 200 data.

Similar to the process of path completion for Type B data, we obtain the simulated
completion results of the validation set. Then, the performance of the completion effect is
checked by comparing the overlap ratio between completed and actual paths. We calculate
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the link coincidence rate (LCR) and path length coincidence rate (PLCR), given as follows,
as the performance metric of the completion method.

LCRPL =

∣∣P′
S ∩ PL

∣∣
|PL|

(13)

PLCRPL =
∑s∈(P′

S∩PL)
ls

∑k∈PL
lk

(14)

where LCRPL is LCR of the completion result, PLCRPL is the PLCR of the completion result,
P′

S ∩ PL is the overlapping links between the path P′
S obtained from the simulation model

and the path PL obtained from LBS data. s is the link common to both P′
S and PL, and k is

link in PL.
To demonstrate the performance of our DDSM, we compare the accuracy between our

model and two baseline methods:
(a) Dual-driven simulation model (DDSM);
(b) Shortest path algorithm (SP), in which the shortest travel distance among the

generated multiple paths is selected;
(c) Time-dependent shortest path algorithm (TDSP), in which the travel time for each

link is calculated by dividing the link length by its speed limit, and then the path with the
shortest travel time from among the multiple generated paths is selected.

4. Results
4.1. Data and Simulation Initialization

Based on the multi-modal simulation network and the travel plans/demand obtained
from the LBS data, we construct the MATSim initial model. Under an operating system
configured as Windows 10 and AMD64, with eight CPU cores, and a maximum simu-
lated memory set at 15,000 MB, the average simulation time per iteration is 6.01 s. After
50 iterations, the scores of the agent population tend to be stable, indicating the completion
of simulation initialization.

4.2. Simulation Calibration Results

Figure 7 represents the variations in RMSE and NRMSE, respectively, between simu-
lated and real-world space mean speeds of the target links in the first time period. Overall,
the errors show a decreasing trend along with iterations, and reach the threshold at around
18 iterations. We can observe a slight increase in RMSE and NRMSE during the eleventh
calibration iteration. This could result from the insensitivity between speed and traffic
volume so that some links may have over-calibration. Nevertheless, our calibration process
accurately identifies and corrects such over-calibration, ensuring the accuracy of the final
results. In the subsequent process, the error values resumed their downward trend.

Figure 8 depicts the variations in RMSE and NRMSE, respectively, between simulated
and real-world space mean speeds of the target links across all time periods. Similarly, the
errors exhibit a decreasing trend and become stable after around 380 iterations. During
the intermediate stages of calibration, there are sharp decreases in error values to varying
degrees. This is because the calibration process is performed on a per-time-period basis,
and as the model calibration for the current time period proceeds, the rate of error reduction
gradually slows down. Once the error for the current time period satisfies the threshold
λ, we fix the travel demand for that period and proceed to calibrate the next time period.
The transition between calibration periods results in a sudden drop in error, followed
by a gradual slowdown as the calibration iterations continue. Notably, as the number of
iterations for each time period increases, the rate of errors decreases more rapidly, indicating
that subsequent time periods are easier to calibrate than previous periods.
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Regarding the speed of the calibration iteration process, the average time spent per
iteration during the calibration of the first time slice in this study was only 44 s. As the
travel demand was scaled up, the overall travel plan for the simulation increased, resulting
in a corresponding increase in the computation time for the average travel time of road
segments within the simulation. Consequently, the final calibration iteration for the last time
slice took 155 s, and the entire calibration process for the travel demand of the simulation
model lasted approximately 11 h.

The variations in errors between the simulated and real-world space mean the speeds
of the target links for each time period before and after calibration and the variations in
errors across all time periods are presented in Table 5. Through a comparative analysis, it
is clearly observed that there is a significant improvement in error during the calibration
process. After calibrating the simulation model, the RMSE of the average speed for the
target road segment across all time periods decreased from 5.217 m/s to 1.939 m/s. The
NRMSE for each individual time period was reduced to below 30%, while the overall
NRMSE across all time periods decreased from 63.9% to 24.1%. In the final iteration, the
travel demand is 296,906 trips. Compared to all the original 68,850 data from Type A and
Type B data, we can conclude that the original data significantly underestimated the actual
transportation demand, indirectly indicating the limited coverage of LBS user data.
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Table 5. Comparison of RMSE and NRMSE between simulated and real-world space mean speeds of
the target links before and after calibration.

Time Period Initial RMSE Final RMSE Initial NRMSE Final NRMSE

1 4.117 1.951 0.442 0.209
2 4.760 1.912 0.572 0.230
3 5.071 2.156 0.649 0.276
4 5.379 2.106 0.732 0.287
5 5.510 1.718 0.724 0.226
6 5.440 1.756 0.722 0.233
7 5.424 2.063 0.670 0.255
8 4.974 1.801 0.618 0.224

All 5.217 1.939 0.638 0.241

4.3. Results of Path Completion

Among the 1000 car mode data records, we complete 994 paths, of which 953 paths are
correctly identified as car mode, which achieves an accuracy rate of 95.3% in recognizing car
mode. But 41 paths are wrongly identified as the public transit mode. The potential reason
for the misidentification of travel modes is that for these travel records, the time difference
in travel duration between choosing private car mode and choosing public transportation
during the departure and arrival time periods is not very significant.

In the case of 1000 public transit mode data records, we identify the public transit
mode for only 616. One possible reason is that we may mistakenly identify many public
transportation trips with long first-/last-mile distances as the car mode. The first-/last-mile
distance can influence people’s choice of public transit mode. To address such an issue, we
specify a radius of 1000 m for searching nearby stations of each trip’s origin and destination.
Hence, public transit trips with excessive walking distances before and after boarding and
lengthy transfer distances are excluded.

The performance of the three path completion methods across ten testing sets is shown
in Figure 9. The accuracy of all three methods decreases with the increase in missing
path numbers. As travel routes become longer (involving more links), the transportation
system’s uncertainty increases, making it difficult for travelers to perceive and choose the
shortest path. In other words, the shortest-path completion methods face challenges when
simulating human behavior on long-distance trips. Therefore, the accuracy of the shortest
path algorithm is highly sensitive to the completeness of the data.
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After separately weighting the quantities and lengths of missing road segments,
Table 6 presents the comprehensive LCR and PLCR values for the DDSM and two baseline
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algorithms, as well as the averages of LCR and PLCR. The numbers outside the parentheses
represent the average metrics derived from 10 subsets, while the numbers inside the
parentheses indicate the standard deviations for these subsets.

Table 6. Effectiveness of different path completion algorithms after weighting across ten testing sets.

Performance DDSM SP TDSP

LCR 84.78% (±0.444%) 77.98% (±0.599%) 81.96% (±0.489%)
PLCR 85.02% (±0.449%) 79.19% (±0.683%) 82.92% (±0.455%)
AVG 84.90% (±0.438%) 78.59% (±0.648%) 82.44% (±0.465%)

Compared to two comparative algorithms, the LCR values of DDSM separately in-
crease by 6.80% and 2.82%, while the PLCR values increase by 5.83% and 2.10%, respectively.
Furthermore, the comprehensive averages of LCR and PLCR for DDSM improved by 6.31%
and 2.46%, respectively, indicating its overall superiority. Notably, the performance of
DDSM is even more stable across all ten subsets, further validating its robustness and
reliability. This stability across multiple subsets underscores the significant advantage of
the proposed DDSM in terms of accuracy, making it a promising approach for missing
path completion.

5. Conclusions

This study proposes a dual-driven simulation model (DDSM) based on LBS data and
traffic simulation to achieve multi-modal simulation modeling and calibration as well
as missing LBS data completion. The DDSM approach explores and utilizes LBS data,
a novel but underused data source in simulation model development and calibration.
Relying on the route/mode choice results from the calibrated model, the missing paths
of LBS data are completed by matching the departure and arrival times and locations
of simulated trip paths and those of observed trips. The applicability of this method
was validated by applying it to an urban area in Hangzhou, China. When utilizing an
LBS data and calibration framework in our paper, the model error quickly falls within the
permissible range (24%). The results demonstrate the excellent performance of the proposed
approach in identifying private car travel modes, achieving an accuracy rate of 95.3%, and
outperforming baseline LBS completion algorithms with respective increases of 6.31% and
2.46% in completion accuracy. According to the case study, the completion process adheres
to the real-world average road speeds, making it more realistic, and thus the identification
of travel modes and paths has a high accuracy. This implies the advantages of our DDSM
method in urban-level traffic modeling and the large-scale completion of missing LBS data.

Future work should focus on improving the following aspects of implementation.
Due to data limitations, the calibration process used Space Mean Speed for calibration.
Subsequent research can use more abundant road condition information (e.g., traffic flow,
and speed) for a more precise simulation model calibration. Due to the lack of public
transport trip records and route selection in the data itself, we can only output possible
solutions for public transit route selection through the model, making a rough screening
using departure and arrival time. In the future, other data sources will be used for further
testing and verification.
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