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Abstract: The development of predictive approaches to estimate supplier delivery risks has become
vital for companies that rely heavily on outsourcing practices and lean management strategies in the
era of the shortage economy. However, the literature that presents studies proposing the development
of such approaches is still in its infancy, and several gaps have been found. In particular, most of
the current studies present approaches that can only estimate whether suppliers will be late or not.
Moreover, even if autocorrelation in data has been widely considered in demand forecasting, it has
been neglected in supplier delivery risk predictions. Finally, current approaches struggle to consider
macroeconomic data as input and rely mostly on machine learning models, while deep learning ones
have rarely been investigated. The main contribution of this study is thus to propose a new approach
that for the first time simultaneously adopts a deep learning model able to capture autocorrelation in
data and integrates several macroeconomic indicators as input. Furthermore, as a second contribution,
the performance of the proposed approach has been investigated in a real automotive case study and
compared with those studies resulting from approaches that adopt traditional statistical models and
models that do not consider macroeconomic indicators as additional inputs. The results highlight
the capabilities of the proposed approach to provide good forecasts and outperform benchmarks for
most of the considered predictions. Furthermore, the results provide evidence of the importance of
considering macroeconomic indicators as additional input.

Keywords: supply chain risk management; supply chain resilience; delivery delay; machine learning;
deep learning

1. Introduction

The ability to anticipate supply chain (SC) risks has always been pivotal in supply chain
risk management (SCRM). Indeed, the necessity not only to consider reactive strategies but
also to consider proactive ones has been highlighted in several studies in this field [1,2].
However, this historical need has recently become increasingly relevant. Several supply
chain disruptions occurred in recent years, leading unprepared industries nearly to default
and obliging even big companies to shut down their plants or cut their production rates
due to the shortages of parts experienced during the pandemic period [3,4]. For this reason,
adopting a proactive risk-management perspective in the current shortage economy [5] by
structuring SC with resilience [6] has become a fundamental aspect if they are to survive.

In addition to the increased risk exposure of supply chains, this current time period
is also characterized by outstanding advancements in the field of artificial intelligence
(AI) [7,8] and especially in machine learning (ML) and deep learning (DL) [9,10], which
represent technological solutions with high potentials for gaining visibility over supply
chains. Visibility is one of the antecedents of resilience [11], and industries’ correct adoption
of these technologies is a fundamental step toward more resilient systems.
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Thus, researchers should guide practitioners through the intelligent adoption of ML
technology in this era. More specifically, assuming a design research perspective [12], new
studies should provide information about how to effectively design ML artifacts tailored
to deal with different supply chain risks. Unfortunately, while most studies proposed ML
artifacts to forecast demand risks proactively, less attention has been dedicated to designing
approaches able to predict supply risks. However, similar to demand risks, supply risks
can lead to severe disruptions. In particular, predicting supplier delivery risk is particularly
relevant for companies that rely heavily on outsourcing and lean manufacturing practices.
Indeed, when operating with a low level of stock, delivery delays can lead to shortages
of components and thus block production lines. As a result, small delays have been
demonstrated to decrease sales by up to 10% for three to four weeks, while longer delays
can have an even larger negative impact [13].

Studies proposing innovative ML artifacts to predict supplier delivery delay risks are
thus necessary to ensure more resilient supply chains. However, despite this need, the
literature proposing ML approaches that can effectively predict supplier delivery risks is in
its infancy, and a definitive solution to the problem thus remains elusive. In particular, most
studies on this topic proposed approaches to solve the problem in a classification manner
(i.e., to predict whether a delivery delay will occur or not) [14–18]. Predictions provided in
this form are useful, but to effectively prioritize risk action, a punctual estimation of the
amount of delay needs to be defined. Moreover, very little attention has been dedicated
to integrating macroeconomic indicators to support predictions [18]. However, according
to [19], relying only on internal company data or past historical delivery data does not
allow for anticipating market changes. Lastly, even if autocorrelation in data has often been
considered in demand forecasting [19–21], autocorrelation in delivery delay data has never
been adopted to build a forecasting model to solve the problem.

Thus, the main motivation for this study is to propose an approach that, for the
first time, simultaneously covers all these gaps. Therefore, a deep learning model able to
capture autocorrelation in data, specifically a Long Short-Term Memory (LSTM) model,
has thus been proposed to predict delivery risk in a regression manner (i.e., by punctually
estimating the number of days of delay or the advance a component will be delivered with).
Concurrently, a procedure is presented to identify the best macroeconomic indicators and
which lagged version to consider for predictions.

A research methodology involving an experimental design that considers real supplier
delivery data from an automotive case study has been adopted to investigate the capability
of the proposed approach against several benchmarks. An automotive case study has been
selected in particular as the autmotive sector represents a sector characterized by high
outsourcing volumes and lean manufacturing strategies, and thus it represents a situation
in which predicting supplier delivery delays is vital. In particular, considering the proposed
approach, the following research questions have been investigated:

1. Which predictive accuracy can the new proposed approach reach in predicting sup-
plier delivery risk in a regression form in a real case study?

2. Which predictive accuracy advantages can the proposed deep learning approach
obtain compared to traditional statistical models like ARIMA?

3. Which predictive accuracy advantages can the integration of macroeconomic indica-
tors bring compared to models built without considering these variables?

The remainder of this paper is structured as follows. Section 2 reviews the literature.
Section 3 presents the proposed approach and the research methodology adopted. Section 4
presents the results. Section 5 discusses the results of the study and presents their theoretical
and managerial implications. Lastly, Section 6 summarizes the conclusions.

2. Literature Review

In this section, challenges arising in the development of predictive ML and DL mod-
els are introduced to highlight the high number of designing options that arise when
building these models. Afterward, studies proposing predictive approaches integrating
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macroeconomic indicators to predict supply chain risks are reviewed in Section 2.2, while
studies proposing ML and DL approaches to predict supplier delivery risks are reported in
Section 2.3 specifically. Finally, common trends and the main gaps and limitations of the
revised studies are reported in Section 2.4 and Table 1 to underline the main novelties of
the proposed approach.

2.1. Modeling Arising in the Design of ML and DL Predictive Approaches

ML and DL have recently gained attention in the Supply Chain Risk Management
(SCRM) field due to their abilities to automatically learn relationships from data and
provide forecasts about future risks. However, despite their capabilities, ML and DL are far
from being completely automatedtechnologies. Human expertise remains fundamental
for their design and optimization, and human experts need to make several modeling
decisions to solve different problems effectively. Indeed, based on [22], multiple steps must
be considered in the design of these approaches, and several options are available for each
step. In particular, each approach needs to start with a proper data management stage and
end with an appropriate model learning stage.

Regarding the data management stage, first a decision must be made as to which
kinds of data are required. Among the options is relying only on the variable’s past
historical records to make predictions. However, considering additional internal company
data or expanding the collection to include data from outside the company are potential
alternatives. Once the data have been collected, a preprocessing step should be taken to
adjust the data by performing different operations. Typically, these operations involve
feature extraction, selection, and scaling. Feature extraction aims to build and extract new
relevant features from the raw data to improve the model’s performance. Feature selection
aims to reduce the collected data to only effectively relevant ones. Lastly, feature scaling
aims to report all the collected data at the same interval [23,24].

Different strategies and techniques must also be chosen in the model learning stage.
Here, the type of problem to solve must be identified, and the most suitable learning
algorithm must be selected in the model selection step. Predictions can thus be based on
regression algorithms when the problem requires continuous variables to be predicted,
while classification algorithms can be adopted if a binary or discrete forecast must be
produced. Once selected, models must undergo the training stage, in which local or global
training strategies can be adopted. In local training, one model for each specific group of
data is developed. Contrary to this, a single model for multiple groups of data is built
when a global training strategy is adopted [25]. Lastly, in the hyperparameter selection
step, the values of those not directly learned parameters must be optimized, and different
techniques and research spaces to search for the optimal parameters must be specified.
Overall, designing a predictive-based approach thus involves choosing between multiple
techniques for a high number of steps.

Table 1. Literature summary.

Study Predicted
Risk

Predictive
Problem

Predictive
Model

Auto
Regressive
Input Data

Macro
Economic

Input Data

[19] D R ML 4 4

[26] D R ML 4 4

[27] D R ML 4 4

[20] D R ML 4 4

[21] D R DL 4 4

[28] D R DL 4 4
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Table 1. Cont.

Study Predicted
Risk

Predictive
Problem

Predictive
Model

Auto
Regressive
Input Data

Macro
Economic

Input Data

[14] SD C ML
[15] SD C ML
[16] SD C ML
[17] SD C ML
[18] SD C DL 4

[29] SD R ML
This study SD R DL 4 4

D: Demand, SD: Supplier Delivery, R: Regression, C: Classification, ML: Machine Learning, and DL:
Deep Learning.

2.2. ML and DL Predictive Approaches for SCRM-Exploiting Macroeconomic Indicators

In the data management stage design for ML and DL models, macroeconomic indi-
cators have been widely adopted as input when estimating supply chain demand risks.
In [19], the problem of providing 12 months ahead forecast data of sales has been addressed.
In particular, both past historical data of product sales and 67,851 macroeconomic data
have been adopted as input for a LASSO regression model. The LASSO regression model
has been proposed because it can automatically perform the features selection step by
identifying the most useful macroeconomic indicators and their lagged versions. This
approach has been tested on five years of data related to two products of a raw material
supplier for the tire industry, and the results suggest that the proposed method can lead
to accuracy improvements of up to 18.8% compared to other traditional models like Holt-
Winters, Exponential Smoothing, and ARIMA models. This study has been successively
extended in [26,27]. In ref [26], a bigger dataset, including 10 years of sales from five global
plants of tire manufacturers, has been considered and, in addition to the investigation
of the forecasting accuracy of the proposed approach, its impacts on the service level
and inventory have been examined. In particular, the results reported that adopting the
LASSO model leads to lower inventory costs. Lastly, in ref [27], the empirical investigation
was extended by including data from two other companies: a global steel producer and
a producer of composite building materials. The additional case studies confirmed the
advantages of the proposed method, which reported a reduction of 25.6% in terms of mean
absolute percentage error compared to the conventional forecasting method. Other studies
investigating the integration of macroeconomic indicators when forecasting demand data
can also be found in [20,21,28]. In ref [20], gross domestic product, unemployment rate,
crude oil price, purchasing managers’ indices, and copper price were used as input to
compare the forecasting accuracy of several traditional and ML models. Conversely, in
ref [21,28], DL models started to be adopted for the task, with the results highlighting the
greater capability of these models to provide more accurate forecasts.

Conversely, supplier-related risks have been rarely predicted, relying on macroeco-
nomic data. To the best of this author’s knowledge, the only study considering macroeco-
nomic indicators for predicting supplier delivery delays is the one performed by [18]. In
this study, 54 variables, including internal to company and macroeconomic indicators, were
provided as input to a deep neural network to solve the problem. However, contrary to
previous studies, the problem of predicting supplier delivery delays has been formulated in
a classification manner (i.e., by predicting only if a component would have been delivered
late or not). Furthermore, this study did not consider autoregressive variables representing
the past historical behavior of suppliers.
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2.3. ML and DL Predictive Approaches for Supplier Delivery Risks

Different design strategies can be noted when developing predictive approaches to
estimate supplier delivery risks. However, a clear lack of studies that consider macroeco-
nomic data as input for these models can be found. Moreover, a common trend in proposing
approaches to solving classification problems can also be found.

In particular, the first approaches to predicting supplier delivery delays were devel-
oped by [14,15]. Both approaches proposed collecting only internal company data and
solving the predictive problem by using ML classification algorithms. In addition, the
same learning strategies, namely, those based on constructing a separate model for each
supplier, were proposed in both papers. No feature selection techniques were suggested in
the former, while several feature selection techniques were compared in the latter, and a
recursive feature elimination procedure was identified to yield the best results.

Classification algorithms were also adopted by [16–18]. However, these studies ap-
plied a learning strategy based on one global model that generated predictions for multiple
suppliers at once. Refs. [16,17] only used internal company data, whereas [18] used data
from inside and outside the company related to weather and macroeconomic indicators.
Regarding the feature selection techniques, expert domain interviews were suggested
by [16], while a literature survey was selected by [18]. In contrast, due to the nature of the
federated learning approach proposed by [17], the selected features were limited to those
available from all companies involved.

Lastly, the only study that proposed ML regression models to solve the problem was
carried out by [29]. The study only collected internal company data, and the features were
selected based on their correlations with the variable to predict. A learning strategy based
on a single global model that generated predictions for all the considered suppliers is
adopted in this study.

2.4. Research Gaps and Novelties of the Current Study

Based on the investigated literature, three main directions have been found to be
under investigated.

First, while macroeconomic indicators have been widely adopted to support demand
risk predictions, they have rarely been integrated when forecasting supplier delivery risks.
Indeed, only the study of [18] started to investigate this area.

Second, predictive approaches to estimate supplier delivery risks have been mainly
proposed when the problem needs to be solved in a classification manner. Only ref. [30] pro-
posed an approach for solving the delivery risks prediction problem in a regression manner.

Lastly, although autocorrelation in data and autoregressive models have often been
applied when predicting demand risks, none of the approaches reported in Section 2.3 have
considered adopting models that are specifically tailored to deal with time-series data and
to consider this aspect.

Based on this evidence, the main innovations proposed in this study thus rely on the
definition of a predictive approach which for the first time addresses simultaneously the
problem of forecasting supplier delivery delay risk in a regression manner, the necessity of
integrating macroeconomic indicators, and the requirement to not forget the time-series
nature of the problem and thus possible autocorrelation in the data. Indeed, according
to Table 1 which summarizes the previous study, no one has proposed a predictive ap-
proach covering all three of these aspects simultaneously for the supplier delivery risk
prediction problem.

3. Materials and Methods

In this section, the problem under investigation is described. Thereafter, the problem is
formally stated, and the proposed approach is presented. Lastly, the research methodology
followed to test the proposed approach is discussed.
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3.1. Problem Statement

Manufacturing companies rely on many suppliers. Thus, hundreds of entities compose
their SCs, and suppliers deliver thousands of components daily. In this context, the on-time
delivery of each component is fundamental for guaranteeing a smooth production flow
for the final manufacturers. It has thus become essential to know in advance if future
deliveries will be made on time. However, knowing whether a delivery will be late or
not is sometimes not enough. Material planners should have precise daily information
about each component’s expected delivery delay or advance to avoid excessive inventory
or stockout. In addition, with the increase of globalization, SCs have become more exposed
to global dynamics and as a result, the local delivery performance of suppliers could be
affected by the macroeconomic conditions of different countries and sectors. Overall, the
problem faced by an increasing number of industries is thus how to effectively predict the
amount of delay or advance in the delivery of each component from their suppliers by
leveraging the collection of publicly available macroeconomic indicators.

3.2. Proposed Approach

To solve the problem presented in Section 3.1, this study proposes an approach that
starts by framing the problem as a one-step-ahead multivariate time-series forecasting
regression problem for unevenly spaced time series.

As it is necessary to predict continuous values (i.e., the exact amount of delay or
advance of each supplied component), the problem is framed as a regression problem. The
need to investigate the relationship between the behaviors of multiple macroeconomic
variables and delivery data suggests the multivariate aspect of the predictive problem, while
the evolving nature of the delivery performance over time leads to a time series formulation.
Furthermore, even if it is true that many manufacturers receive components daily (according
to the ‘every part every day’ principle), it is also true that other typical planning and
inventory management strategies based on material requirement planning (MRP) and the
reorder point (ROP) can lead to component deliveries with different frequencies over time.
Considering that an evenly spaced time series is only a special case of unevenly spaced time
series, the problem has been formulated to consider the latter possibility. In conclusion,
different forecasting horizons can be investigated, but the scope of the present paper limits
this aspect to the prediction of delivery delay or advance to only one delivery in the future,
leading to the one-step-ahead nature of the problem.

Following the guidelines reported in [22], an approach is proposed to start from the
data management stage and end with model learning. It was decided to base the proposed
approach on these two blocks because selecting a specific learning algorithm only partially
affects the overall results.

Indeed, according to [31], the preprocessing step can seriously affect the overall
performance, and different preprocessing techniques can be adopted based on the problem
to solve. A framework of the proposed approach that specifically states the techniques
suggested for each step is reported in Figure 1.

3.2.1. Data Management Stage

Following ref [22], three steps are considered in the data management phase: data
collection, data augmentation, and data preprocessing.

First, domain expert interviews are proposed as the means of data collection that
effectively restrict the possibly infinite number of macroeconomic data to those considered
to most affect the delivery performance of suppliers. Indeed, experts’ interviews have
proven to be effective in refiltering macroeconomic indicators [19]. In particular, the external
cues-based methodology suggested in [32] is proposed to select experts. According to [32],
the external cues-based methodology should be preferred when tasks are related to highly
specialized markets.
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Afterward, a data augmentation step based on a linear interpolation of macroeconomic
data is proposed to reconstruct the daily value of the macroeconomic variables. Indeed,
while the problem statement requires the delivery delay performance of each supplied
component to be predicted at a daily level, macroeconomic variables are usually recorded
with a monthly frequency.

Once the data augmentation has been executed, a data preprocessing step is proposed
involving feature engineering, feature selection, and feature scaling.

A lag transformation is proposed for the feature engineering step. Considering a
variable X, the lag transformation L(X,α) creates a new variable whose t-th value is equal
to Xt−α for t > α, while for t ≤ α, the new variable contains missing values. The lag
transformation is proposed because macroeconomic variables usually affect local systems
with a certain delay in time. Thus, generating different lagged values for the collected
macroeconomic data is considered necessary under the requirement identified in the
problem statement. However, considering all possible combinations for the parameter α
and all macroeconomic variables at a daily level can easily lead to long computational times
for dataset generation as well as memory storage problems. To overcome these problems,
the proposed feature engineering step will generate only those lagged variables resulting
from considering α in a limited discrete subset. Furthermore, it is proposed that for each
separate component, only the observations for which delivery delay data are recorded and
not those observations containing missing data generated from the lag transformation will
be considered for each macroeconomic variable.

A univariate feature selection based on the K-best algorithm implemented [33] sep-
arately for each component in Sklearn is proposed for the feature selection step. The
proposed feature selection algorithm selects only the K features from the entire subset of
features, reporting the highest scores according to the algorithm rank, in which the parame-
ter K must be found experimentally. This technique is suggested for two main reasons. First,
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compared to the heuristic approach proposed in [18], this technique does not require the
choice of macroeconomic indicators to be limited to those related to the location in which
a specific supplier is located. Rather, the proposed technique automatically identifies the
macroeconomic variables that are most relevant to the supplier’s delivery performance. On
the other hand, compared to the other feature selection methods, its reduced computational
complexity guarantees a fast application even when a large number of macroeconomic
variables are considered.

Lastly, a data scaling step based on the MinMax scaler is proposed to scale each
variable in the dataset in the range [0, 1] according to the equation below:

xscaled =
x−min(x)

max(x)−min(x)
(1)

Here, for a given variable, xscaled represents the scaled vector, x represents the origi-
nal vectors, and max(x) and min(x) represent, respectively, the maximum and minimum
values of the vectors. A data scaling step is proposed to overcome the problem gener-
ated by possible different units of measurement adopted for the different macroeconomic
variables considered.

3.2.2. Model Learning Stage

According to the time-series regression conceptualization of the problem, a long short-
term memory (LSTM) model [34] is proposed in the model selection step. Indeed, LSTM
models have proven to be capable of dealing with time-series regression problems in
several real SC applications [30,35–37]. Regarding the training strategy, a local training
strategy is proposed with the root mean squared error (RMSE) as the loss function to find
the optimal internal parameters of the LSTM model. Although the LSTM model can be
trained globally on multiple components, and this option reduces the number of models
that need to be maintained, it requires as input a unique feature vector for all components.
Therefore, considering the possibility that different features can affect different components,
it is proposed to perform training individually for each component. Furthermore, the
approach of adopting one model separately for each component has been widely applied
in the automotive sector when developing predictive approaches for estimating demand
risks [20,38]. In ref [20], training multiple local models instead of one global model that
provides forecasts for all the components led to better results for regression problems. The
RMSE was adopted as the loss function as it is widely implemented for solving regression
problems and because its formulation helps in avoiding large prediction errors.

Lastly, a grid search procedure executed individually for each trained model is pro-
posed to find the best value for the number of layers and the learning rate in the hyperpa-
rameter tuning step. Although other hyperparameters (i.e., those parameters that cannot
be directly learned from data) define the structure of an LSTM model, only the values of
these hyperparameters are optimized as they are identified as the most relevant in the
tuning process of LSTM models [39]. Lastly, an early stopping mechanism is adopted to
identify the best value of the number of epochs. The number of epochs can be regarded as
the number of consecutive iterations for which the model is trained to find the best value
of the internal parameters that minimizes the adopted loss function. Under this procedure,
a high number of epochs can be initially adopted as input, but the training of the model
can be automatically stopped early if, for σ consecutive epochs, no improvements in the
RMSE computed on the validation dataset are found. Adopting an automated strategy to
properly train each model is fundamental for dealing with the typically high number of
components supplied in the automotive sector.

3.3. Research Methodology

A multimethod research design integrating case-based research and experimental
design was applied to investigate the capabilities of the proposed approach. Case-based
research was selected due to its ability to capture real-world systems’ complexity [40]. On
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the other hand, an experimental design was developed based on the data collected in the
case study to understand how the adoption of different techniques in the steps considered
in the proposed approach affects its overall performance.

3.3.1. Case Study Selection and Data Collection

A real Italian automotive company was selected as the case study to investigate the
potential of the proposed approach. The automotive sector has been selected as it is one of
the most important economic sectors globally [41] and has recently experienced a paradigm
shift led by new technologies. Furthermore, the literature review identified a lack of
empirical studies in this sector. Similarly, the company was selected due to its relevance
and the complexity of its supply chain. Indeed, with almost 500 million in revenues, the
industry relies on more than 600 suppliers who supply, on average, 10,000 components.

Two different types of data were collected from the selected case study. First, suppliers’
delivery performance data for 134 different components, supplied from 24 suppliers, were
recorded from 2021–2022. Specifically, data were restricted to those deliveries for which
at least 30 delivery data points had been recorded. It was decided to restrict the amount
of data to components for which at least 30 deliveries had been recorded to guarantee a
minimum amount of data for training and testing the proposed approach properly. Similar
methodological strategies were applied by [16]. Second, multiple macroeconomic variables
that are considered to affect suppliers’ potential deliveries were identified based on the
expertise of the company’s SC manager. The Eurostat database was chosen as a data source
due to its reliability and wide coverage of European company data. An overview of the
collected data is reported in Table 2, while summary statistics of the delivery performance
data are reported in Table 3.

Table 2. Case study data collection.

Information Value/Source

Company sector Automotive
Company collected data Historical days of delay or advance in the delivery of a specific component
Data collection period January 2021–December 2022
Considered suppliers 24
Considered components 134
Macroeconomic data source EUROSTAT

Macroeconomic collected variables

1. Inflation rate of each European country
2. Producer prices in the industry of different economic activities in the

European Union for each European country
3. Production in the industry index of different economic activities in the

European Union for each European country
4. Production in the service index of different economic activities in the

European Union for each European country

Table 3. Summary statistics of supplier delivery performance data.

Supplier Number of
Components

Minimum
Value

Mean
Value

Standard
Deviation

Maximum
Value

1 9 −63 0.7 10.8 47
2 1 6 30.7 12.8 62
3 1 −4 24.2 19.3 57
4 2 −7 11.2 9.0 40
5 1 −9 20.9 11.5 50
6 1 −22 8.5 13.7 61
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Table 3. Cont.

Supplier Number of
Components

Minimum
Value

Mean
Value

Standard
Deviation

Maximum
Value

7 1 −5 4.8 6.0 28
8 1 −24 7.5 14.9 45
9 2 −17 14.1 15.1 60
10 1 −24 −4.7 8.8 25
11 12 −34 −0.3 7.6 35
12 18 −51 −1.0 9.2 51
13 1 −10 18.8 14.3 54
14 1 −39 0.1 13.2 36
15 3 −31 −3.2 8.1 15
16 1 −69 0.7 28.3 46
17 2 −19 7.0 9.0 36
18 1 −23 6.4 8.0 30
19 24 −41 1.1 8.8 30
20 3 −5 14.7 11.0 38
21 1 −50 12.9 12.6 39
22 43 −45 0.3 7.2 34
23 3 −56 −2.6 19.3 18
24 1 −6 21.8 14.0 44

3.3.2. Experimental Design

Based on the data collected in the case study described in Section 3.3.1, an experimental
design was devised to investigate the capabilities of the proposed approach. Specifically,
a factorial design technique was followed for the experiments [42]. A factorial design is
particularly useful when the influence of different factors on specific response variables
needs to be investigated. The factors (i.e., the independent variables that are manipulated in
the experiment), their levels (i.e., the values investigated for each factor), and the response
variables (i.e., the dependent variables measured over the experiments) are detailed in
Sections Experimental Conditions: Factors and Levels and Response Variables.

Experimental Conditions: Factors and Levels

Two factors were selected for the experiment: the input data adopted in the data
management stage and the predictive model considered in the model learning stage.

For the first factor, two levels were tested. No macroeconomic variables were con-
sidered in the first level, which was identified with the name UNIVARIATE. Here, the
future supplier delivery delay predictions of a specific component were based only on
that component’s past historical delivery performance records. In contrast, for the second
level identified with MULTIVARIATE, macroeconomic variables and past delivery delay
performance were used as input for the data management stage.

Two levels were also selected for the second factor. An ARIMAX model was used as a
predictive model for the first level. An ARIMAX model is a generalization of the ARIMA
model [43] whereby predictions of future values can be generated by considering both
historical values and the values assumed by exogenous predictors. The ARIMAX model
can be used for both stationary and nonstationary time series. When the time series is
stationary, the ARIMAX model can be referred to as ARMAX. A general ARMAX model
with exogenous predictors can be formulated as follows:

yt = β0 + β1yt−1 + . . . + βpyt−p + ∅1εt−1 + ... + ∅qεt−q + εt + θiXit (2)

where βi is the coefficient of the autoregressive part, yt is the value of the label at time t,
p is the order of the autoregressive process, ∅i represents the coefficient of the moving
average part, εt is the residual error at time t, and q is the order of the moving average
component. Lastly, θi is the coefficient of the exogenous variable Xi, and Xit is the value
of the covariate Xi at the time instant t. When no exogenous variables are considered, the
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ARIMAX model coincides with the traditional ARIMA model. An LSTM was adopted as
the other learning technique.

Overall, the experimental design thus consisted of 22 experimental conditions repre-
sented as (UNIVARIATE, ARIMAX), (MULTIVARIATE, ARIMAX), (UNIVARIATE, LSTM),
and (MULTIVARIATE, LSTM). Specifically, the experimental condition (MULT IVARI-
ATE, LSTM) represents the proposed approach, while the remaining three are considered
as benchmarks.

Response Variables

The response variables monitored for each experimental condition are represented by
widely adopted accuracy metrics for regression problems. The considered metrics include
the mean absolute error (MAE), the symmetric mean absolute percentage error (SMAPE),
and RMSE, which are defined as follows:

MAE =
1
N ∑N

t=1 |Y t − Ŷt
∣∣ (3)

SMAPE =
1
N ∑N

t=1
|Y t − Ŷt

∣∣
Yt+Ŷt

2

(4)

RMSE =

√
1
N ∑N

t=1 (Y t − Ŷt
)2 (5)

where Yt is the true historical value of the delivery delay or the advance recorded at time t
for a specific component, Ŷt is the value predicted, and N is the length of the test set.

3.3.3. Experiment Set-Up

The set-up adopted for each of the four considered experimental conditions involved
several steps. First, the amount of delivery delay or the advance of a specific component
was considered the dependent variable to predict (label). In contrast, the macroeconomic
variables and/or past historical delivery delay records of the same component were consid-
ered the independent variables adopted for the predictions (features).

Second, both the features and the label dataset were split into three consecutive
temporal portions. The first 60% were identified as the training set, the second 20% as the
validation set, and the last 20% as the test set.

Thereafter, different data management strategies were applied according to the experi-
ment under consideration. On the one hand, only the data augmentation and scaling steps
described in Section 3.2.1 were applied for the UNIVARIATE experimental conditions. On
the other hand, all steps reported in Section 3.2.1 were performed for the experiments that
considered a MULTIVARIATE experimental condition. Specifically, for the feature engi-
neering phase, the lagged macroeconomic indicators were generated considering possible
lag values expressed in days in the discrete subset [30, 60, 90, 120, 150, 180, 210, 240, 270,
300, 330, 360]. In the feature selection step, the limit of macroeconomic features to select
was selected by testing, separately for each model, different K values in the discrete subset
[1, 20, 30].

For each of the three considered possible values of K, 134 separate predictive models—one
for each component—were thus trained on their respective training sets, and a hyper-
parameter tuning step based on a grid search procedure was executed to select the best
values of the hyperparameters for each model, minimizing the RMSE in the validation
dataset. For those experiments that considered an LSTM model in the model learning
phase, the Keras library and Keras tuner package were adopted to build the model and
tune its hyperparameters [44]. The research space adopted to perform the grid search and
the threshold adopted for the early stopping procedure are reported in Table 4. The other
parameters were left to the default values reported in the Keras library.
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Table 4. Research space of the LSTM hyperparameters.

Hyperparameters Research Space

Number of layers 1–4
Learning rate 0.0001–0.01
Max number of epochs Max 1000

Early stopping threshold (σ) 15 epochs with no improvements of RMSE of the
validation dataset

Number of layers 1–4

The research spaces adopted for the hyperparameter tuning when an ARIMAX model
was considered in the experiments are reported in Table 5.

Table 5. Research space of the ARIMAX hyperparameters.

Hyperparameters Research Space

p 1–10
d 1–3
q 1–10

Lastly, the number of macroeconomic features reporting the lowest RMSE in the
validation test for the majority of components was considered the best number of macroe-
conomic features to adopt for the final computation of the response metrics in the test
set. According to the preliminary results reported in Figure 2a,b, the ARIMAX model
reported better results when only one macroeconomic variable was considered. On the
other hand, 20 features were identified as the optimal number of macroeconomic features
for the LSTM models.
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The selected features and hyperparameters computed in the previous step were thus
implemented to retrain multiple models on the union of the training and validation sets,
and the response metrics described in Section Response Variables were computed for
each component separately over their respective test sets for each of the four identified
experimental conditions.
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4. Results

This section presents the results related to the experiments described in Section 3.3.2.
First, this section reports the prediction accuracy that can be achieved when predicting
supplier delivery delays with the proposed approach and with other benchmarks. Second,
the approach that reported the best results for the investigated components is identified.
Lastly, the relative weights that the data management and model learning stages assume in
producing the overall performance of the proposed approach are investigated.

4.1. Response Variables Distribution

The boxplot shown in Figure 3 reports the distribution of the values that the three
monitored response metrics (SMAPE, RMSE, MAE) assumed in each of the four considered
experimental conditions. The chart thus represents the error distribution reported by the
four predictive approaches when estimating the supplier delivery performance of each
of the 134 examined components. The box for each group spans the interquartile range,
with the bottom and top boundaries corresponding to the first quartile and third quartile,
respectively. A line inside each box represents the median.
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As shown in the chart, the experimental condition corresponding to the proposed
approach, identified as (LSTM, MULTIVARIATE), reported a median error of 53% expressed
in terms of SMAPE, 5.5 days in terms of RMSE, and 4.1 days in terms of MAE. The proposed
approach thus has a lower median error than the other benchmarks. However, the results
show that for 50% of the forecasts provided by the proposed approach, the obtained
prediction errors can vary from 25% to 88% in terms of SMAPE and from 2.8 days to
6.9 days in terms of MAE. Furthermore, considerable errors of up to 161% can be made in
terms of SMAPE. However, these peaks are lower than those of the other benchmarks.

4.2. Best Experimental Condition

Figure 4 shows the percentage of times that an experimental condition reported the best
(lowest) error over the 134 generated forecasts. The plot thus reveals which experimental
condition had the best forecasting results in predicting supplier delivery delay performance
for most of the considered components.
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In line with the results reported in Figure 3, Figure 4 highlights the fact that the
experimental condition representing the proposed approach (LSTM, MULTIVARIATE) was
best for most of the considered components. However, the proposed approach was not able
to generate the best performance for all the considered components. Indeed, the proposed
approach was best for only 62% of the considered components in terms of SMAPE and for
only 50% and 41% of the examined components in terms of RMSE and MAE, respectively.

4.3. Analysis of Factors’ Relative Importance

Figure 5 reports the importance of the two investigated factors in generating the results
reported in Figure 4. The analysis thus provides insight into which of the two building
blocks composing the proposed approach (the data management block and the model
learning block) would most affect the final results if changed. More specifically, the results
reported in Figure 4 were provided as input to a random forest regression model, and
the importance of each factor on the results was estimated according to the methodology
described in [45].

The results show that the data management block was more important in generating
the final results when considering the RMSE and MAE metrics, with the data management
stage accounting, respectively, for 85% and 73% of the final results. In contrast, the model
learning block was more important when considering the results related to the SMAPE
error, in which the importance of the data management block was only 39%.
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5. Discussion

The results reported in Figure 3 highlight the overall capability of the proposed
approach to provide good predictions for most of the considered components. The results
of [29] were similar, highlighting the competitiveness of the proposed approach and the
possibility of estimating delivery delays based on regression algorithms in the automotive
sector. Furthermore, as shown in Figure 4, the joint adoption of both macroeconomic
variables in the data management phase and an LSTM model in the model learning phase
(i.e., the proposed approach) outperformed the other benchmarks for most of the forecasts
related to the considered components. These results thus support the literature that reports
the benefits of adopting deep learning models in other sectors and for other types of
forecasts. In addition, it aligns with the need expressed by [15,16] to use external variables
to predict suppliers’ delivery delays. Lastly, the evidence shown in Figure 5 supports
the suggestion made by [22] to consider the whole ML lifecycle when developing new
approaches based on this technology.

Overall, these results provide evidence of the effectiveness of the proposed approach
in solving the problem formulated in Section 3.1 and its capability to cover the research
gap reported in Section 2.4. Unlike other approaches [14–16,18], the proposed approach
can make predictions about delivery risks based on regression algorithms. Second, unlike
the work proposed by [29], it allows for the consideration of macroeconomic indicators in
predictions. Third, the new proposed approach has finally considered the autocorrelated
nature of delivery delays. Lastly, the need to potentially consider macroeconomic indicators
related to multiple countries and sectors for each component has been met. Indeed, as
shown in Figure 2b, more than 20 different macroeconomic variables have been considered
for each component.

The outcome of this experiment has several theoretical and managerial implications.
From the theoretical point of view, the results support two major theories connected

to the field of SC risk management [46]. The higher performance of the proposed approach,
composed of a data management stage that considers macroeconomic indicators and a
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model learning stage based on a DL model, provides support for the information pro-
cessing theory and the high-reliability theory. According to the former, organizations, as
information processing systems, must enhance their capabilities by gathering and pro-
cessing information from the environment to mitigate SC risk [47]. Meanwhile, according
to the latter, organizations must accept complexity and avoid simple explanations for
problems [48].

On the other hand, the results also have several managerial implications. First, ac-
cording to Figure 5, managers should prioritize investment, time, and efforts for the data
management phase rather than for the model learning phase. Indeed, the results showed
that this is the phase that most affects the results and thus has the highest return on in-
vestment. Moreover, two strategies should be preferred when considering the adoption
of macroeconomic indicators in this phase: First, predictive models should be built based
on deep learning models rather than traditional statistical ones. According to Figure 2,
deep learning models have been shown to be able to lead to higher predictive accuracy.
Moreover, conversely to the approach proposed in [18], macroeconomic indicators related
to the specific sector or country of the supplier under investigation should not be the only
indicators considered. Indeed, according to Figure 2, deep learning models reported the
best results when 20 features were provided as input. This means that to increase predictive
accuracy, models should be able to observe what happens to other sectors and countries.
Considering sectors and countries other than those related to a specific supplier can indeed
be seen as a form of implicitly monitoring upstream levels of the supply chain. Lastly,
according to Figure 3, managers should take into consideration the fact that that even if
the proposed approach can reach good results for the majority of components, cases where
predicting delivery risks remain difficult exist and thus the approach should leverage other
risk management strategies like prepositioned inventories or reactive mitigation strategies
to deal with these situations.

6. Conclusions

The effective design of predictive approaches that anticipate supplier delivery risks
represents a fundamental step to building a more resilient supply chain.

This paper’s main contribution is thus twofold. First, a new deep-learning approach
to solving the problem of predicting supplier delivery risks in a regression manner by
simultaneously considering autocorrelation in data and macroeconomic indicators as
additional input was proposed for the first time. Then, an empirical investigation of
the predictive capability of the proposed approach and a comparison against several
benchmarks of its main building block was conducted in a real automotive case study.

In particular, which predictive accuracy the new proposed approach was able to reach
was first investigated. The results highlight the overall capability of the proposed approach
to provide good predictions of delivery delays with errors that, for 50% of the considered
components, span from 25% to 88% in terms of SMAPE and from 2.8 days to 6.9 days in
terms of MAE.

Then, the predictive accuracy advantages that the proposed deep-learning approach
can obtain compared to traditional statistical models like ARIMA have been explored. The
results report that the proposed approach outperformed the other benchmarks in 41% to
62% of instances, depending on the considered metrics.

Lastly, the predictive accuracy advantages that the integration of macroeconomic
indicators could bring compared to models built without considering these variables have
been analyzed. The experiments highlighted the fact that macroeconomic variables were
found to affect the overall predictive performance seriously and have an impact of up to
85% on the final result.

However, the results reported in the study must be considered subject to some lim-
itations. In particular, the case-based research methodology adopted cannot be easily
extended to other sectors. Furthermore, the results cannot be extended to components for
which less than 30 historical data points can be collected.
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Future research can thus be directed at testing the proposed approach on multiple
case studies that can also consider more components. Furthermore, investigating hybrid
approaches that combine local models built independently for each component with global
models built for different groups of components could be another interesting research
direction when a different amount of historical data is available for each component. Lastly,
integrating delivery delay predictions in typical SC risk-management problems such as
supplier selection and order allocations, inventory management, or SC network design,
and understanding how predictions’ short- and long-term accuracy impacts these decisions
can be promising research areas.
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