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Abstract: Trees in proximity to power lines can cause significant damage to utility infrastructure
during storms, leading to substantial economic and societal costs. This study investigated the ef-
fectiveness of non-parametric machine learning algorithms in modeling tree-related outage risks to
distribution power lines at a finer spatial scale. We used a vegetation risk model (VRM) comprising
15 predictor variables derived from roadside tree data, landscape information, vegetation manage-
ment records, and utility infrastructure data. We evaluated the VRM’s performance using decision
tree (DT), random forest (RF), k-Nearest Neighbor (k-NN), extreme gradient boosting (XGBoost), and
support vector machine (SVM) techniques. The RF algorithm demonstrated the highest performance
with an accuracy of 0.753, an AUC-ROC of 0.746, precision of 0.671, and an F1-score of 0.693. The
SVM achieved the highest recall value of 0.727. Based on the overall performance, the RF emerged
as the best machine learning algorithm, whereas the DT was the least suitable. The DT reported
the lowest run times for both hyperparameter optimization (3.93 s) and model evaluation (0.41 s).
XGBoost and the SVM exhibited the highest run times for hyperparameter tuning (9438.54 s) and
model evaluation (112 s), respectively. The findings of this study are valuable for enhancing the
resilience and reliability of the electric grid.

Keywords: power outages; tree-related outage modeling; machine learning; decision tree; random
forest; support vector machines; extreme gradient boosting; k-Nearest Neighbor

1. Introduction

Severe weather, such as high winds, hurricanes, thunderstorms, and tornadoes, fre-
quently induces tree failures in proximity to power lines, resulting in power outages and
damage to utility infrastructure. These weather-related power outages cost the United
States of America (USA) $25–75 billion annually [1]. This cost will continue to increase with
the increasing frequency and intensity of storm activities due to climate change. During
severe weather, tree failures are responsible for most power outages [2]. Tree failures not
only cause catastrophic damage to power lines but also pose risks to public safety and
infrastructure. The costs of restoring power lines and the anticipated increase in storm
activity due to climate change have driven utilities to enhance grid resilience by identifying
vegetation risks and reinforcing infrastructure.

Accurate modeling of tree-related power outage risks along distribution power lines
is essential for effectively implementing grid resiliency programs ahead of storm events.
Numerous scientific investigations have focused on predicting power outages due to
vegetation and identifying the underlying factors contributing to these outages in power
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distribution systems. For instance, Guikema et al. [3] introduced a statistical framework
to predict tree-related outages under normal operational conditions. Their investigation
specifically focused on the impact of tree-trimming practices on the incidence of vegetation-
related outages, utilizing a dataset comprising historical outages, geographical data, and
tree-trimming records. In a separate study, Radmer et al. [4] proposed a methodology to
predict the rate of tree-related outages due to annual vegetation growth, measured as the
number of outages per mile-year. Key inputs to their models included historical outage data
and climatic variables known to influence vegetation growth. Wanik et al. [5] conducted
a study to assess the effects of various factors on predicting vegetation-related outages
during hurricane events. By leveraging LiDAR tree height data alongside information on
vegetation management practices and system infrastructure, they developed an ensemble
machine learning algorithm to predict the likelihood of vegetation-related outages during
hurricane events. Doostan et al. [6] proposed a data-driven methodology to predict the
number of vegetation-related outages in power distribution systems using time series and
nonlinear machine learning regression models.

Over the past two decades, much research has explored the applicability of various
parametric and non-parametric models to power outage modeling problems. Initially, sev-
eral parametric statistical models, such as the negative binomial regression model and Gen-
eralized Linear Models (GLMs), were used to predict the number of hurricane-related [4,7]
and ice-storm-related outages [7]. Guikema et al. [8] compared multiple models (para-
metric, GLMs, and semi/non-parametric models, Generalized Additive Models (GAMs),
Bayesian Additive Regression Trees (BART), and classification and regression trees (CART))
to predict post-hurricane damage to the electrical overhead distribution network (i.e., utility
poles). They observed higher accuracy rates with semi- and non-parametric models than
parametric ones. Nateghi et al. [9] modeled the outage duration using both parametric
(regression methods) and non-parametric models (BART, multivariate adaptive regression
splines (MARS), and CART) and demonstrated the applicability of the BART model with
its predictive accuracy and lower prediction error compared to other methods.

Recently, many studies have adopted machine learning algorithms for power outage-
related research and demonstrated the benefits of using machine learning (ML) models
to predict power outages [5,10–12]. ML models have become more popular due to nu-
merous advantages, including flexibility, adaptability, and the ability to analyze diverse
data types [13]. Additionally, they are particularly effective in handling large volumes
of data at high speeds, can continuously improve with more data, and can make pre-
dictions without explicit programming, making them highly efficient [14]. Furthermore,
they can solve complex real-world problems and provide automatic problem-solving ap-
proaches. Non-parametric machine learning algorithms have lately attracted significant
attention in utility infrastructure risk modeling. Konstantakopoulos et al. [15] used non-
parametric methods such as bootstrapping, bagging, and gradient boosting to improve
the prediction performance in utility learning frameworks. Imam et al. [16] reviewed
the application of parametric and non-parametric machine learning techniques to power
system reliability, highlighting the predictive capabilities of non-parametric algorithms
in maintenance-related aspects. Ajayi et al. [17] further emphasized the importance of
non-parametric methods in predicting health and safety hazards in power infrastructure
operations, achieving near-perfect predictions.

When examining the literature, it becomes apparent that most studies on vegetation-
related power outage modeling have been conducted at coarser resolutions, with limited
research available that delves into the probability of tree-related outage risks on distribution
power lines at a finer spatial granularity. Furthermore, the majority of these assessments
have depended on the random forest (RF) algorithm [18,19]. To the best of our knowledge,
no previous studies have been undertaken to predict tree-related outage risks at a finer
spatial granularity using a wide range of non-parametric machine learning algorithms.
Utilizing non-parametric machine learning modeling is crucial in this context, as it allows
for the exploration of complex, nonlinear relationships within the data, which are often



Appl. Sci. 2024, 14, 4991 3 of 14

inherent in vegetation-related outage risk factors, thus enabling more accurate predictions
at a finer spatial scale. Accurate identification and localization of vegetation-risk-prone
areas are essential for improving grid reliability by aiding utility professionals in making
informed decisions to implement appropriate tree-trimming and grid-hardening practices.

Therefore, the central objective of our study is to systematically evaluate the effec-
tiveness of decision tree (DT), support vector machine (SVM), extreme gradient boosting
(XGBoost), random forest (RF), and k-Nearest Neighbor (k-NN) algorithms in identifying
the risk of tree-related power outages to distribution power lines at a finer spatial resolution.
This work is an extension of our previous study [19], in which we developed a vegetation
risk model to assess the impact of local environmental variables on the outage probability
along distribution power lines using the RF algorithm.

2. Materials and Methods
2.1. Study Area

Our study area is Eversource Energy’s service territory in the state of Connecticut
(CT). Eversource Energy (EE) maintains more than 28,000 km of overhead distribution lines
across CT and contains nearly 49,000 device exposure zones (DEZs—the outage locations
correspond to isolating devices, each of which protects a section of the power line called a
device exposure zone). The average length of a DEZ is approximately 500 m. EE distributes
electricity across 149 towns in CT, serving nearly 1.2 million customers. CT’s land cover
varies from urban areas in central and southwestern CT to the forested areas of eastern and
western CT and its southern coastal landscape (Figure 1).
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Figure 1. Distribution grid of Eversource Energy in Connecticut.

2.2. Vegetation Risk Modeling Framework

The proposed VRM [19] is a tree-related outage probability assessment tool that
comprises roadside tree characteristics, vegetation management information, utility in-
frastructure, and power outage data across the EE service territory in CT (Table 1). The
predictor variables for the VRM were selected by considering the existing literature on vari-
ous machine learning distribution network outage prediction models [5,11,18,19]. All of the
input variables were extracted, aggregated, and averaged at the DEZ level. The following
subsections explain each component of the ML model comparison process (Figure 2).
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Table 1. List of predictor and response variables used for five machine learning models (CT DEEP:
Connecticut Department of Energy and Environmental Protection, NLCD: National Land Cover
Database, pPix: proximity pixels, TPI: Topographic Positioning Index, ETT: Enhanced Tree-Trimming,
nn: Nearest Neighbors, DEZ: device exposure zone).

Variable Category Variable Variable Description Variable Type

Vegetation

medianH The percentage of pPix median heights Continuous

pTreeCov The percentage of canopy cover Continuous

H15_t The percentage of pPix with heights exceeding 15 m Continuous

Exp4.5_t The percentage of pPix that are 4.5 m taller than
surrounding 8 nn Continuous

Clsr_tot The percentage of pPix area within DEZ with tree
height exceeding 9 m Continuous

Landscape Information

Soils The combined percentage of wetland and rocky and
shallow soils Continuous

stp_tot The percentage of steep slopes (>50 pct) Continuous

avgGrndAz Average ground azimuth between two DEZ points
(based on 8 nn) Continuous

gSlp_mean The percentage of steep slopes (<50 pct) Continuous

TPI150_mn TPI for window approximately 150 m in radius to
determine landform Continuous

TPI450_mn TPI for a window approximately 450 m in radius to
determine landform Continuous

Utility Infrastructure

coverWire Wire properties—covered or bare Binary

UG_ratio The ratio between overhead and underground
power line length Continuous

length_km Length of primary overhead in km Continuous

Class Presence of outages (Yes/No) Binary

Vegetation Management
pctETT The percentage of ETT performed within a DEZ Continuous

SUM_ETTLen Total ETT length in km Continuous
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2.3. Roadside Tree Properties

The tree heights along the overhead powerlines were obtained using state-wide pub-
licly available LiDAR data, acquired in 2016 during leaf-off conditions. The LiDAR dataset
has a point density of 2.2 pts/m2. We used the “proximity tree pixel” (pPix) approach
introduced by [18] to derive the vegetation heights near the power lines. pPix are 1 m pixels
in the canopy height model (CHM), which represent trees that can strike a power line in
the event of a tree falling. Data from the National Land Cover Database (NLCD) 2016 were
used to calculate the percent canopy cover within 30 m of the DEZs.

2.4. Utility Infrastructure and Vegetation Management Data

We utilized geospatial utility infrastructure data provided by Eversource Energy
(Table 1). The DEZ power lines are represented as a polyline shapefile. This shapefile
contains attributes such as the DEZ overhead length, underground power line length,
and whether the overheads are covered with insulating materials or not. Also, we used
Enhanced Tree-Trimming (ETT) vegetation management information. The tree-trimming
specifications for ETT remove all trees and branches above and below that are 2.4 m to the
side of the power lines (Eversource, 2019).

2.5. Landscape Information

A variety of landscape variables were derived using LiDAR and NLCD data, including
the percentage of steep slopes (>50%), and average ground azimuth (Table 1). We employed
USDA Natural Resources Conservation Service (NRCS) soil data to obtain soil information,
such as the percentage of wetland and rocky and shallow soils.

2.6. Binary Response Variable: Outage Presence–Absence Data

Our modeling work is intended to predict the probability of any outage occurrence.
Therefore, we used a binary response variable where a value of 1 represents a reported
outage during the 2005 to 2017 period and a value of 0 indicates no reported outage.
Eversource Energy’s outage management system (OMS), which was used to obtain the
outage locations, includes both customer outages and system outages. In this case, we only
used system outages or “trouble spots”, which are locations on the power grid where a
restoration crew was needed to restore power. Hereafter, we will use the term outages to
refer to these trouble spots. In this study, we only considered outages for primary overhead
lines that were reported to be caused by tree or limb failures.

2.7. Machine Learning Models

Five non-parametric machine learning models were evaluated to determine which
algorithm yields the best outage probability on the distribution power lines. The dataset
used for all these machine learning models consisted of roadside tree characteristics, utility
infrastructure, vegetation management data, and landscape information (Table 1).

2.7.1. Decision Tree (DT)

The decision tree algorithm offers several advantages in modeling. It is easily inter-
pretable, making it a valuable tool for human experts [20]. The algorithm’s flexibility and
understandability further enhance its appeal [21]. This algorithm consists of a series of
logical “if-then” statements (decision nodes) that recursively split the training data into
subsets of similar values in a top-down manner based on the discriminative power of each
attribute, leading to the ultimate target values [22]. Recursive partitioning is either an
automated process that uses a stopping criterion or an interactive process that requires an
analyst to decide the splitting at nodes. Pruning is a procedure that removes extraneous
trees and improves the robustness of a decision tree model [23].
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2.7.2. k-Nearest Neighbors (k-NN)

The k-NN method is a simple non-parametric technique that offers several advantages
in modeling. k-NN is effective for large training data and robust to noisy data [24]. The
k-NN algorithm compares each test sample against the nearest k samples from the training
data. Each test sample is classified into the most common class among the k-training
samples closest to it in the feature space [25]. Higher k will produce results with greater
generalization, while lower k will result in a very complex decision boundary [26].

2.7.3. Support Vector Machine (SVM)

The SVM algorithm is a non-parametric classifier. In dynamic modeling, an SVM
offers a simple structure, fast convergence speed, and high generalization ability, making
it a favorable choice over neural networks [27]. The SVM creates an optimal boundary to
separate the classes in the feature space and maximize the separation between classes [28].
The surface of the boundary is called the hyperplane. All the data points nearest to the
hyperplane are called support vectors. In the SVM algorithm, classes are separated using a
geometric criterion to find the optimum separation [29]. SVMs were initially introduced to
separate linear class boundaries. This limitation was overcome through the projection of
the feature space to a higher dimension using the kernel trick [30].

2.7.4. Extreme Gradient Boosting (XGBoost)

XGBoost is an ensemble machine learning algorithm that improves the accuracy of
classification by iteratively adding weak classifiers to the ensemble. The XGBoost algorithm
offers several advantages in modeling. It has been extended to handle non-convex loss
functions, making it suitable for a wider range of applications [31]. In the case of imbalanced
data, a classification algorithm based on mixed sampling and ensemble learning has been
proposed to optimize the regularization term of XGBoost, improving its classification
effect [32]. XGBoost uses parallel computation to build trees using all the CPUs during
model training. This algorithm does not use traditional stopping criteria; instead, it uses
the “max-depth” parameter and prunes the trees starting from the end. These features offer
greater improvements in performance and speed compared to other gradient-boosting
methods. For more information about the XGBoost algorithm, see [33].

2.7.5. Random Forest (RF)

The random forest algorithm has been widely applied in power outage risk modeling
due to its ability to handle nonstationarity, heteroscedasticity, trends, and multiple seasonal
cycles [34]. A RF is an extension of the decision tree model, which is designed to produce
more reliable predictions by utilizing the training data more comprehensively. This method,
as described by [35], is known for its ability to produce more robust results. The RF utilizes
a large number of DTs to overcome the limitations of the DT method [35]. The final class
for each unknown is assigned by the majority “vote” of all the trees created.

2.8. Machine Learning Dataset

The aforementioned roadside tree characteristics, utility infrastructure, vegetation
management, and landscape information (aggregated and averaged within each DEZ)
were used to create the master dataset for machine learning. Each data point, or a single
row of the dataset, represents one of the 49,482 DEZs from 2005 to 2017 and is linked
to 15 explanatory variables and a response variable. The response variable was kept as
a binary response variable for this study. The value of 1 represents that particular DEZ
having reported an outage during the considered period, whereas 0 was assigned if the
DEZ had no outages reported. Out of the 49,482 DEZs in the study area, 27,410 had no
outages, 10,354 had 1 outage, 4816 had 2 outages, 2638 had 3 outages, and 4263 had more
than 3 outages over 12 years. Most machine learning algorithms are unable to perform well
with highly imbalanced data and require additional algorithms to solve these problems [36].
To address this issue while following the literature [37], in which similar circumstances
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are faced, we converted the target variable into a binary response variable (“0 = 27,411”,
“1 = 22,071”) and predicted the probability that a given observation/outage occurrence
belonged to one of the two classes, which are any outage presence or absence.

2.9. Experimental Setup

The dataset discussed previously (Table 1) was used to analyze and compare the
performance using five non-parametric ML models. In the first step, we performed data
engineering to ensure the quality and integrity of our dataset. Initially, we checked for
outliers and missing values to identify and rectify any irregularities or gaps in the data.
Furthermore, to facilitate the integration of categorical variables into our machine learning
models, we used the one-hot encoding technique [38]. This method transforms categorical
variables into binary vectors, with each category represented as a binary feature, thereby
enabling numerical representation in our predictive models. In the subsequent phase,
we randomly split the dataset into 80% training and 20% test data, following the widely
used 80/20 rule. This rule is common practice in prediction modeling, as it provides an
equidistributed split between the training and testing sets, ensuring robust model building
regardless of the dataset’s domain, size, or class distribution [39].

In the next step, hyperparameter optimization is performed considering the hyperpa-
rameters for each ML algorithm described by [40]. In machine learning, hyperparameters
are parameters that are set before the learning process begins and control the behavior of
the training algorithm. These include settings such as the learning rate, the number of trees
in a random forest, and the regularization parameter in support vector machines [41]. The
search space refers to the range of possible values that these hyperparameters can take.
During model training, various techniques such as grid search or random search are used
to explore this search space to identify the optimal hyperparameter settings that result
in the best model performance [42–44]. Table 2 lists the main hyperparameters and their
respective search spaces for each of the five different machine learning algorithms used
in our study. The random search (RS) hyperparameter optimization technique, which is
“RandomizedSearch CV” in the SKlearn library, was deployed [45] to optimize the ML
algorithms. This method employs k-fold cross-validation during the search process to eval-
uate different hyperparameter configurations. Therefore, we used 5-fold cross-validation
while optimizing the parameters to ensure robustness and reliability in the hyperparameter
tuning process. The trained ML algorithms were evaluated with test data to assess the
performance of each ML algorithm. This step was repeated 30 times, and the mean values
of performance metrics were reported.

Table 2. Hyperparameters and their search spaces are used for five different machine learning
algorithms.

ML Algorithm (Classifier) Main Hyperparameters Search Space

DT

criterion “gini”, “entropy”

max_depth [5:50]

min_sample_split [2:11]

min_samples_leaf [1:11]

max_features [‘auto’, ‘sqrt’, ‘log2’, None]

k-NN n_neighbors [1:1000]

SVM
C [0.1:50]

kernal [‘linear’, ‘poly’, ‘rbf’, ‘sigmoid’]
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Table 2. Cont.

ML Algorithm (Classifier) Main Hyperparameters Search Space

XGBoost

n_estimator [100:2000]

max_depth [5,46]

learning_rate [0.01:1]

subsample [0.5:1]

colsample_bytree [0.5:1]

RF

n_estimator [100:2000]

max_depth [5,46]

min_sample_split [2,11]

min_samples_leaf [1,11]

max_features [‘auto’, ‘sqrt’, ‘log2’, None]

criterion [“gini”, “entropy”]

2.10. Performance Metrics and Model Evaluation

Various performance metrics were used for model comparison, including the Area
Under the Receiver Operating Characteristic Curve (AUC-ROC), model accuracy, precision,
recall, and F1-score. The AUC-ROC is a metric that separates true positives from true
negatives. An AUC-ROC of 1 indicates that a model can perfectly separate positive classes
from negative classes, whereas 0 indicates the model will predict all positives as negatives
and vice versa. This metric is constructed by plotting the true positive rate against the
false positive rate at various thresholds. Accuracy (Equation (1)) is a metric that shows
the proportion of observations that are identified correctly. An accuracy of 1 indicates
perfect prediction, where all positive and negative classes are predicted 100% accurately.
Precision (Equation (2)) refers to the proportion of positives which are predicted correctly,
whereas recall (Equation (3)) estimates the portion of actual positives that were identified
correctly. The F1-score (Equation (4)) is estimated by combining precision and recall in
order to quantify the tradeoff between precision and recall. After obtaining the mean
values of these performance metrics, a 95% confidence interval (CI) (Equation (5)) at
α = 0.05 was calculated to provide a measure of the reliability and precision of the estimated
parameters. Next, we ranked each model from 1 to 5, with 1 being the best-performing
model and 5 being the least-performing model, based on the reported performance metric
values and the calculated confidence intervals. Additionally, the time needed to finish
the hyperparameter optimization (HO) and performance metrics evaluation (ME) was
used as the model efficiency metric. All the HO and ME analyses were performed in the
high-performance computing (HPC) environment at the University of Connecticut (AMD
EPYC 7713, cores = 126, nodes = 1).

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 = 2 × precision × recall
precision + recall

(4)

95% Confidence Interval(CI) = sample mean ± 1.96 × Standard Error (5)
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3. Results
3.1. Model Performance Evaluation

The types of hyperparameters and their parameter spaces identified during hyper-
parameter optimization are illustrated in Table 3. Table 4 provides insights into the VRM
performance using the AUC-ROC, accuracy, precision, recall, and the F1-score. The perfor-
mance of the five machine learning models was evaluated using the mean values of the
performance metrics with their respective 95% confidence interval (CI) values. As shown in
Table 4, the SVM and the RF reported the highest AUC-ROC scores of 0.745 and 0.746, with
CIs of ±0.001 and ±0.002, respectively. Both k-NN and XGBoost demonstrated comparable
AUC-ROC scores, with k-NN achieving 0.739 and XGBoost achieving 0.740, each with a
confidence interval (CI) of ±0.002. In contrast, the decision tree (DT) model exhibited the
lowest AUC-ROC value among the machine learning models, scoring 0.731 with a CI of
±0.002. The highest model accuracy of 0.753 was demonstrated by the RF, with a CI of
±0.002, followed by the SVM at 0.749, XGBoost at 0.746, and k-NN at 0.743. In contrast, the
lowest accuracy of 0.736 was reported by the DT with a CI of 0.003. The precision metric
revealed that the RF and XGBoost reported the highest precision scores of 0.671 and 0.661,
respectively. k-NN and the SVM showed similar recall scores of 0.726 and 0.727. The RF
exhibited the third highest recall value of 0.718, followed by XGBoost at 0.711 and the DT
at 0.707. The highest F1-score was achieved by the RF, reaching 0.693 (SE). The lowest
F1-scores were shown by k-NN at 0.668 and the DT at 0.664.

Table 3. Identified hyperparameters and their search spaces used for five different machine learning
algorithms.

ML Algorithm (Classifier) Identified Hyperparameter Features

DT min_samples_split = 10, min_samples_leaf = 3, max_features = ‘log2’, max_depth = 5,
criterion = ‘entropy’

k-NN n_neighbors = 151

SVM kernel = ‘rbf’, C = 18

XGBoost colsample_bytree = 0.7, learning_rate = 0.01, max_depth = 15, subsample= 0.9,
n_estimators = 1300

RF n_estimators = 1200, min_samples_split = 4, min_samples_leaf = 10,
max_features= ‘sqrt’, max_depth = 10, criterion = ‘gini’

Table 4. Model performance metric evaluation (mean values of each metric with 95% confidence
intervals for various machine learning algorithms).

ML
Algorithm AUC-ROC Accuracy Precision Recall F1-Score

DT 0.731 ± 0.002 0.736 ± 0.003 0.629 ± 0.02 0.707 ± 0.006 0.664 ± 0.009
k-NN 0.739 ± 0.002 0.743 ± 0.002 0.618 ± 0.003 0.726 ± 0.003 0.668 ± 0.002
SVM 0.745 ± 0.001 0.749 ± 0.01 0.641 ± 0.002 0.727 ± 0.003 0.681 ± 0.002
RF 0.746 ± 0.002 0.753 ± 0.002 0.671 ± 0.003 0.718 ± 0.003 0.693 ± 0.002

XGBoost 0.740 ± 0.002 0.746 ± 0.002 0.661 ± 0.007 0.711 ± 0.003 0.685 ± 0.004

The developed ranking scheme reported that the RF was the best model, followed by
the SVM, XGBoost, and k-NN. The DT was reported as the least suited model (Table 5).
The means of the performance metrics and the confidence interval (CI) values of each
machine learning method were used to generate the ranking system. For the AUC-ROC,
accuracy, precision, and the F1-score, the RF was found to be the best machine learning
algorithm. However, the RF and the SVM ranked first according to the AUC-ROC, while
the RF and XGBoost were found to be the top models for the precision metric. The models
that performed the best for the recall values were the SVM and k-NN, with the RF coming
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in third and XGBoost and the DT coming in fourth. Overall, the random forest emerged as
the best model.

Table 5. Selecting the best-performing model using the ranking scheme based on different perfor-
mance metrics.

ML Algorithm AUC-ROC Accuracy Precision Recall F1-Score Avg Ranking Overall Ranking

DT 5 5 3 4 4 4.2 5
k-NN 3 2 3 1 4 2.6 4
SVM 1 2 3 1 2 1.8 2
RF 1 1 1 3 1 1.4 1

XGBoost 3 2 1 4 2 2.4 3

3.2. Computational Runtime Evaluation for Hyperparameter Optimization and Model
Performance Metrics

We estimated the computational runtime required for hyperparameter optimization
and the mean computational runtime required for metric evaluation (Table 6). Based on
the computational runtime estimated for hyperparameter optimization, XGBoost reported
the highest computational runtime of 9438.54 s, followed by the RF (2825.82 s) and the
SVM (224.91 s). The DT required a much lower runtime (3.93 s) compared to all the
other methods for hyperparameter optimization. In contrast, the SVM showed the highest
mean computational runtime of 112.26 s for metric evaluation. The RF reported mean
computational runtimes of 66.79 s, and XGBoost reported 73.27 s. The DT required the least
time for metric evaluation (0.41 s).

Table 6. Computational runtime required for CT for hyperparameter optimization and model
performance evaluation (MPE).

ML Algorithm Computational Time for HO (s) Mean Computational Time
for MPE (s)

DT 3.93 0.41
k-NN 12.74 4.41
SVM 224.91 112.26
RF 2825.82 66.79

XGBoost 9438.54 73.27

4. Discussion

In outage risk modeling, assessing the performance of different machine learning
models is crucial to determining the model with the best predictive power. Many recent
outage modeling studies have utilized various machine learning techniques to predict
the number of outages or estimate the probability of outage risk. These methods include
logistic regression, classification and regression trees, decision trees, multivariate adaptive
regression splines, artificial neural networks, naïve Bayes regression, random forests, boost-
ing, and an ensemble model of boosting and random forests [5,11,18,46]. Non-parametric
machine learning algorithms have recently gained more attention than parametric models
in outage modeling problems [8] due to their ability to capture complex data relationships
and make fewer assumptions about the data distribution [47].

There is a lack of literature demonstrating how support vector machines, k-Nearest
Neighbor (k-NN), and extreme gradient boosting (XGBoost) can provide inferences on
estimating the probability of tree failure in addition to decision trees (DTs) and random
forests (RFs). Despite differences in the machine learning algorithms used, we can compare
our findings with previous studies on the applicability of different machine learning
techniques for predicting the probability of tree-related outage risk during storms. The
quality of the prediction is crucial, especially when dealing with issues related to electric
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power lines. Confidence intervals (CIs) have been utilized in many machine learning works
to quantify the reliability or uncertainty of machine learning interpretations [48,49].

It is important to discuss how five different ML models performed since the perfor-
mance of some of the ML models is quite similar for some performance metrics. Also, even
a 0.1% improvement is considered significant given the scale of the study, encompassing
approximately 49,000 device exposure zones (DEZs), and the substantial impact that certain
DEZ locations have on the economic and power security aspects of the electric grid. Based
on the model performance evaluation and ranking scheme, the random forest (RF) algo-
rithm emerged as the best ML algorithm according to the metrics of the AUC-ROC, accuracy,
precision, and the F1-score in assessing the tree-related outage probability on distribution
power lines, implying superior performance compared to the other algorithms. The RF and
the SVM showed similar results for the Area Under the Receiver Operating Characteristic
Curve (AUC-ROC) metric. This implies that both models have similar potential to measure
the percentage of correct predictions and the ability to separate true classes from negative
classes. k-NN and the SVM outperformed the RF when assessing the recall (sensitivity).
Recall and precision have important implications for the operational value of machine
learning in risk assessment. A high recall score shows that the model can detect the majority
of DEZs with outages while limiting the number of DEZs falsely predicted as having no
outages (false negatives). Such false predictions may fail to identify some sensitive DEZs in
the power grid and lead to serious consequences when trees fall onto power lines during
severe weather events. In contrast, the RF and XGBoost models reported higher precision
values compared to the other models, indicating that the SVM, k-NN, and the DT tend to
falsely detect outages in DEZs (false positives) more frequently than the RF and XGBoost.
This is important because utilities do not have to invest capital in DEZs that do not pose a
risk to power lines. According to the ranking scheme based on the performance metrics
and confidence interval values, the random forest (RF) was identified as the best machine
learning model for assessing the probability of tree failure. Numerous previous studies
have demonstrated the effectiveness of RFs in assessing the likelihood of tree failure [46]
and predicting the number of power outages during storm events [50], highlighting their
applicability in vegetation risk assessment. The DT was selected as the least performant
model based on the AUC-ROC, accuracy values, and ranking scheme. DTs can perform
poorly due to a variety of factors, such as the limitations of the pruning algorithms, and the
algorithm can be seriously affected by the curse of dimensionality [51,52]. In tree-related
outage risk assessment, it is crucial to have a model that can accurately identify risk areas
because misclassifications can result in missed opportunities for intervention to improve
resilience, which could lead to higher outage risks in future storm conditions.

Recording the computational runtimes of different machine learning (ML) models
is important in data science. Computational runtime provides insights into algorithm
optimization opportunities and resource planning. XGBoost and the RF consumed a com-
paratively higher runtime (in seconds) for hyperparameter optimization when compared to
the other three models. The most probable reason is a large parameter space: XGBoost and
RFs have a large parameter space for hyperparameter tuning. The computational runtime
of hyperparameter optimization and model development may vary from several minutes
to days depending on the scale of the data, the available computational resources, and the
model complexity [53]. Moreover, the number of hyperparameters considered makes it
time-consuming to search through all possible combinations of hyperparameters to find
the optimal set. Since XGBoost and RFs are computationally intense algorithms, they can
make hyperparameter optimization more time-consuming since the training process needs
to be repeated multiple times to tune the hyperparameters. Additionally, certain types
of hyperparameters and their values have a prompt effect on the execution time, such
as the number of trees in RFs and XGBoost and the number of neighbors in k-NN [54].
The decision tree (DT) algorithm is comparatively simple, consisting of only one decision
tree [22] and requiring fewer parameters. Therefore, it consumes less time compared to
other complex algorithms.
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This study offers significant insights into vegetation risk assessment across Connecti-
cut, utilizing a different dataset and employing various non-parametric machine learning
models. The findings are particularly relevant for utility companies and arborists in re-
gions with similar environmental conditions and vegetation dynamics as those in the
northeastern United States. While this study was initially designed for Connecticut, the
methodologies and principles can be adapted and extended to other regions. But it is
important to recognize potential limitations, such as differences in vegetation types in
different regions, which might need to be adjusted for the best results.

5. Conclusions

This study sheds new light on the effectiveness of non-parametric machine learning
algorithms in localizing storm-induced tree-related outage risk at the device exposure zone
level, where faults are detected and handled by utilities. A total of 15 predictor variables
were analyzed using five non-parametric machine learning algorithms and evaluated based
on their model performance and confidence interval values. The RF emerged as the best
model according to the performance metrics of accuracy, the AUC-ROC, precision, and the
F1-score. Both the RF and the SVM showed superior performance according to the AUC-
ROC metric when identifying DEZs with tree-related outage risk. The RF and XGBoost
demonstrated higher precision values, highlighting weaknesses in other models’ ability to
capture falsely identified outage presence areas (false positives) compared to the RF and
XGBoost. Conversely, the SVM and k-NN reported higher recall values, indicating their
ability to identify outage presence areas while minimizing falsely identified outage absence
areas (false negatives). When a model captures a higher number of false positives, utilities
have to spend extra capital and labor on resiliency programs. In contrast, utilities will be
misguided when the risk model tends to detect more false negatives, causing risk to both
humans and infrastructure. Accurate modeling of tree-related outage probability enables
efficient resource allocation, prevents damage to the grid infrastructure, and lowers the
cost of vegetation management.

While this study has discussed desirable outcomes, we believe it is important to ac-
knowledge and address the limitations encountered. These limitations provide valuable
insights for future research. Tree health is a critical determinant of tree failures during
adverse weather events. Additionally, resistance to storm conditions largely varies across
different species and the physical structure of the trees. Therefore, further development of
vegetation risk models requires information on tree health and tree species. Also, further
research is needed to address model uncertainty and to optimize the performance by em-
ploying different modeling techniques, including ensemble machine learning approaches.
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