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Abstract

:

Image segmentation and identification are crucial to modern medical image processing techniques. This research provides a novel and effective method for identifying and segmenting liver tumors from public CT images. Our approach leverages the hybrid ResUNet model, a combination of both the ResNet and UNet models developed by the Monai and PyTorch frameworks. The ResNet deep dense network architecture is implemented on public CT scans using the MSD Task03 Liver dataset. The novelty of our method lies in several key aspects. First, we introduce innovative enhancements to the ResUNet architecture, optimizing its performance, especially for liver tumor segmentation tasks. Additionally, by harassing the capabilities of Monai, we streamline the implementation process, eliminating the need for manual script writing and enabling faster, more efficient model development and optimization. The process of preparing images for analysis by a deep neural network involves several steps: data augmentation, a Hounsfield windowing unit, and image normalization. ResUNet network performance is measured by using the DC metric Dice coefficient. This approach, which utilizes residual connections, has proven to be more reliable than other existing techniques. This approach achieved DC values of 0.98% for detecting liver tumors and 0.87% for segmentation. Both qualitative and quantitative evaluations show promising results regarding model precision and accuracy. The implications of this research are that it could be used to increase the precision and accuracy of liver tumor detection and liver segmentation, reflecting the potential of the proposed method. This could help in the early diagnosis and treatment of liver cancer, which can ultimately improve patient prognosis.
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1. Introduction


Image segmentation plays a crucial role in computer vision. In the medical field, this technology can be applied to different areas. Liver cancer is the second most commonly diagnosed disease in the world. According to the World Health Organization (WHO), an estimated 8.8 million people died from this disease in 2015, and approximately 788,000 people died from cancer [1]. In the United States, the American Cancer Society predicts that an estimated 20,710 new cases (29,200 in males and 11,510 in females) will be diagnosed annually. In 2017, 28,920 individuals (9310 females and 19,610 males) died from intrahepatic epithelial duct cancer and primary cancer [2]. Radiologists and oncologists use computed tomography (CT) or magnetic resonance imaging (MRI) to examine the structure and texture of the liver. These abnormalities are vital biomarkers for diagnosing and monitoring primary and secondary hepatic tumors. Historically, manual or semi-manual methods have been used to analyze liver CT volume scans, but these methods are expensive, time-consuming, and prone to errors. Researchers have developed various computational techniques to improve the accuracy and efficiency of diagnosing liver cancer, but these techniques still face challenges and difficulties. Obstacles include the inability to precisely segment and detect liver lesions due to factors such as irregular tumor growth, tissue abnormalities, minimal contrast between healthy and cancerous tissue distinction between the liver and the surrounding organs, and variations in the quantity and size of tumors. Oncologists and radiologists used magnetic resonance imaging (MRI) and computed tomography (CT) to determine the anatomy and physiology of the liver. These anomalies were found to be essential biomarkers for the early diagnosis of both primary and secondary liver cancer [3]. The convolution neural network model is known for its efficiency in analyzing different appearances of images. Our goal in this paper is to improve previous research by evaluating the performance of a framework model trained by deep learning techniques on a diverse set of CT images of tumors taken from the MSD Task03 Liver dataset. To achieve this, we propose a new method that overcomes the challenges in the field. The primary objective is to develop a stronger and more capable model based on deep learning to identify regions of interest (ROIs) in images accurately. This approach can be used for both feature classification and automated feature extraction. Earlier studies had some drawbacks as they used images from enhanced magnetic reasoning and CT, and only a few types of liver tumors were treated with the CNN method. Our current research goal is to develop a fully automated system that can quickly and accurately detect and segment liver tumors with minimal effort and time. Automatic procedures can adapt over time, regardless of how multiple inputs and scenarios are integrated. Medical imaging extensively utilizes image segmentation techniques to identify and isolate regions of interest, such as cancer cells, tumor tissues, or lesions. The results obtained from segmentation are critical and require high accuracy, as they directly impact the diagnosis and treatment prescribed to patients. Researchers are actively working to improve the effectiveness of image segmentation for medical imaging applications. Therefore, the segmentation of images is a challenging task, and choosing the appropriate technique for segmenting a digital image for a specific application remains an active area of research.



There are two types of image segmentation: semantic and instance segmentation. The main difference between the two types is that semantic segmentation can only produce pixel probabilities if a pixel belongs to one of two classes. The objective of instance segmentation is object indexing, regardless of whether the objects belong to the same class. In our case, we use semantic segmentation because we need to discover whether the slices can contain a liver or not. Our primary goal in choosing semantic segmentation over instance segmentation was to accurately identify and segment liver tumors in CT images for medical purposes. Semantic segmentation usually employs simpler architectures and requires fewer computational resources than instance segmentation methods. Given the complexity of medical image analysis and limited computational resources in clinical settings, we prioritized a method that could provide more efficient and dependable results without excessive computational burden. However, instance segmentation requires more detailed and precise annotation of individual objects in the training data. Therefore, our decision to use semantic segmentation aligns with our goal of accurately delineating liver tumors in CT images while considering factors like simplicity, efficiency, data availability, annotation complexity, and clinical interpretability. In this paper, we implemented the ResUNet model architecture to detect liver and tumor segmentation in CT images with Monai version 0.6. The process of preparing images for analysis by a deep neural network involves several steps. It consists of preprocessing techniques such as data augmentation to increase the number of images and variations, a Hounsfield windowing unit to adjust the brightness of images and image normalization. The ResUNet network’s performance is measured using the DC metric Dice coefficient, and the proposed methodology provides better results for liver detection and tumor segmentation. In this work, we analyzed other related state-of-the-art techniques related to liver tumor segmentation. We present the materials, methods, and practical results with a discussion and comparisons with other methods. In conclusion, our work contributes to advancing the field of liver tumor segmentation by introducing a novel approach that overcomes existing limitations and demonstrates promising performance. We suggest future research directions to refine further and extend our methodology for broader applications in medical imaging.




2. Literature Methods


In recent years, various machine-learning techniques have been utilized to segment the liver and tumors in medical images [4]. Additionally, Song and coauthors introduced an adaptive algorithm based on the fast marching method (FMM) for fully automatic liver segmentation. Their method dynamically adjusts parameters by considering the intensity statistics within the potential liver region, as detailed in their research [5]. Researchers have developed methods for identifying liver tumors in systems by using deep learning models, such as CNNs. They classified sets of functions into predefined or undefined classes using both supervised and unsupervised methods. Training and test data are needed to train and assess a classifier’s output [6]. Regarding medical image analysis, professionals who label a set of objects—differentiating between normal and diseased cells—usually provide training data. In this study, 79 HE-stained tissue samples were used; 48 of these samples were HCC tissue, and the remaining 31 were normal tissue. The researchers aimed to distinguish between malignant and normal hepatocellular carcinoma (HCC) liver tissues and proposed a method to identify it. Deep learning approaches have been found to have good learning capacities for detecting liver tumors [7]. To detect liver tumors, several deep learning models, “including stacked autoencoders (SAEs), convolutional neural networks (CNNs), deep Boltzmann machines (DBMs) and deep belief networks, have been used” [3,4,5,6,7,8]. Various CNN architectures [9,10] have been used; however, some studies have used the VGG16 architecture, while others have used a two-dimensional (2D) UNet [3,11,12,13,14] architecture, which is frequently employed for segmenting medical images [15]. The liver and its surrounding organs have low contrast intensities, challenging liver segmentation from CT images. Recent techniques for image segmentation in medicine have used deep neural networks [16,17] and proposed a high-quality memory network for interactive 3D medical image segmentation. It uses an extended memory network to swiftly encode and retrieve segments from the past to segment new slices. Ref. [18] eliminated tiny missing lesions from the data to speed up calculation and increase accuracy using two trained deep CNN models. Ref. [19] employed a convolutional neural network using image patches to assess each pixel as either cancerous or benign liver tissue. It was deemed positive if a patch had at least 50% or more tumor tissue. Ref. [20] integrated a 2D DenseNet for merging intra-slice features derived from the data with a 3D counterpart for hierarchical aggregation of volumetric context for liver and lesion segmentation. Network In a study by Ref. [7], liver tumors were segmented using a cascaded architecture that combined long or short skip couplings with soft and hard focusing approaches. A standard function for Dice loss is used to decrease the number of false positives. Ref. [21] used UNet modules to integrate spatial stream convolution to create an edge system. Furthermore, the liver segmentation methods used today may not be appropriate for segmenting interventional CT images because they are meant for segmenting diagnostic CT images.



Moreover, low subtle brightness, roughness, and other anomalies are frequently visible in CT images. The currently used tumor segmentation techniques have achieved varying degrees of success in resolving these difficult issues. Ref. [22] employed UNet in combination with recurrent nerve block Ref. [23] to overcome the shortcomings of the most advanced models and schemes. UNet will employ a recurrent neural network to gather pertinent liver area data and support better liver and liver segmentation techniques. Ref. [24] constructed a graphical model of problems for retinal image segmentation and obtained an accuracy of 0.99. Ref. [25] employed a fully convolutional network (FCN) that enhanced the segmentation of brain MR images by changing ischemia lesion dimensions and forms, resulting in a Dice symmetric coefficient of 0.75. The liver in the synthesized images is located using the YOLOv3 detector and ResNet block. Furthermore, DeeplabV3+ with the InceptionResNetv2 model was used for better liver segmentation. Ref. [26] used UNet for segmenting the liver and its tumors and achieved DSC values of 0.96 and 0.74, respectively. Ref. [27] developed a novel network named residual attention aware UNet (RA-UNet) for 3D segmenting the liver and its lesions. With an accuracy of 99.9, Ref. [17] classified liver tumors using a semantic pixel classification network called SegNet. Automatic segmentation may be challenging due to the liver’s abdominal location and the tumor’s overlap with the liver. Extensive liver and tumor segmentation studies have been conducted utilizing various methods, including semiautomatic, automatic, and manual approaches. The authors, Sabir et al. [28], conducted research for liver tumor segmentation; they employed a ResUNet model for automatically segmenting liver tumors in CT images. Infect their approach resembles ours, but our study introduces unique advancements, particularly in model training and testing, performance evaluation, and time efficiency using the Monai framework. This framework facilitates the integration of the ResUNet architecture and eliminates the need for manual script development.




3. Materials and Methods


3.1. ResUNet Architecture


The UNet model is effective in liver tumor segmentation, but it has a tendency to produce negative results, resulting in an empty mask. As a result, we prefer using the ResUNet model, which is a type of neural network architecture specifically designed for medical image segmentation tasks. The ResUNet design expands upon the UNet architecture used for object detection and image segmentation in deep learning. The ResUNet model combines UNet and deep residual learning architectures, making it well-suited for medical image analysis tasks requiring precise localization and segmentation. It can handle large-scale medical images with high resolution and complex structures. It has been used in various medical image segmentation tasks such as brain tumor segmentation, organ segmentation, cell segmentation, and lesion detection. ResUNet comprises an encoding network, a decoding network, and a bridge that links those networks. Like UNet, ResUNet incorporates a gateway, encoding connections, and decoding system. The UNet employs two 3 × 3 convolutions with ReLU activation functions. ResUNet employs pre-activated residual blocks, as shown in Figure 1. This structure maintains an encoding network, decoding network, and bridge while substituting the previously mentioned layers with pre-activated residual blocks.



Encoder: This part of the network is used to increase the number of feature maps and reduce the input spatial dimensions of the input image by capturing high-level features of the image. The encoder is responsible for capturing features from the input data. It consists of multiple convolution layers and max pooling layers.



	
Residual Connection: This component is added to the traditional UNet architecture to address the issues of invisible gradients and enhance network stability. The residual connections allow gradients to flow more easily through the network, improving network accuracy.



	
Decoder: This network section is tasked with up-sampling from the encoder feature map and producing segmentation maps corresponding to the input image data. Numerous convolutional and up-sampling layers are produced by the decoder.



	
Skip Connections: In the ResUNet architecture, skip connections allow information from the encoder to bypass the residual connection and be directly concatenated with decoder feature maps, enabling the network to maintain the fine features of the input image.






The ResUNet model produces a segmentation map, where each pixel is labeled, indicating whether there is a liver or a background image. The training network uses a supervised learning approach to predict accurate labels for a set of annotated images. The network weights are adjusted iteratively to minimize the difference between the predicted labels and ground-truth labels.




3.2. Liver CT Image Dataset


In order to assess the effectiveness of the ResUnet architecture, we utilized the MSD Task03 Liver dataset from the Decathlon dataset, which is publicly accessible [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29]. This dataset consists of DICOM 3D CT scan images comprising sets of 3D slices. To conduct our evaluation, we leveraged Monai, which has the ability to process NIfTI files. As a result, we preprocessed all CT image files using the dicom2nifti library and converted them to NIfTI files. An illustration of the segmentation approach’s complete workflow can be seen in Figure 2.




3.3. Preprocessing of CT Image Data


Before analysis, each slice was subjected to preprocessing techniques to distinguish liver tumors. To ensure accuracy and consistency, we normalized the spacings during the training preprocess, thereby ensuring that the voxel dimensions were uniform across all slices belonging to different patients. As for contrast, we opted to normalize the values to a range between 0 and 1 without making any further adjustments. We believe that a neural network’s capabilities extend beyond just visual recognition, as it can recognize images in a way that humans cannot. In order to further enhance our results, we employed both dataset splitting and additional preprocessing techniques as outlined below.



3.3.1. Dataset Splitting and Preprocessing


In the initial phases of dataset splitting and pre-processing, we divided the MSD Task03 liver dataset into three parts to facilitate training, testing, and validation. The dataset comprises 3D slices in DICOM format, which we transformed into the NIfTI file format using the dicome2nifti library. This conversion was necessary to ensure compatibility with the Monai framework. To ensure balanced distribution and facilitate model evaluation, we allocated 70% of the data to the training set, 15% to the testing set, and the remaining 15% to the validation set. We employed various cross-validation techniques during training to prevent overfitting and enhance the model’s generalization ability. Additionally, we applied a transformation to select the key work of either the image or label or both to diversify and strengthen the training dataset. This approach aimed to avoid pattern memorization by the model and subsequently improve its generalization ability. We incorporated dropout and L2 regularization techniques within the model architecture to prevent overfitting. Using dropout layers, we randomly deactivated neurons during training, thus reducing co-adaptation and enhancing generalization. The L2 regularization technique penalized large weight values, thereby preventing the model from fitting noise in the training data. We recorded the training loss, training metric, testing loss, and testing metric for each epoch, implementing early stopping to halt model training when the dice loss ceased decreasing or began increasing. Our dataset splitting and pre-processing pipeline ensured the robustness of training and validation of the ResUNet architecture, preventing overfitting and generating reliable segmentation results.




3.3.2. Hounsfield Window


Hounsfield units (HU) measure the tissue density in CT scans using a scale where air is assigned a value of 1000, water is assigned 0, and bone is assigned +1000. For the visualization of regions of interest, a Hounsfield window is typically used, and the component of the grayscale image is modified using CT numbers. The window level governs the image’s brightness, while the window width controls the contrast.


  H U = 1000 ×   μ    tissue    − μ   H   2   O   μ   H   2   O    



(1)







The assignment of grayscale intensity to each pixel is part of the process of calculating Hounsfield unit (HU) values, where higher values correspond to the brightness of pixels. In the context of liver CT scans, a windowing operation within the range of [−100, 400], [19] is employed to improve the visualization of specific features in the image. Figure 3 shows the HU windowing steps applied to the original CT image for isolating the liver.




3.3.3. Data Augmentation


In the MSD Task03 Liver dataset, each scan is accompanied by a tumor mask delineating the liver and tumor’s respective positions. Data augmentation techniques, such as rotation, zoom, RandGaussianNoised, and RandAffined, are applied. Employing this procedure results in improved network accuracy. Figure 4 shows image slices with different transforms we mention here, and Figure 5 represents the transformed image result. The following data augmentation techniques were used.



	
Flipped: Flipping enhances the robustness and diversity of the training dataset by providing additional variations of input images without changing semantic information. By using flipping in the training dataset, the model learns to recognize and segment objects from different orientations.



	
Rotated: This technique involves rotating the input images along different angles, introducing variations that the model needs to learn and adapt to during training.



	
Zoomed: Zoomed aims to enhance the model’s ability to handle scale variations, improve generalization, and increase robustness, leading to better performance on unseen data.



	
RandGaussianNoised: This technique involves adding random Gaussian noise to the images. When the training data are relatively small, RandGaussianNoised can artificially increase the size of the dataset.



	
RandAffined: This involves applying random combinations of translation, rotation, scaling, and shearing operations to input images during the dataset’s training. Introducing noise and variability into the training dataset can help prevent overfitting.







3.3.4. Image Normalization


Intensity normalization is a method applied to mitigate variations in patient data in image intensity distribution within the dataset used, as explained in Ref. [29]. Our aim in using this particular technique is to enhance the amount of patient data, improve the comparability, and improve the accuracy of the segmentation results. For this reason, intensity normalization is applied to liver CT scan results. In medical image analysis, intensity values are used to differentiate between different types of tissues or structures. However, due to differences in acquisition protocols and imaging equipment, the intensity values of images can vary significantly. Intensity normalization aims to address this issue by adjusting the intensity values of images to a common scale. There are various methods of intensity normalization, including linear and nonlinear methods. Linear methods include scaling and normalization based on statistical measures such as the mean and standard deviation, while nonlinear methods involve more complex transformations of the intensity values. In the context of liver CT scan results, intensity normalization can help enhance and improve segmentation results by reducing variability in the intensity values of liver tissues. This can make it easier to differentiate between the liver and surrounding tissues and improve the accuracy of liver volume measurements or the segmentation of liver tumors.






4. The Experiments of Liver Tumor Segmentation


After preprocessing the data, we imported the ResUnet model from Monai. ResUNet produces a pixel-wise mask that matches the dimensions of the input image and comprises the same number of channels [30] as the classes in your specific task. Each channel has the pixel probabilities of a specific class.



When performing tumor segmentation, the output channels are shown in Figure 6. Two channels are obtained, one indicating the probabilities of background pixels (absence of tumor) and the other indicating the probabilities of foreground pixels (presence of tumor). The final result, indicating the existence of a tumor, can be achieved by using a soft mask or applying a threshold. Various parameters must be considered when implementing a ResUNet model for liver tumor segmentation. The ‘dimensions’ parameter dictates the dimensions of the convolutional blocks, with options for 2D or 3D settings. ‘Inchannel’ corresponds to the input channel, and ‘outchannel’ is configured to 2 to denote background and foreground classes. The ‘channels’ parameter manages the number of filters or kernels for each convolutional block. The other parameters have minimal relevance to the task.



4.1. Loss Function


In this research, convolutional neural networks utilize weighted cross-entropy (WCE) loss functions. This function assigns penalties to every class-based, object-based, and detection problem based on their individual median frequencies [31].


  W C E = −   1   n     ∑  i = 1   n          W   c , i       T   i   l o g ⁡   P   i   +   1 −   T   i     l o g ⁡   1 −   P   i        



(2)







In this equation, the sum covers the images for training, denoted by n, where Pi represents the segmentation class, Ti corresponds to the detectable object target or real segmentation label, and Wc,i represents the weight used for class.




4.2. Evaluation Metrics


The following are the metrics evaluated throughout the segmentation process.



4.2.1. Dice Similarity Coefficient Metric


When training for semantic segmentation, assessing the model’s performance using a metric that contrasts the ground truth with the predicted mask is essential. The key terms included “true positive (TP)”, “false positive (FP)”, and “false negative (FN)”.
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(3)








4.2.2. Model Accuracy Metric


This metric assesses the accurate classification of positive and negative observations. The parameter (TP) is used for “true positive”, (FP) is used for “false positive”, and (FN) is used for “negative” results.


   Accuracy    = ( T P + T N ) / ( T P + T N + F P + F N )  



(4)







Adam Optimizer


We use the Adam optimizer to optimize our model on the training dataset in liver segmentation with Monai. This is one of the optimization algorithms available that is well-suited for refining the segmentation model. With its adaptive nature, Adam adjusts the learning rate for each weight of the neural network based on the gradient of the loss function. This makes it particularly effective for training deep neural networks, where the gradient loss function can vary greatly across different network layers. In liver segmentation, the goal is to identify the various regions of the liver in medical imaging tests, such as CT or MRI. This is typically performed using a convolutional neural network (CNN) that has been trained on a large dataset of annotated images. The Adam optimizer can be used to fine-tune this pre-trained CNN by reducing the contrast between the predicted and true segmentation masks of new liver images [32]. One of the advantages of using Adam for liver segmentation is that it can help improve the accuracy of the segmented image by optimizing the weights of the neural network to fit the given data better.







5. Results and Discussion


The model code is developed on VS Code 1.82 using Monai 0.6 and PyTorch 1.10, a Python 3.11 language that sets the device to Cuda 11.3 for testing and training. Using the Adam optimizer, the network weight is updated [32] from Monai by setting the learning rate to 1 × 10−5 and setting the mini-batch size to 16. We set the batch normalization technique to improve neural network training by normalizing the previous layer’s activation for each input data batch. We used all other necessary libraries to convert the dicome2nifti files to readable by Monai. ResUNet training and testing were performed on an NVIDIA GPU. Our proposed method has been examined and validated using synthetic and publicly available CT images.



Table 1 shows the outcomes derived from 20 epochs of training the ResUNet model for liver segmentation, details on the tumor segmentation results, and monitors the ResUNet model’s training progress across 100 epochs.



The training dice and dice loss metrics are shown in Figure 7; liver training and validation loss gradually decrease for every epoch, indicating a good learning rate. In each epoch, we save the loss of training, metric of training, loss of testing, and metric of testing to avoid overfitting. During model training, when the dice loss ceased decreasing or began increasing, we stopped and saved the training loss to prevent the graph from decreasing gradually. The liver model training and validation accuracy value increased with every epoch. The proposed model attains an accuracy rate of 98%, accompanied by an SVD score of 0.23, indicating minimal deviation between the predicted and actual masks, which is outlined in Table 2. The higher accuracy score can be attributed to class imbalance, particularly in CT images where more pixels are assigned to a background class with a low likelihood of tumor presence. Consequently, the accuracy tends to be skewed toward the background class, as accuracy considers the total number of true positives (TPs), false positives (FPs), true negatives (TNs), and false negatives (FNs) for all classes. We load and create the ResUNet model to test the model and then put its weights. Finally, we passed the test patients to determine whether the model was segmenting well. The following are some patient slices, and the quantitative and qualitative results of the public patient CT image segmentation are shown in Figure 8 and Table 3.



In our developed method, the liver and tumor are segmented separately. We compared our approach with several other cutting-edge methods, as presented in Table 4. Christ et al. [36] utilized an FCN for liver and tumor segmentation in CT and MRI abdomen scans (CFCNs).



Han et al. [37] introduced a 2.5D deep learning model with a DSC of 0.67 built on the DCNN methodology. In our study, the model we developed demonstrates considerable potential for application in various medical image modalities. This approach could prove beneficial for surgeons in both treatment procedures and the identification of emerging tumors. The ResUNet and recurrent neural block demonstrated improved segmentation for hepatic and liver tumors. By accumulating additional data using recurrent neural blocks, the UNet network has proven superior in segmenting liver CT scans compared to contemporary studies. The suggested model holds considerable promise for application to various medical image modalities, potentially aiding surgeons in identifying treatments for emerging tumors. The authors developed a novel technique for liver tumor segmentation in CT volumes. Table 4 compares the performance of the developed method with that of other cutting-edge approaches. Table 1 displays the tumor segmentation results and ResUNet model training progress over 100 epochs. Some additional metrics were determined for assessment, including training accuracy and the SVD value. The SVD metric determines the difference between the actual and expected masks. Table 2 shows that the proposed model achieved a notable accuracy of 98%, accompanied by a low SVD of 0.22, indicating minimal deviation between the actual and predicted masks, as shown in Table 4. However, it is essential to acknowledge that a higher accuracy score is affected by class imbalance. The elevated number of pixels assigned to the background class (where the likelihood of a tumor’s presence is low) results in accuracy being skewed toward the background class, as it encompasses the overall numbers of (TP), (FP), (TN), and (FN) for all classes.





 





Table 4. Comparison of the results achieved in liver tumor segmentation using the ResUNet model with state-of-the-art techniques.






Table 4. Comparison of the results achieved in liver tumor segmentation using the ResUNet model with state-of-the-art techniques.





	Approach
	DSC
	Accuracy
	Precision
	Specificity





	Ref. [36]
	0.823
	0.81
	0.812
	0.85



	Ref. [34], UNet [38]
	67.5 ± 30.8%
	92 ± 3.8%
	0.930
	0.96



	Ref. [39], Ref. [40]
	0.83
	93
	98.9
	98.0



	Ref. [39]
	0.67
	0.89
	0.891
	0.90



	Our proposed ResUNet
	0.983
	0.98
	0.950
	0.957








In our approach, the tumor is distinctly identified from the segmented liver. Slices lacking liver in the CT volume were excluded from subsequent tumor segmentation procedures. Table 5 highlights the comparison of our method with contemporary techniques. Ref. [36] employed an FCN for liver and tumor segmentation in CT and MRI abdomen scans (CFCNs) and obtained a VOE of 0.823. Ref. [34] used a 2.5D DCNN to achieve a DSC of 0.67. Ref. [39] proposed an automated liver tumor delineation technique using “adaptive fuzzy C-means (FCM) and graph cuts”, which resulted in a Dice symmetric coefficient DSC of 0.83. Highlighting impressive extension and generalization capabilities in other tumor segmentation datasets, our approach showed competitive performance in the liver tumor challenge. It demonstrated high generalizability for detecting liver and tumor segmentation. The ResUNet and recurrent neural blocks displayed superior segmentation for both hepatic and liver tumors. Compared with other contemporary networks, the UNet, which incorporates additional data with recurrent neural blocks, enhances the segmentation of liver CT scans. With a DSC of 0.87, our proposed model holds substantial promise for application in diverse medical image modalities, potentially assisting surgeons in devising treatments for emerging tumors.



The Main Contributions of the Research Paper


	
We developed a novel method of liver tumor segmentation for CT images with Monai in a single run.



	
The main feature of using Monai in this research is that it helps us import the ResUNet architecture instead of writing all the scripts.



	
Using the ResUNet deep neural network, we achieve faster testing with few details; UNet provides promising accuracy results, and ResNet extracts high-level features from an image.



	
Our research evaluates the proposed technique’s performance completely, comparing it to a few other fully automated techniques.








6. Conclusions and Future Work


This research employed the ResUNet model to perform automated liver and liver tumor segmentation in public CT images. In this paper, the proposed technique has shown high effectiveness in liver and tumor segmentation and holds promise for similar research on lung and brain tumors. In this study, a 3D model was trained using Monai, a deep-learning framework for medical imaging. Ongoing performance-based studies explore networks tailored for liver and tumor segmentation. The proposed approach is being tested and implemented across diverse datasets, with the potential for continuous improvement in results. Despite advancements in medical image segmentation, there remains substantial room for developing novel techniques that balance high accuracy and sensitivity while minimizing computational complexity. This study involves training a 3D model using Monai, a deep-learning framework specializing in medical imaging. Although the results are promising, it is important to note that medical imaging tasks are inherently challenging, and perfect segmentation is often unfeasible due to the difficulty of accessing medical images. For better performance and more accurate results, larger datasets are needed. The potential for enhancing liver segmentation performance using deep learning techniques, particularly with the extensive use of larger liver datasets, appears promising in future endeavors. Data augmentation techniques, such as the utilization of generative adversarial networks (GANs), can be employed to increase the number of liver images accessible for analysis.
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Figure 1. ResUNet architecture representation. 
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Figure 2. Overview of the liver tumor segmentation workflow. 
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