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Abstract: The presented paper focuses on testing the performance of a SLAM scanner Zeb Horizon
by GeoSLAM for the creation of a digital model of a bridge construction. A cloud acquired using a
static scanner Leica ScanStation P40 served as a reference. Clouds from both scanners were registered
into the same coordinate system using a Trimble S9 HP total station. SLAM scanner acquisition was
performed independently in two passes. The data acquired using the SLAM scanner suffered from
relatively high noise. Denoising using the MLS (Moving Least Squares) method was performed to
reduce noise. An overall comparison of the point clouds was performed on both the original and
MLS-smoothed data. In addition, the ICP (Iterative Closest Point) algorithm was also used to evaluate
local accuracy. The RMSDs of MLS-denoised data were approximately 0.02 m for both GeoSLAM
passes. Subsequently, a more detailed analysis was performed, calculating RMSDs for several profiles
of the construction. This analysis revealed that the deviations of SLAM data from the reference data
did not exceed 0.03 m in any direction (longitudinal, transverse, elevation) which is, considering the
length of the bridge of 133 m, a very good result. These results demonstrate a high applicability of
the tested scanner for many applications, such as the creation of digital twins.

Keywords: GeoSLAM; accuracy; bridge

1. Introduction

The creation of digital models (or digital twins [1]) has become a hot topic, especially
since the advent of BIM (Building Information Management) [2]. An accurate and complete
digital model of a building is the cornerstone of data management of all BIM participants
in the construction process [3,4], necessitating the use of geodetic methods. These meth-
ods provide sufficient accuracy for producing digital models in the mandatory regional
coordinate system legislatively prescribed for data management.

Laser scanning [5] and photogrammetry [6] undoubtedly count among the main
geodetic methods for creating a digital model. Both these mass data collection methods
can be static or mobile, depending on whether the sensor is mounted on a mobile platform
(ground vehicle, airborne carrier) or not.

Ground-based data acquisition (static) usually excels in high accuracy and complexity
(completeness) of the resulting model, as reported, e.g., by [7,8]. Aerial data acquisition, in
turn, is highly suitable for large objects or areas [9-11], where fast acquisition is necessary,
but is not suitable for interiors or parts of the objects that are obstructed in the aerial view
(such as pillars of a bridge structure) due to the lack of a GNSS location signal; however,
this obstacle can also be overcome as shown, e.g., in [12-14]. Mobile data collection partly
combines the speed of aerial data collection with the complexity of ground-based data
collection [15,16] at the cost of slightly worse accuracy, as shown in [17,18].
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Photogrammetric methods have also become very popular lately. These methods
depend mainly on the sensor and good illumination of the object. As a rule, they benefit
from relatively low acquisition costs of the sensor itself, but quite a few prerequisites
must be met to produce a usable point cloud, such as suitable sensing methodology [19],
the choice of ground control points (GCPs) [20], the selection of the sensor (based on the
required ground sampling distance) [21], etc. The used software can undoubtedly also
influence the quality of the resulting model [22].

In some cases, however, even seemingly correctly performed measurements fail to
yield satisfactory results—for example, the model may be distorted, or the image correlation
may be unsuccessful. Consequently, it is always advisable to perform a verification of the
model using classical geodetic methods or another bulk data collection method [23].

Compared to photogrammetry, laser scanning is generally associated with higher
acquisition costs of the equipment, but if the technology is used correctly, the resulting
digital model is usually correct in shape [24]. Point clouds are registered (combined) using
control points or direct cloud-to-cloud algorithms (such as the iterative closest point, ICP,
algorithm) [25,26]. This technology can be used at night; if this is the case, however, the
colors of the points are incorrectly presented, unless additional illumination is used.

Bridge structures are often complicated objects for data collection [27] as they can be
relatively long and tall, contain both horizontal and vertical elements, and often are curved
in shape [28]. Importantly, considering extremely high requirements on the life span of
bridges, the accuracy requirements on geodetic measurements of such objects are typically
very high [29].

The progress in the field of laser scanning brought about the development of SLAM
(Simultaneous Localization and Mapping) scanners, the use of which can be potentially
advantageous for some types of bridge structures. This technology works by using laser
rangefinders, usually mounted on a rotating head, and an IMU (inertial measurement
unit). The combination of data acquired from both sensors is then used to create a point
cloud characterizing the environment while determining the trajectory of the entire system
based on the knowledge of its previous position and newly acquired sensor data. In this
way, the system trajectory is mapped incrementally, which, however, necessarily leads to
a loss of accuracy with increasing distance [30]. The resulting accuracy of the model is,
therefore, determined not only by the accuracy of the sensors themselves but also by the
quality of the algorithm calculating the trajectory [31]. One important advantage of this
system when comparing it to static scanners lies in the fact that the gradual movement
while scanning enables the elimination of shadowing/obstruction, which is particularly
beneficial for complex or rugged objects [32].

This paper aims to test the performance of the SLAM technology in creating a digital
model of a bridge. In view of the complexity of the used bridge structure, the emphasis will
be put on the accuracy of the acquired cloud (especially in terms of the spatial relationships
of the individual parts of the bridge) along with the assessment of the local quality of
the cloud (especially noise). The accuracies of the positions of the piers and of horizontal
parts of the bridge will be also compared. Furthermore, the characteristics of the acquired
data (noise) will be investigated, and the use of a smoothing (denoising) procedure for
improving the digital model quality will be proposed and tested.

2. Materials and Methods

A SLAM scanner Zeb Horizon GeoSLAM (Orlando, FL, USA) was used for the acqui-
sition of data on a bridge structure, and the results were compared with a reference cloud
obtained using a Leica ScanStation P40 (Heerbrugg, Switzerland) terrestrial laser scanner
to be able to point clouds in the selected profiles. The pillars could then be compared to
each other.

To enable the comparison of the selected profiles of both clouds and the pillars, both
clouds were georeferenced to the same coordinate system using ground control points
(GCPs). The GCP positions were determined using a Trimble S9 HP (Westminster, CO,
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USA) total station. Finally, a processing procedure for the raw SLAM data was proposed,
the aim of which was to significantly improve (de-noise) the data.

2.1. Testing Area

The testing was performed in the Czech Republic, on a bridge construction on the
bypass of the Cirkvice village (road No. 1/38; Figure 1). This new reinforced concrete bridge
with four spans is, in total, 133 m long, and its height above the terrain is approximately
7 m. As the surface of the bridge was undergoing final operations prior to being open
for use, only the lower structure of the bridge was used for testing of the Zeb Horizon
GeoSLAM scanner.

Figure 1. The testing bridge and its location.

2.2. Used Instruments

Laser scanning of the bridge structure was performed with a Zeb Horizon scanner
by GeoSLAM (Figure 2a). This scanner uses the SLAM technology and, according to
the manufacturer, achieves a relative accuracy of 0.01-0.03 m. The scanning speed is
300,000 points/second with a range of up to 100 m.

Figure 2. (a) Mobile laser scanner Zeb Horizon by GeoSLAM and (b) static laser scanner ScanStation
P40 by Leica.

Reference data for evaluation of the accuracy were obtained by terrestrial scanning
with a Leica ScanStation P40, a terrestrial scanner (Figure 2b) with a field of view of
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360° x 270°, distance measurement accuracy of 1.2 mm + 10 ppm, angle accuracy of 8",
liquid compensator with an accuracy of 1.5”, maximum measurement range of 270 m
(considering 18% reflectance), and scanning speed of 1 million points per second.

High accuracy georeferencing of ground control points was performed with a Trimble
S9 HP total station, characterized by standard deviations of 0.3 mgon of angle measurement
and 0.8 mm + 1 ppm in length, respectively.

A Trimble R2 GNSS RTK (Westminster, CO, USA) receiver (dual-frequency, receives
GPS, Glonass, Galileo, and BeiDou satellite system signals; for the RTK network, the
horizontal accuracy is expressed as RMSE of 10 mm + 0.5 ppm, vertical accuracy of
20 mm + 0.5 ppm, respectively) with a Trimble TSC3 controller (Westminster, CO, USA)
were used for the total station reference measurements.

2.3. Terrestrial Measurements and Data Acquisition

The terrestrial measurements were linked to the reference systems of the Czech Re-
public (5—JTSK, Bpv) using three temporary points determined by a GNSS RTK Trimble
R2 receiver with corrections from the CZEPOS virtual reference station system. These
temporary points were subsequently georeferenced using the Trimble S9 HP total station,
which was employed to determine ground control points for the laser scanners. In this way,
an identical coordinate system was ensured for point clouds from both scanners, facilitating
their comparison.

The lower structure of the bridge was scanned with a Leica ScanStation P40 from
15 scanning positions at a density of 6 mm/10 m using a total of 7 GCPs (Leica GZT21 black
and white 4.5-inch diameter targets; Figure 3, points 1-7) georeferenced using a Trimble
S9 HP total station. In addition, 10 highly reflective 0.5 x 0.5 m targets (Figure 4, points
1001-1010) were georeferenced in the same way to enable the transformation of the clouds
from the Zeb Horizon scanner into the required coordinate system. All measurements were
made from two positions of the total station.

o

- 0 10, 20m  30m 40m S0m -

T

Figure 3. Overview of the (ground) control points. Here, 1-7 indicate vertical black and white targets
serving as ground control points (GCPs) for the Leica P40 scanner (red), and 1001-1010 are horizontal
targets used as GCPs for SLAM cloud transformation into the Czech coordinate systems (white).

Figure 4. The reference cloud obtained using Leica ScanStation P40 colored according to the intensity
of the reflected signal.

The point cloud obtained by the Leica ScanStation P40 laser scanner was considered
as the reference cloud (Figure 4).

Two point clouds of the lower bridge structure (GeoSLAM 1 and GeoSLAM 2) were
acquired using the Zeb Horizon scanner (the data from GeoSLAM 1 are shown in Figure 5)
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using the same trail (each cloud was created during a separate round trip) leading approx-
imately 10 m from the construction. The collection of photographic data was turned off
during data acquisition. To further improve the accuracy, ten stops were performed during
each pass on so-called alignment points in accordance with the manufacturer’s instructions.

Figure 5. The cloud obtained using the GeoSLAM Zeb Horizon scanner colored according to the
intensity of the reflected signal.

2.4. Data Processing

First, the position of the total station was computed using the free position method
and auxiliary points determined by the Trimble R2 GNSS receiver. All coordinates of
other points (GCPs, control points) were calculated using the polar method. The data
acquired with Leica P40 were processed in the Leica Cyclone software ver. 2023.0.1. The
individual scans were automatically georeferenced to the black-and-white GCPs. The
average registration error was 1.8 mm.

The Zeb Horizon data were first processed in the local coordinate system in the
manufacturer-provided software GeoSLAM Connect ver. 2.3.0. To be able to compare
the cloud with the reference one, it was transformed into the Czech coordinate system
using square high-reflection targets with georeferenced centers serving as GCPs. These
targets were used, for example, in [33], where the transformation method is described in
detail. Figure 6 shows the scanned target and its color coding based on the intensity. In
principle, the points representing the targets were filtered from the cloud, their centers were
determined as the centers of gravity, and these coordinates (georeferenced previously with
the total station) were used for spatial transformation (translation in x,y,z-axes, rotation
about the same axes). Out of the ten horizontal targets (1001-1010), seven that were
sufficiently captured by the SLAM scanner were used for the transformation.

Figure 6. An example of the targets used as GCPs for the transformation of the GeoSLAM point cloud
into the Czech georeferencing system. (a) Black and white scan; (b) the target color-coded according
to the reflection intensities.

2.5. Precision and Accuracy Evaluation

To evaluate the accuracy of the Leica P40 reference cloud, we created an additional
21 control points (CPs) georeferenced using the total station (see Figure 7 for the placement
of these CPs). The accuracy was expressed as the root mean square deviation (RMSD)
between these points and the closest surface of a triangular network created from the
nearest 15 points from the Leica P40 point cloud:
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Xi df
n

RMSD =

1)

where 4 is the minimum distance between the tested point (be it a control point or a point
from a cloud) and the surface of a local TIN network created from the reference cloud (Leica
P40), and # is the number of points in the tested cloud.

Figure 7. Locations of control points on the bridge (red dots).

Further, the accuracy of the transformation of both GeoSLAM clouds into the Czech
coordinate system using high-reflection targets for further comparisons was evaluated
using root mean square error (RMSE), defined as:

n 2 2 2
i=1 (exl- + eyi + ezi)

RMSE = 3

)

where ey, ¢, and e, are coordinate corrections of GCPs in the GeoSLAM cloud after its
transformation into the Czech coordinate system from the same points georeferenced using
the total station, and n is the number of points.

For further processing, the data were cropped and cleaned to capture solely the bridge
structure. Leica P40 (reference) data were cropped to capture a slightly larger area to
prevent any issues with evaluation on the edges of the cloud. If any part of the bridge
was not captured in the reference data (e.g., due to obstruction by vegetation), it was also
removed from the GeoSLAM data.

Further evaluation was performed in two main stages:

1.  Evaluation of the overall agreement by comparing the Zeb Horizon cloud with the
reference cloud from the Leica P40

a.  Absolute comparison (includes the effect of inaccuracy in the determination
of GCPs)
b.  Relative comparison (comparison of shape and size—after ICP transformation

of the whole GeoSLAM cloud on the reference cloud)
2. Local profile-by-profile evaluation for determining local deformations

a.  Absolute (overall profile location, showing local systematic errors)
b. Relative (determination of local deformation and local accuracy)
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RMSD (Equation (1)) was used as the accuracy parameter for all cloud comparisons.

In view of the fact that Zeb Horizon clouds suffer from relatively high noise (with
a maximum variance of 10-12 cm on a planar surface), it seems pertinent to smooth the
data out. The Moving Least Squares (MLS) smoothing method seems to be a suitable way
for such denoising [34] before further use. For this reason, the whole comparison was
performed twice—separately for the original data and for data smoothed using this method.

The clouds were processed and compared in the freely available software CloudCom-
pare ver. 2.12.4. The Compute cloud/cloud distance function based on creating a local
triangular network from the 15 nearest points (Local modeling tab, Local model option—
2D1/2 Triangulation) was used for cloud comparison. The “Smooth using MLS function”
(in the Plugins/PCL wrapper menu, according to [34]) command with the neighborhood
size (search radius) set to 0.15 m, Polynomial Order 2 and Squared Gaussian Parame-
ter 0.0009 (corresponding to a standard length measurement of 0.03 m) were used for
smoothing. The clouds produced in this way were called GeoSLAM 1-MLS and GeoSLAM
2-MLS, respectively.

The Fine Registration ICP function (Tools/Registration menu) was used for the ICP
transformation of the clouds. The RMSD difference parameter determining the difference
of termination of the iterative computation was set to 5 x 10~7, with 1 million points used
as a sample for this evaluation (random sampling limit). The evaluation of individual
profiles was performed using all points in the individual profile. Due to the likely presence
of outlying points, the “enable farthest point removal” option was activated. The ICP
comparison served to evaluate the shape of the cloud without being burdened by a possible
georeferencing error.

In addition, we used nine evaluation profiles where ICP transformation was performed
only locally for the individual profiles to remove a potential global distortion of the cloud
and evaluate the local accuracy. The evaluation profiles are depicted in Figure 8 (red). They
were selected to cover all pillars and half the distance between them. The width of all
profiles was 5 m, the only exceptions being the profiles of the initial and terminal supports,
which were about half that width.

Figure 8. Profiles marked with numbers for local evaluation highlighted in the cloud; (a) side view
and (b) oblique view.

A flowchart summarizing the data measurement and processing procedure is given in
Figure 9.
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MLS point cloud ICP transformed | MLS point cloud ICP transformed |

Figure 9. Flowchart summarizing the data measurement and processing procedure.

3. Results

The verification of the accuracy of the reference cloud (Leica P40) using 21 control
points independently georeferenced using the Trimble S9 HP total station proved high
accuracy of that cloud, with an RMSD of 0.005 m. In view of the manufacturer-declared
SLAM scanner accuracy (0.01-0.03 m), the reference cloud accuracy was sufficient.

The reference point cloud was also diluted to a resolution of 3 mm (the distance of
neighboring points of 3 mm or less) using the Subsample, a point cloud function in Cloud
Compare. The diluted cloud contained 39,078,802 points. The GeoSLAM 1 and GeoSLAM
2 clouds were not diluted, containing 19,605,824 and 8,170,880 points, respectively. The
number of GCPs for calculations of the transformation parameters is shown in Table 1.

Table 1. Characteristics of point clouds and results of point cloud transformation to the Czech
coordinate system.

Data Subsampling Number RMSE Acquisition Processing
of Points [m] of GCPs [m] Time Time
Leica P40 39,078,802 0.003 7 0.003 3h 30 min
GeoSLAM 1 19,605,824 - 7 0.059 30 min 45 min
GeoSLAM 2 - 7 0.064 30 min 45 min

Figure 10 shows a cross-section of one of the pillars, enabling a visual comparison of
the Leica P40 reference cloud, GeoSLAM 1 cloud, and the denoised GeoSLAM 1-MLS cloud.
The differences in quality are obvious, especially for the un-smoothened GeoSLAM cloud
suffering from substantially greater noise, the magnitude of which, moreover, differed
throughout the object (which was probably associated with the distance between the
scanner and the object at the moment of scanning of the respective part). GeoSLAM MLS
data were much smoother; however, rounding of corners could be noted (resulting both
from the uncertainty in the input data and from the surface approximation).
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(a)

(c)

(e)

(f)

1m

Figure 10. Visualization of the pillar point cloud—top view—acquired by (a) P40, (b) GeoSLAM, and
(c) GeoSLAM-MLS, and the same in izometric view: (d) P40, (e) GeoSLAM, and (f) GeoSLAM-MLS.

Next, we evaluated the overall agreement between the GeoSLAM and reference clouds.
The results (RMSDs) are shown in Table 2. These global characteristics showed a very good
agreement of the GeoSLAM clouds with the reference cloud. Denoising by MLS improved
the accuracy in all comparisons, although not to a major degree, which was understandable
in view of the magnitude of the noise (see also Figures 11 and 12).

Table 2. Comparison of whole GeoSLAM and P40 clouds.

Original Denoised (MLS)  Original Data  Denoised (MLS) Data

Data Cloud Cloud ICcp ICP
RMSD [m] RMSD [m] RMSD [m] RMSD [m]

GeoSLAM 1 0.021 0.017 0.015 0.010

GeoSLAM 2 0.025 0.023 0.019 0.015

In general, the high noise of GeoSLAM Zeb Horizon clouds “hides” the possible
systematic differences (Figure 10). MLS-smoothed data were much clearer. For this reason,
only MLS-smoothed data will be discussed further as they could better reveal the systematic
distortions of the clouds.

Figures 11 and 12 visualize the comparison to the reference cloud of MLS data and for
MLS/ICP data. Both passes with the GeoSLAM Zeb Horizon scanner showed the same
pattern, with better accuracies at the beginning and end of the bridge, while in the middle of
the bridge, the accuracy was lower and RMSDs reached up to 0.04 m. For ICP-transformed
clouds (bottom panels of Figures 11 and 12), the RMSDs were generally lower, but the
shape (and/or size) of the GeoSLAM cloud differed from that of the reference one. RMSDs
were bigger at the beginning and end of the bridge (up to 0.05) and smaller in the middle
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(0.02 and better). This comparison, however, only shows the global characteristics (the
distance between clouds) and contains no information on the direction of the deviation.
For this reason, we also performed a profile-by-profile comparison after a local ICP trans-
formation. The results of this comparison are presented in Tables 3 and 4 and visualized in
Figures 13 and 14.

0.050

0.040

0.030

_0.020

0.010

35m

0.000

Figure 11. Distances of GeoSLAM 1-MLS data from the P40 reference cloud: (a) the SLAM cloud
transformed solely based on GCPs; (b) SLAM cloud transformed using the ICP transformation.

0.050

0.030

~ = rmmas 0,020
|

T

35m

0.000

Figure 12. Distances of GeoSLAM-2 MLS data from the P40 reference cloud: (a) the SLAM cloud
transformed solely based on GCPs; (b) SLAM cloud transformed using the ICP transformation.
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Table 3. Results of the evaluation of individual profiles in GeoSLAM 1 data compared to the Leica

P40 reference cloud in individual directions (in meters).

GCP-Transformed

ICP-Transformed

Data Original MLS Shift Shift Shift Original MLS ICP
RMSD RMSD dXnrs dYmrs dZyis RMSD RMSD

1 0.028 0.024 0.024 —0.030 —0.008 0.015 0.005

2 0.013 0.010 —0.014 0.005 0.009 0.005

3 0.023 0.018 0.027 0.009 0.016 0.014 0.006

4 0.030 0.023 0.024 0.019 0.019 0.006

5 0.023 0.020 0.011 0.022 0.021 0.011 0.005

6 0.022 0.019 0.014 0.019 0.012 0.004

7 0.020 0.014 0.007 0.017 0.011 0.015 0.005

8 0.016 0.010 0.016 0.004 0.013 0.004

9 0.014 0.008 —0.005 0.012 —0.005 0.011 0.004
Mean 0.020 0.014 - - - 0.013 0.005

Table 4. Results of the evaluation of individual profiles in GeoSLAM 2 data compared to the Leica
P40 reference cloud in individual directions (RMSDs in meters).
GCP-Transformed ICP-Transformed
Data Original MLS Shift Shift Shift Original MLS ICP
RMSD RMSD dXmLs dYmrs dZyis RMSD RMSD

1 0.021 0.018 0.006 —0.033 —0.017 0.013 0.005

2 0.016 0.014 —0.021 —0.004 0.010 0.006

3 0.017 0.011 0.009 —0.002 0.010 0.015 0.006

4 0.024 0.021 0.011 0.022 0.012 0.005

5 0.028 0.026 —0.007 0.025 0.031 0.012 0.005

6 0.031 0.027 0.027 0.026 0.013 0.005

7 0.038 0.028 —0.015 0.035 0.019 0.024 0.010

8 0.018 0.013 0.023 0.002 0.009 0.005

9 0.017 0.014 —0.013 0.005 —0.007 0.010 0.005
Mean 0.022 0.017 - - - 0.012 0.005

(b)

35m

Figure 13. Shifts of GeoSLAM 1—MLS data from the reference cloud in millimeters (Table 4): (a) shifts

dXmrs and dYrs, (b) shift dZys.
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Figure 14. Shifts of GeoSLAM 2—MLS data from the reference cloud in mm (Table 4), (a) shifts dXprs
and dYyg, (b) shift dZyg.

Tables 3 and 4 show the gradual changes in the errors of the GeoSLAM clouds com-
pared to the reference. The deviations were calculated for individual profiles (bridge
pillars, supports, and central parts of the bridge between the pillars). For pillars and
supports, shifts were calculated in all three axes (longitudinal shift dX, transverse shift
dY, and elevation shift dZ), while in the profiles not directly supported by pillars, only
the transverse error dY and elevation error dZ were calculated. The results are visualized
in Figures 13 and 14. We can see that in both passes, the maximum deviation from the
reference cloud in any individual direction was 0.035 m. Mean errors for both clouds were
below 0.015 m and, when applying ICP, as little as below 0.01 m.

4. Discussion

We surveyed a bridge structure using a high-accuracy static scanner and used the thus
acquired cloud to evaluate those produced by a SLAM scanner Zeb Horizon by GeoSLAM
to determine the accuracy that can be achieved by this type of scanner. The bridge structure
was selected for the survey because of its complex shape with numerous projections and
irregular shapes. To assess the effect of data processing on the results, we also used MLS
data smoothing. In addition, to remove the influence of possible georeferencing errors, we
also used the ICP algorithm to better illustrate the local accuracy of the data.

The SLAM scanner data were characterized by much greater noise than the static
scanner cloud. On the other hand, SLAM scanners can achieve better area coverage as the
scanner location keeps moving, which eliminates obstructions.

The shape accuracy of the resulting cloud remains a crucial parameter of the acquired
cloud. Importantly, it often depends on the correct function of the algorithm in the respec-
tive environment. Many studies have investigated the accuracy of the SLAM technology;
unfortunately, few are truly conclusive.

Testing of SLAM technology has been addressed, for example, in [31], where the
quality of point clouds acquired by different SLAM algorithms was evaluated. The achieved
accuracies of the results were several centimeters to decimeters; however, these accuracies
were simply obtained by comparing distances measured in the field to distances measured
in the cloud. Given the laborious nature of field distance measurements, this approach led
to a number of distances insufficient for a reliable statistical evaluation.

Similarly, Tiozzo Fasiolo et al. [35] compared the results of mapping using SLAM
scanners mounted on robotic rovers, employing also different algorithms, with the results
obtained by a terrestrial scanning system. They reported an average accuracy of 0.05 m
RMSE; however, in the case of a long narrow corridor, the deviations were around 0.1 m.



Appl. Sci. 2024, 14, 5258

13 of 16

Wajs et al. [36] tested the GeoSLAM scanner for mapping subterranean spaces and
reported RMSD:s of 5-6 cm; however, their comparison was just between two measurements
with the same scanner, not with more accurate reference data. As our comparison of two
passes with the scanner (see Tables 3 and 4) demonstrated, such a design is unfortunate as
both passes may suffer from identical systematic errors and thus yield a good agreement
between the passes even though the deviations from the reality (in our case, the reference
cloud) are higher.

Interesting results have been presented by Sammartano et al. [17] who tested several
technologies for georeferencing of a castle and its vicinity. Accuracies achieved using the
SLAM scanner GeoSLAM REVO were in centimeters, which corresponds well to our results.

Keitaaniemi et al. [37] discussed and tested the use of a combination of SLAM and a
static terrestrial scanner for georeferencing indoor spaces. The accuracies detected in their
study were also 0.05 m and better; they, however, evaluated accuracy only using several
spherical targets in individual rooms of the mapped space so there were rather few points
for a major statistical evaluation. Di Stefano et al. [18] scanned approximately 75 m long
subterranean spaces, the walls of which were formed by chiseled stones and bricks. Three
SLAM scanners were tested and compared to the results of a terrestrial scanner. They
reported very good GeoSLAM Zeb Horizon accuracy (RMSD of 0.017 m). However, they
used local transformation of a part of the cloud to the reference data (similar to if we had
transformed each profile separately to the reference data), which artificially improved the
results, and the global accuracy over the entire cloud was not reported.

The scanner from GeoSLAM for scanning bridge structures or other concrete structures
is discussed, e.g., in Yuan et al. [38] and Ibrahimkhil et al. [39], but unfortunately, they only
show the possibilities of use without testing the accuracy of the resulting cloud. Interesting
accuracy testing can be found in Previtali et al. [40], where the beginning of the bridge
structure is scanned using a Zeb Horizon scanner from GeoSLAM. The accuracy of the
resulting data on the tested piece of structure is also consistent with the accuracy we
report here for the original data without MLS or ICP. Unfortunately, the entire bridge was
not scanned in the experiment and thus it is not possible to discuss the accuracy of the
entire structure.

The accuracy characteristics achieved in our study are, considering the character of the
object of the study and manufacturer-provided scanner parameters, very good. It should
be noted that a bridge may not be an optimal object for SLAM scanning as it only covers a
small part of the scanner view field. The original SLAM scanner data were characterized by
a deviation from the reference cloud of approximately 0.02 m, which is a result sufficient for
many applications, such as the creation of digital twins. Denoising SLAM scanner-acquired
data using the MLS algorithm appears to be a useful approach, facilitating the processing
and interpretation of data. When considering local accuracy after local (individual profiles)
ICP transformation, i.e., evaluating the shape accuracy, the scanner yielded RMSDs as low
as <0.01 m.

In terms of cost-effectiveness, the acquisition costs of SLAM scanners are nowadays
comparable to those of terrestrial scanners. A SLAM scanner yields somewhat poorer
accuracy (which may, however, be sufficient for many applications). On the other hand, the
speed of data acquisition is a significant bonus, as the entire bridge structure was surveyed
in about 30 min using the SLAM scanner compared to about 3 h when using the static
terrestrial scanner.

5. Conclusions

In this paper, we evaluated the accuracy of the GeoSLAM Zeb Horizon SLAM scanner
for the creation of a digital model of a bridge construction. Comparing the data with
reference data from a high-accuracy terrestrial scanner and a total station, we yielded very
good accuracies of the SLAM cloud across the entire bridge. Although SLAM data were
significantly more noisy than data acquired using the static scanner, smoothing using the
MLS method significantly improved the noise (although certain details, such as sharp
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edges, were not preserved). For a 130 m long bridge, a global accuracy of 5 cm or better
and local accuracies (evaluated using local ICP transformation of MLS-processed cloud as
good as 5 mm) were achieved. Considering the speed and ease of scanning as well as the
length of the bridge, the GeoSLAM Zeb Horizon results were very good, and using this
scanner could be preferable to static scanners for applications such as creating digital twins,
BIM, and their further use.

It should be strongly pointed out that this technology is definitely not suitable for
improving the construction process nor supporting the construction/structural rectification
of the bridge. For this purpose, it is necessary to use a precise total station, enabling the
measurement of specific points with high accuracy.

Considering that a new generation of SLAM handheld scanners such as Emesent
Hoovermap ST-X or Faro Orbis are already available, which have a significantly better
measuring head (distance precision measurement enhanced to 1 cm (standard deviation)
and number of channels to 32) and a new processing software, which can bring significantly
better overall accuracy and lower noise in the data and therefore better capture of details,
future research following this study could focus on comparing the previous and new
generation of SLAM scanners and their measurement results.
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