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Abstract

:

A controller employing a combined new strategy of output feedback linearization and a recurrent high-order neural network (RHONN) adaptive approach for a mobile agent leader–follower system is presented. The controller structure is based on feedback linearization; then, a scheme of lumping uncertainties which are estimated via the RHONN is incorporated; with this estimate, the controller is able to produce a robust control action for mobile agents so they track a prescribed reference trajectory. Moreover, the nonlinear system part is transformed into a linearizable one; then, a specific function lumps all the nonlinearities, uncertain parameters, and unmodeled dynamics of the system; this overall function is estimated via the RHONN. Thus, both parametric uncertainties and unmodeled dynamics between agents can be compensated via the controller, and, subsequently, follower agents track the reference provided by the leader. The obtained controller is such that the estimation scheme is not based on high-gain controllers. Here, it is underlined that the main contribution consists of designing a nonlinear controller and combining it with an RHONN to estimate the nonlinear uncertainties in the leader–follower system. This control action includes robust features provided by the online recurrence and the nonlinear base of the neural network in which not general but specific parametric disturbances and unmodeled discrepancies are identified or compensated. For this control scheme, only nominal values of the system parameters are required, as well as the velocities of the agents. Numeric simulation of the model and designed tracking control are carried out in which the control law is applied to a two-wheeled differential mobile robot model, obtaining satisfactory results for tracking angular velocities of the wheels.
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1. Introduction


The study and development of autonomous mobile robots have increased in recent years due to their wide range of potential applications and new integration of technologies to improve them. Additionally, multirobot systems have made significant progress in terms of coordination and cooperation, becoming increasingly important in everyday life cooperative implementations [1,2]. Multiple agents can solve tasks faster and at lower cost if they work cooperatively, in contrast to a single robot trying to perform the same task. On this subject, the leader–follower strategy is the most commonly used methodology in the formation control of multirobot systems [3,4,5].



One of the major challenges in dealing with control and automation of any dynamical system, and in particular with control of differential robots, when the tracking control problem is addressed is the management of the model uncertainties and parameter variations.



Differential mobile robots are widely used because of their minimal resource requirements in design and construction, as well as their ability to maneuver to any position using straight lines, curves, or by rotating on their own axis. However, these are systems that have a large number of parameters that are generally uncertain and exhibit model discrepancies, external disturbances, and parameter uncertainties. These previously mentioned issues must be tackled through a well-suited control system design. Significant results have been obtained in this particular subject, for instance, in [6], a controller was suggested for a differential mobile robot, which utilizes recursive integral back-stepping to track and stabilize the trajectory of robots. Such a controller requires complete knowledge of all parameters and states. In [7], a hybrid controller was proposed that combines a kinematic controller based on a neural network and an adaptive control reference model. The controller parameters are adapted online using the neural network, and by tuning the adaptive kinematic controller, rapid convergence to the desired trajectory is achieved. Moreover, the adaptive reference control model maintains the desired tracking performance when parameters and state uncertainties occur. In [8], a PID controller was used for controlling the angular velocity of the wheels, and in [9], the dynamics of the parameters of the robot were controlled using two PID control blocks. Nevertheless, both cases are limited by the precision of the robot model. In [6], recursive back-stepping control was implemented with good results in semiglobal regions. In [10], a discrete-time case was stated and a recurrent high-order neural network was trained with an extended Kalman filter algorithm to identify the whole state, not just parameters, as we propose. Unlike the works mentioned so far, our approach to this problem combines an adaptable and robust parameter estimation with output feedback linearization control.



It is not uncommon for linearization methodologies to be applied in designing nonlinear control systems; the main idea is to partially or fully transform the nonlinear dynamics of the system to be controlled into linearized dynamics, thus being able to apply the known linear control techniques at an operating point [11]. This method has a significant number of limitations: it cannot be used for all kind of systems; the complete state must be measured; and it does not guarantee robustness in the presence of unstructured uncertainties or unmodeled dynamics. In this sense, there are results in which the number of states to be known can be reduced, and, furthermore, the nonlinear dynamics can be estimated so that the controller may counteract them. This is considered robust control, as reported in [12,13].



Robustness and adaptation against system uncertainties are essential in control system design. Recurrent neural networks have been widely used as an adaptive model for classification, pattern recognition, identification, optimization, and processing [14,15,16]. They are mainly based on the Hopfield model [17]. These kind of networks are considered good candidates for nonlinear system applications that face uncertainties, and they are attractive due to their easy implementation, relatively simple structure, robustness, and ability to adjust their parameters online [18,19,20,21]. These networks may estimate uncertain nonlinear functions solely based on velocity measurements. The main idea for this work is to implement a linearizing controller which has access to these aforementioned uncertain estimates to compensate them in the system. In other words, the controller will compensate or attenuate the effect of parametric variations, model errors, and disturbances; this derives high-order recurrent neural network properties.



Frequently, in control system design, full-state measurement is difficult to obtain, and reliable velocity measurements are needed in order to eliminate tachometers and numerical differentiation but maintain high control accuracy. One option is to use joint velocity observers. The concept of the model-based observer was tailored to estimate manipulator joint velocities in [22], ensuring local asymptotic stability. In [23], neural networks were used for closed-loop output feedback control without joint velocity measurements. Only the inertia matrix was assumed to be known; a neural network observer was designed to estimate the unknown velocity. In [24], a multilayer perceptron model control was presented that was based on full-state identification. However, it lacked recurrence adaptability properties, and nonlinear structures were not included in the identification process. In the mentioned research papers, observers have been proposed, which assume an exact knowledge of the dynamics of manipulator parameters. For the adaptive control approach, linearity in the unknown parameters is required; therefore, the exact knowledge of the robot dynamics is necessary to be successful. Generally, this cannot be achieved in practice.



In this work, the goal consists of designing a nonlinear robust adaptive controller called neuro-robust control to track the angular velocities of both wheels of a differential mobile robot in a leader–follower configuration. We assume that there is no more information of the systems other than the velocity outputs and a nominal value of some parameters. Thus, the desired trajectory is parameterized in the Cartesian plane with the angular velocities of right and left wheels. A system composed of two parts is proposed: the design of a linearizing controller and an estimator with a high-order neural network. The robustness of the RHONN approach is analyzed in [14]. This aspect of our approach offers both online adaptability and nonlinear combined features, contributing to the novelty of this paper.



The paper is organized as follows. The next section presents the materials and methods. Section 3 contains the main contribution, consisting of the neuro-robust controller design. In Section 4, the results of the neuro-robust control applied to the differential robots are discussed. Finally, in Section 5, the discussion and conclusions are provided.




2. Materials and Methods


The controller introduced in this study, named neuro-robust control, comes from the nonlinear geometrical control theory [11] and the theory for recurrent high-order neural networks [14]. The first part consists of determining a diffeomorphic transformation such that the nonlinear system can be transformed into a linearizable system via a nonlinear controller. Once the system is linearizable, the linearizing control requires at least the knowledge of two nonlinear functions: one of them is obtained from the nominal parameter values of the system, whereas the other function contains the dynamic of the nonlinear model, including parameters. In this sense, the controller must have this information in order to be counteracted; however, it is not possible. Instead, an estimate of these dynamics is constructed using a recurrent high-order neural network. This estimate is carried out without the use of high-gain estimators, as was reported in [12,13]. Therefore, in coming subsections, the tools used to design the neuro-robust controller are described.



2.1. Exact State Feedback Linearization


Let us consider a multiple-input and multiple-output system, given as follows, which could describe the dynamics of the mobile agent:


     x ˙     = f  ( x )  +  ∑  i = 1  m   g i   ( x )   u i  ,       y 1     =  h 1   ( x )  ,         ⋯      y m     =  h m   ( x )  .     



(1)




where   f  ( x )  ,  g 1   ( x )  , ⋯ ,  g m   ( x )  : U → U  ;   U ∈  R n    is defined as an open set of continuously differentiable vector fields;    h 1   ( x )  , ⋯ ,  h m   ( x )    are smooth real-valued functions also defined on U, which determine the outputs of the system.



The starting point of the analysis is a multivariable version of the relative degree notion. The relative degree (  r i  ) is exactly the number of times that the ith output needs to be differentiated (evaluated at   x =  x 0   ) for at least one component of the input vector to appear explicitly. A multivariable nonlinear system of the form (1) has a relative degree vector   ρ = [  r 1  , ⋯ ,  r m  ]   at a point   x 0   if



	
   L  g j    L  f  k   h i   ( x )  = 0  , for all   1 ≤ j ≤ m , k <  r i  − 1   and for all x in a neighborhood of   x 0  .



	
The following   m × m   matrix:


   A ˜   ( x )  =       L  g 1    L  f    r 1  − 1    h 1   ( x )     ⋯     L  g m    L  f    r 1  − 1    h 1   ( x )         L  g 1    L  f    r 2  − 1    h 2   ( x )     ⋯     L  g m    L  f    r 2  − 1    h 2   ( x )       ⋮   ⋱   ⋮       L  g 1    L  f    r m  − 1    h m   ( x )     ⋯     L  g m    L  f    r m  − 1    h m   ( x )        



(2)




is nonsingular at   x 0  .






Consider for simplicity that previous conditions are satisfied and the system has a relative degree vector   [  r 1  ,  r 2  , ⋯ ,  r m  ]   at   x o   (considering an equal number of inputs and outputs; thus,   m = n  ), with sum   r =  r 1  + ⋯ +  r m    exactly equal to n; therefore, there exist n functions such that they define a mapping as   Φ  ( x )  =   z 1 1   ( x )  , ⋯ ,     z  r 1  1   ( x )  , ⋯ ,  z 1 m   ( x )  , ⋯ ,  z  r m  m   ( x )   T   , where    z 1 i   ( x )  =  h i   ( x )   ,    z 2 i   ( x )  =  L f   h i   ( x )   ,⋯,    z  r i  i   ( x )  =  L f   r i  − 1    h i   ( x )   ,   i = 0 , 1 , ⋯ , n  , this mapping has a nonsingular Jacobian at   x o   and then is considered as a local coordinate transformation at a neighborhood of   x o  . Now, differentiating with respect to time, the following canonical system form is obtained:


      z ˙   1  i     =  z  2  i  ,        z ˙   2  i     =  z  3  i  ,      ⋯       z ˙    r i  − 1  i     =  z   r i   i  ,        z ˙    r i   i     =  b i   ( z )  +  ∑  j = 1  m   a  i j    ( z )   u j  ,       y i     =  z  1  i  ,     



(3)




where


   a  i j    ( z )  =  L  g j    L  f    r i  − 1    h i   (  Φ  − 1    ( z )  )   f o r  1 ≤ i , j ≤ m ,  



(4)






   b i   ( z )  =  L  f   r i    h i   (  Φ  − 1    ( z )  )   f o r  1 ≤ i ≤ m ,  



(5)




where   x =  Φ  − 1    ( z )    is the inverse mapping of transformation matrix, the functions    a  i j    ( z )    are exactly the entries of the matrix (2), and    b i   ( z )    are the entries of the vector given by   b  ( z )  =   [  L  f   r 1    h 1  ,  L  f   r 2    h 2  , ⋯ ,  L  f   r m    h m  ]  T   . System (3) with functions (4) and (5) defines a fully linearizable system via feedback. Now, the next step is to design a control feedback that leads the outputs of the system to a prescribed trajectory    y R   ( t )    [11]; to this end, the tracking control feedback is given as follows:


   u i  =  A  − 1    ( z )   −  b i   ( z )  +  y  R   ( r )   −  ∑  i = 1  r   c  i − 1    e  ( i − 1 )    ( t )   ,  



(6)




where    c i  , ⋯ ,  c  i − 1     are real numbers, and    e  ( i − 1 )    ( t )  =  y  ( i − 1 )    ( t )  −  y  R   ( i − 1 )    ( t )    is the error between the   ( i − 1 )  th time derivative of the real output and the   ( i − 1 )  th time derivative of the output reference. It is noticeable that the elements of the matrix    A  − 1    ( z )    are those mentioned in Equation (4); moreover, the matrix    A  − 1    ( z )    is the same as the relative degree inverse matrix    A ˜   (  Φ  − 1    ( z )  )    in Equation (2), that is,    A  − 1    ( z )  =  A ˜   (  Φ  − 1    ( z )  )   . Therefore, under the local effect of control law of the form (6), the system (1) follows the desired signal    y R   ( t )   ; this is the tracking error that can be led to zero as t approaches infinity.



The control law (6) is the so-called perfect or exact control strategy and it is impractical since it requires the perfect knowledge of the matrix    A ˜   (  Φ  − 1    ( z )  )   , the functions    b i   ( z )   , and the full state vector. Therefore, to tackle this problem, an estimator for the unknown functions and states is designed such that the tracking control makes the system trajectories follow the prescribed reference; this requires only the measure of the output. Such an estimate can be realized by means of recurrent high-order neural network.




2.2. Recurrent High-Order Neural Networks Estimation


Let us consider a neural network with n neurons and m inputs for our estimation purposes. The state of each neuron is governed by a differential equation of the following form:


    x i  ˙  = −  λ i   x i  +  μ i    ∑  k = 1  L   w  i k    ∏  j ∈  I k     y  j    d j   ( k )     ,  



(7)




where   x i   is the state of the ith neuron; L is the number of high-order product terms;   {  I 1  ,  I 2  , ⋯ ,  I L  }   is a collection of L unordered subsets of   { 1 , 2 , ⋯ , m + n }  ;    λ i  ,  μ i  > 0 ,    ∀ i = 1 , 2 , ⋯ , n   are real coefficients;   w  i k    are the adjustable real coefficients of the neural network;    d j   ( k )    are non-negative integers; and y is a vector constructed from the inputs to each neuron, defined as


  y =      y 1      ⋮      y n       y  n + 1       ⋮      y  n + m       =      S (  x 1  )      ⋮      S (  x n  )       S (  u 1  )      ⋮      S (  u m  )      ,  



(8)




where   u =   [  u 1   u 2  ⋯  u m  ]  T    is the vector of external inputs to the neural network. The function   S ( • )   is a smooth, monotonically increasing sigmoid [14].



We define a vector of dimension L as follows:


  ζ =      ζ 1       ζ 2      ⋮      ζ L      =       ∏  j ∈  I 1     y  j    d j   ( 1 )           ∏  j ∈  I 2     y  j    d j   ( 2 )         ⋮       ∏  j ∈  I L     y  j    d j   ( L )          



(9)




and thus, (7) can be expressed as follows:


    x ˙  i  = −  λ i   x i  +  μ i    ∑  k = 1  L   w  i k    ζ k   .  



(10)







If the weight vector is defined as    w i  =  μ i    [  w  i 1    w  i 2   ⋯  w  i L   ]  T   , then (10) can be written as


    x ˙  i  = −  λ i   x i  +  w  i  T  ζ .  



(11)







Therefore, the RHONN model takes the following form:


   x ˙  = Λ x +  W T  ζ ,  



(12)




where   x =   [  x 1  ⋯  x n  ]  T  ∈  R n   ;   W =   [  w 1  ,  w 2  , ⋯ ,  w n  ]  T  ∈  R  n × L     and   Λ = d i a g  ( −  λ 1  , −  λ 2  , ⋯ , −  λ n  )  ∈  R  n × n    , and it is assumed that    λ i  > 0  .



Consider the identification problem of a nonlinear dynamic system of the form


   χ ˙  = F  ( χ , u )  ,  



(13)




where   χ ∈  R n    is the vector state of the system,   u ∈  R m    is the system input, and   F :  R  n + m   →  R n    is a smooth vector field defined on a compact set   γ ∈  R  n + m    . It was shown in [25] that the model (12) can approximate suitably any system of the form (13) as long as the number of connections L is selected adequately [26].



Assuming that the system (13) and the model (12) are initialized at the same state   x ( 0 ) = χ ( 0 )  , then for any   ε > 0   and any finite   T > 0  , there exists an integer L and a matrix    W ∗  ∈  R  L × n     such that the state   x ( t )   of the modeled RHONN in (12) with L high-order connections and weights   W =  W ∗    satisfies


   sup  0 ≤ t ≤ T    | x  ( t )  − χ  ( t )  |  ≤ ε .  



(14)







The weights   w i  , for   i = 1 , 2 , ⋯ , n  , are adjusted according to the learning law:


    w ˙  i  = −  Γ i  ζ  e i  ,  



(15)




where    e i  : =  x i  −  χ i    is the error between the state of the network and the state to be identified,  ζ  is defined as in (9); and   Γ i   is a positive definite matrix. In the special case where    Γ i  =  γ i  I  , where    γ i  > 0   is a scalar, then   Γ i   in (15) might be replaced by   γ i   [14].





3. Neuro-Robust Control


In this section, the main contribution is presented following the control scheme in Figure 1.



First, we define the dynamic model of a differential mobile robot. In Figure 2, we can observe the diagram of the differential mobile robot, and its dynamic model is


           ω ˙  R        ω ˙  L      =         m 1  V  ω L   (  ω L  −  ω R  )     m  1  2  −  m  2  2    +    m 2  V  ω R   (  ω L  −  ω R  )     m  1  2  −  m  2  2          −    m 2  V  ω L   (  ω L  −  ω R  )     m  1  2  −  m  2  2    −    m 1  V  ω R   (  ω L  −  ω R  )     m  1  2  −  m  2  2         +             m 1   R (  m  1  2  −  m  2  2  )        −   m 2   R (  m  1  2  −  m  2  2  )         τ R  +      −   m 2   R (  m  1  2  −  m  2  2  )          m 1   R (  m  1  2  −  m  2  2  )        τ L  ,     



(16)






      m 1  =   R ( M  d 2  + J )   4  L 2    +   M R  4  ,       m 2  = −   R ( M  d 2  + J )   4  L 2    +   M R  4  ,      V    =   M d  R 2    4  L 2    .     



(17)







The former equations are derived from the Newton–Euler approach and those were taken from [27]. Equation (16) shows the dynamic model selected to be analyzed. Each symbol represents the following:




	
M is the total mass of the differential mobile robot.



	
R is the radius of the wheel.



	
d is the distance from the wheel axle center to the center of mass.



	
J is the moment of inertia of the differential mobile robot about the vertical axis z through the center of mass.



	
L is the distance from the center of the robot to the wheel axis.



	
  ω R   and   ω L   are the angular velocities of the right and left wheels, respectively.



	
  ω  R d    and   ω  L d    are the desired angular velocities of the right and left wheels, respectively.








3.1. Controller Design


Applying the results presented in the previous section, we obtain the relative degree matrix given by


  A  ( x )  =       m 1   R (  m  1  2  −  m  2  2  )      −   m 2   R (  m  1  2  −  m  2  2  )         −   m 2   R (  m  1  2  −  m  2  2  )        m 1   R (  m  1  2  −  m  2  2  )       ,  



(18)




where the   r a n k ( A ( x ) ) = 2   and   d e t ( A ( x ) ) ≠ 0  , and


  b  ( x )  =         m 1  v  ω L   (  ω L  −  ω R  )     m  1  2  −  m  2  2    +    m 2  v  ω R   (  ω L  −  ω R  )     m  1  2  −  m  2  2          −    m 2  v  ω L   (  ω L  −  ω R  )     m  1  2  −  m  2  2    −    m 1  v  ω R   (  ω L  −  ω R  )     m  1  2  −  m  2  2         .  



(19)







Then, we have the next local coordinate transformation as described in Section 2; Equations (3)–(5):


     z  1  1     =  h 1   ( x )        z  2  1     =  b 1  +  a 11   u 1  +  a 12   u 2        z  1  2     =  h 2   ( x )        z  2  2     =  b 2  +  a 21   u 1  +  a 22   u 2  ,     



(20)




where the linearized states are defined as    z  1  1  =  w R    and    z  1  2  =  w L    in Equation (16). Finally, the transformed system is as follows:


       z ˙   1  1  =       m 1  v  z  1  2   (  z  1  2  −  z  1  1  )     m  1  2  −  m  2  2    +    m 2  v  z  1  1   (  z  1  2  −  z  1  1  )     m  1  2  −  m  2  2     ︸       b 1                +   m 1   R (  m  1  2  −  m  2  2  )    ︸       a 11        u 1     −   m 2   R (  m  1  2  −  m  2  2  )    ︸       a 12        u 2  ,     



(21)






       z ˙   1  2  =    −    m 2  v  z  1  2   (  z  1  2  −  z  1  1  )     m  1  2  −  m  2  2    −    m 1  v  z  1  1   (  z  1  2  −  z  1  1  )     m  1  2  −  m  2  2     ︸       b 2                −   m 2   R (  m  1  2  −  m  2  2  )    ︸       a 21        u 1     +   m 1   R (  m  1  2  −  m  2  2  )    ︸       a 22        u 2  .     



(22)







The control law for asymptotic trajectory tracking is given by Equation (6), where   y  R   ( r )    represents the r-th derivative of the reference angular velocity for each wheel. The nonlinear functions denoted as    b 1   ( z )    and    b 2   ( z )    in (21) and (22) are uncertain and need to be estimated for the controller to compensate them. An RHONN is proposed to estimate these functions. The system takes the following form:


      z ˙   1  1     =     b 1   ( z )   ︷       e s t i m a t e d       +  a 11   ( z )   u 1  +  a 12   ( z )   u 2  ,        z ˙   1  2     =     b 2   ( z )   ︷       e s t i m a t e d       +  a 21   ( z )   u 1  +  a 22   ( z )   u 2  .     



(23)







In Equations (21) and (22), the terms   a 11  ,   a 12  ,   a 21  , and   a 22   do not depend on the states and are therefore constant. Additionally, note that these terms depend on the system parameters, but it is sufficient to know their signs and a nominal value. In actuality, there is no need to estimate them; it is sufficient for the controller to know their nominal value.



Hence, the matrix A takes the following constant form:


  A =      δ 1     −  δ 2        −  δ 3      δ 4      ,  



(24)




where all   δ i   are positive. Then, the following control law using the estimated parameters by RHONN is obtained:


   u 1  = −    δ 2   (   b 2  ^  −  ω  L d   ( r )   + e  ω L   k 2  )     δ 1   δ 4  −  δ 2   δ 3    −    δ 4   (   b 1  ^  −  ω  R d   ( r )   + e  ω R   k 1  )     δ 1   δ 4  −  δ 2   δ 3    ,  



(25)






   u 2  = −    δ 1   (   b 2  ^  −  ω  L d   ( r )   + e  ω L   k 2  )     δ 1   δ 4  −  δ 2   δ 3    −    δ 3   (   b 1  ^  −  ω  R d   ( r )   + e  ω R   k 1  )     δ 1   δ 4  −  δ 2   δ 3    ,  



(26)




where    e  ω L   =  ω L  −  ω  L d     and    e  ω R   =  ω R  −  ω  R d    . The previous process was only described for a single mobile agent; for the leader–follower system, it is necessary to duplicate the procedure for the follower agent.



By estimating the parameter b, we eliminate certain restrictions of the exact linearization method, such as the requirement of knowing the complete state. This estimation ensures robustness, in the sense that the RHONN will adapt the function if any parameter changes its value. Note that the function b contains the varying parameters and model functions, and to generate the control law, it is sufficient to estimate the dynamic behavior of the function b rather than each parameter of the model.



Using (11) to identify (20), the model to be implemented is as follows:


        z ^  ˙   1  1  = −  λ 1    z ^   1  1  +  w  1  T   ζ I   ( z , u )  ,          z ^  ˙   1  2  = −  λ 2    z ^   1  2  +  w  2  T   ζ I   ( z , u )  ,          z ^  ˙   2  1  = −  λ 3    z ^   2  1  +  w  3  T   ζ I   ( z , u )  ,          z ^  ˙   2  2  = −  λ 4    z ^   2  2  +  w  4  T   ζ I   ( z , u )  .     



(27)







Then, a four-state RHONN is proposed to identify the states of the transformed system (21) and (22) for both the leader robot (  z  1  1   and   z  1  2  ) and the follower robot (  z  2  1   and   z  2  2  ). The parameters   b 11   and   b 12   are derived from the difference between     z ^  ˙   1  1   and     z ^  ˙   2  1   (which completely estimates (21)) and the known input parameter elements which can be denoted as   A u  . This is


       b ^  1   ( z )  =    z ^  ˙   1  1  −  a 11   ( z )   u 1  −  a 12   ( z )   u 2  ,         b ^  2   ( z )  =    z ^  ˙   1  2  −  a 21   ( z )   u 1  −  a 22   ( z )   u 2  .     



(28)







Finally, the weight adaptation law applied for each state is given by (15).




3.2. Stability Analysis


From (27), the RHONN identifier for the unknown parameters, taking into account input control and modeling error, can be rewritten as


       z ^  ˙  = Λ  z ^   ( t )  + W ζ  ( z  ( t )  )  +  ν  e r    ( t )  ,     



(29)




where    ν  e r    ( t )  ∈  R n    is the modeling error, and   W ∈  R  n × L     is a matrix with values of the online estimated neural network weights, which minimizes    ν  e r    ( t )   .



We define trajectory tracking error and identification error, respectively, as


      z e   ( t )     =    z  ( t )  −  z r   ( t )  ,     



(30)






     e ( t )    =    z  ( t )  −  z ^   ( t )  .     



(31)







Assumption 1 [18]. For every    w  i j   ∈ W  , a bounded set, the system (29) is bounded for every bounded state   z ^  .



Assumption 2 [18]. There exist unknown constant weights    W ∗  ∈  L ∞    such that the plant (21) and (22) is described without modeling error, by the neural network of the form


      z ˙   ( t )  = Λ z  ( t )  +  W ∗  ζ  ( z  ( t )  )  .     



(32)







In (32), we consider    z ˙   ( t )  ≜   z ^  ˙   ( t )   . In order to analyze the error dynamics between the identified and the linearized system, we first obtain the identification error from (32) and (27) as in [14]


      e ˙   ( t )     =     z ˙   ( t )  −   z ^  ˙   ( t )        =    Λ e  ( t )  +  W ˜  ζ  ( z  ( t )  )  ,     



(33)




where    W ˜  =  W ∗  − W  .



As in [14], the weight adaptation law is selected as


     t r     W ˜  ˙  T   W ˜   = − γ e   ( t )  T   W ˜  ζ  ( z  ( t )  )  ,     



(34)




which can be written element by element as


       w ˙   i , j   = − γ e   ( t )  T   ζ j   ( z  ( t )  )         i = 1 , 2 , ⋯ , n  j = 1 , 2 , ⋯ , L .     



(35)







The adaptation law (35) guarantees that    e ˙   ( t )  → 0   as   t → ∞  , and also    W ˜   ( t )  → 0   as   t → ∞  .



On the other hand, we can write the expression for the derivative of the trajectory tracking error:


       z ˙  e   ( t )     =     z ˙   ( t )  −   z ˙  r   ( t )          Λ  z e   ( t )  +   W ˜  r  ζ  (  z e   ( t )  )  + u ,     



(36)




where     W ˜  r  =  W ∗  −  W r   . Now, we are prepared to demonstrate asymptotic stability.



Theorem 1. 

For the linearized parametric system (21) and (22) under Assumptions 1 and 2, using the online learning control laws (25) and (26) the tracking error (36) is asymptotically stable at    z e   ( t )  = 0  .





Proof. 

The trajectory tracking problem for (23) reduces to a stabilization problem for (36), where the dynamics of identification error are included. Note that   [  z e   ( t )  , e  ( t )  ,  W ˜  ] =  [ 0 , 0 , 0 ]    is an equilibrium point of the undisturbed autonomous system. For stability analysis, the candidate Lyapunov function is defined as


      V T  =  1 2   ∥   z e     ( t )  ∥  2  +  1 2    ∥ e  ( t )  ∥  2  +  1 2  t r  {   W ˜  T   W ˜  }  ,     



(37)




which fulfills the needed characteristics of radially unbounded and   V ( 0 ) = 0   of Barbashin–Krasovskii theorem [28], so that we demonstrate regulation for each of the three error dynamics (trajectory tracking error, identification error, and weight matrix error). The time derivative of (37) along the trajectories of (36) is


      V ˙  T    =     − λ ‖   z e     ( t )  ‖  2  +  z e    ( t )  T    W ˜  r  ζ  (  z e   ( t )  )  +  z e    ( t )  T  u         −   λ ‖ e  ( t )  ‖  2  + e   ( t )  T   W ˜  ζ  ( z  ( t )  )          + t r {    W ˜  ˙  T   W ˜  } .     



(38)







Then, we substitute the learning law (34) with   γ = 2   into (38) and make a change of variable from (31) to obtain


      V ˙  T    =     − λ ‖   z e     ( t )  ‖  2  +  z e    ( t )  T    W ˜  r  ζ  (  z e   ( t )  )  +  z e    ( t )  T  u         −   λ ‖ e  ( t )  ‖  2  + e   ( t )  T   W ˜  ζ  ( e  ( t )  +  z r   ( t )  )          − e   ( t )  T   W ˜  ζ  ( e  ( t )  +  z r   ( t )  )        =     − λ ‖   z e     ( t )  ‖  2  +  z e    ( t )  T    W ˜  r  ζ  (  z e   ( t )  )  +  z e    ( t )  T  u         −   λ ‖ e  ( t )  ‖  2  .     



(39)







Now, if we factorize the elements on the right-hand side of (39),


      V ˙  T    ≤    − λ [ ‖  z e   ( t )   ‖ 2  + ‖ e  ( t )   ‖ 2  ]         +  z e    ( t )  T   [   W ˜  r  ζ  (  z e   ( t )  )  + u ]  .     



(40)







If we prove that the right-hand side of (40) is negative,   V T   is decreasing and bounded from below by    V T   ( 0 )   . Thus, directly from Assumption 1, (25) and (26), one can conclude that    z e   ( t )  ,    w r    i j    ( t )  , u ∈  L 1   , where   L 1   is the space of Lebesgue integrable functions; this means that weights remain bounded. Now, let us consider that we select gains in (25) and (26), guaranteeing that    δ 1   δ 4  >  δ 2   δ 3    such that     W ˜  r  ζ  (  z e   ( t )  )  ≤ u  , then negative definiteness of    V ˙  T   is ensured. Thus, with the proposed control law, asymptotic stability for the error dynamics is proved by the Barbashin–Krasovskii theorem [28], ensuring the trajectory tracking to the reference signal for the linearized parametric system. □







4. Results


For simulation purposes, we consider a desired trajectory of a Lissajous curve in the plane, which needed to be parameterized into corresponding angular velocities   ω R   and   ω L   for both wheels using the kinematic model referenced in [27].



The trajectory was simulated for a time lapse of 60 s. For different periods, the model is under different disturbances and parametric variations. In between 10 and 20 s, the robot experiences an extra weight input, resulting in a 100% variation, as shown in Table 1 [29]. During the interval of 30 to 40 s, the system receives an external disturbance (a step of amplitude 7.5 rad/s) that accelerates only the right wheel.



In Figure 3, we can observe the desired velocities   w R   and   w L   in blue and red, respectively. Additionally, the velocities   w R   and   w L   of the leader are shown in yellow and purple, while those of the follower are represented by green and pale blue. Notice that both agents closely follow the desired velocity with minimal error. However, the error of the follower agent is slightly larger than that of the leader, as it relies on the angular velocities of the leader. It is noteworthy that even during periods of parameter variation and external disturbances, the tracking error remains small, indicating that the controllers effectively mitigate these disturbances.



The functions of significance are those outlined by   b ( z )  , as they encapsulate all uncertainties. Figure 4 displays the dynamic estimation of these uncertain functions,   b ( z )  , achieved through the proposed estimation method based on the RHONN.



In Figure 5, we present the two set of torques generated by the design controller. During the parameter variation interval, the control action increases as the motors required additional torque because of the mass increase. During the external disturbances period, the torque becomes more negative and exhibits greater amplitude, effectively compensating for the rising velocity.



In Figure 6, the states of the transformed system and the estimated corresponding states via the RHONN are presented; these estimated states are used to determine the estimates of the uncertain function   b ( z )  .



Figure 7 shows the trajectories in the Cartesian plane. It is noteworthy that the leader and follower start in different positions without running into any collision. Additionally, at 10 s, 20 s, and 40 s, discrepancies and perturbations in the systems are evident, as illustrated in Figure 5. It is important to stress that even in the presence of the disturbances, the mobile robots remain in the reference trajectory. This underscores the capability of the neuro-robust controllers to compensate for such disturbances, keeping the errors between the references and the output systems close to zero. It is crucial to mention that the controllers solely have access to velocity measurements; therefore, the controller is considered robust against external perturbations, parameter variations, and discrepancies of the model.




5. Discussion and Conclusions


In this contribution, a neuro-robust controller designed for controlling leader–follower mobile robots is proposed. This controller operates properly and shows satisfactory behavior in the presence of parameter variations and additional disturbances. Specifically, the leader tracks the reference trajectory while the follower accurately tracks the leader’s path, even in the presence of perturbations and parameter uncertainties. The main advantage of the proposed scheme lies in its ability to eliminate the necessity for complete knowledge of system parameters and the measurement of the entire state. This control consists of two parts: a linearizing controller based on a system diffeomorphic transformation and a neural network parameter estimation. The transformed system is such that the parameters are lumped into a single uncertain nonlinear function; this function is then estimated using an RHONN, eliminating the necessity of estimating each system parameter uncertainties and unmodeled dynamics separately. The estimates derived are integrated into the controller for compensation. Both the estimator and the controller only require measurements of the output and an estimate or nominal value of the parameters. The asymptotic tracking of the reference trajectory is demonstrated utilizing the Lyapunov method. The results are validated via numerical simulation. Furthermore, this same methodology can be applied to diverse systems and extended to trajectory tracking using position measurements, not limited to velocity measurements.
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