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Abstract

:

Retinal vessel segmentation is critical for diagnosing related diseases in the medical field. However, the complex structure and variable size and shape of retinal vessels make segmentation challenging. To enhance feature extraction capabilities in existing algorithms, we propose PAM-UNet, a U-shaped network architecture incorporating a novel Plenary Attention Mechanism (PAM). In the BottleNeck stage of the network, PAM identifies key channels and embeds positional information, allowing spatial features within significant channels to receive more focus. We also propose a new regularization method, DropBlock_Diagonal, which discards diagonal regions of the feature map to prevent overfitting and enhance vessel feature learning. Within the decoder stage of the network, features from each stage are merged to enhance the segmentation accuracy of the final vessel. Experimental validation on two retinal image datasets, DRIVE and CHASE_DB1, shows that PAM-UNet achieves 97.15%, 83.16%, 98.45%, 83.15%, 98.66% and 97.64%, 85.82%, 98.46%, 82.56%, 98.95% on Acc, Se, Sp, F1, AUC, respectively, outperforming UNet and most other retinal vessel segmentation algorithms.
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1. Introduction


Retinal vessels contain much biological information and are the only clear blood vessels in the body that can be visualized by non-invasive means. Retinal vessel segmentation can be used to characterize the morphology of retinal vessels, such as length, width, branches pattern and angle. Current medical research suggests that retinal vasculopathy may precede cardiovascular diseases, such as hypertension, coronary artery disease, and diabetes, and that retinal vessel segmentation can be used as a basis for diagnosing related diseases [1,2,3,4,5]. However, the complex distribution and trend of blood vessels in the retina, the large variation in size and the interference of lesions, as well as the low illumination and imaging resolution of fundus cameras, make it difficult to completely segment retinal vessels [6]. Therefore, retinal vessel image segmentation has been a hot and difficult issue in the field of retinal image analysis.



In recent years, deep learning has proved to be powerful in the field of image segmentation [7,8,9,10]. Researchers have proposed many neural networks for vessel segmentation and achieved good segmentation results. In 2015, Long et al. proposed semantic segmentation using full convolutional neural networks [11] for the first time, based on which a variety of different semantic segmentation networks have emerged [12]. Among them, the UNet [13] (U-shaped Convolutional Network) network model has gradually become the focus of the medical image segmentation field because of its good segmentation performance, after which many improved network models based on UNet have appeared. In 2018, Alom et al. utilized the power of UNet, residual networks, and RCNN [14] (recurrent convolutional neural network) to propose RU-Net and R2U-Net [15]. In 2019, Gu et al. proposed the CE-net [16] model by replacing the traditional UNet encoding and decoding blocks with pre-trained ResNet-34 [17] blocks, while applying dense atrous convolution and residual multi-kernel pooling to the bottleneck of the network, which achieved good results in retinal vessel segmentation. In 2020, Sinha et al. [18] extracted the global context information through ResNet blocks in the encoding phase, and the feature maps obtained by guiding the attention modules (spatial self-attention and channel self-attention) in the decoding phase were used as the final segmentation results. In the same year, Li et al. proposed IterNet [19], which makes retinal vessel segmentation more coherent through UNet and several mini-UNets, and is connected by dense jumps [20] to prevent overfitting. In 2021, Wu et al. proposed SCS-net [21], which replaces the traditional four-fold downsampling with three-fold downsampling. SCS-net employs scale-aware feature fusion through 3 × 3 convolutions with different strides at the bottleneck, incorporates attention mechanisms during skip connections, and applies semantic supervision by decoding feature maps at different stages during the final output. SCS-net has achieved outstanding results on common retinal vessel datasets. In 2022, a novel full-resolution network (FR-UNet) [22] was proposed, which horizontally and vertically expands through a multi-resolution convolution interaction mechanism to address the issue of spatial information loss in traditional U-shaped segmentation networks. The feature aggregation module in FR-UNet integrates multi-scale feature maps from adjacent stages to supplement high-level contextual information. Modified residual blocks continuously learn multi-resolution representations to obtain pixel-level accuracy prediction maps. In 2022, Liu et al. proposed ResDO-UNet [23]. ResDO-UNet introduces the residual DO-conv [24] (ResDO-conv) network as a backbone network. ResDO-UNet proposes a Fusion Pooling Block (PFB) for non-linear fusion pooling during pooling operations. Additionally, it introduces an Attention Fusion Block (AFB) for multi-scale feature representation during skip connections. In 2023, Wei et al. proposed OCE-Net [25]. OCE-Net is able to capture both orientation information and contextual information of vessels and fuses these two types of information together to improve the accuracy of segmentation. Also in 2023, Khan et al. proposed a Multi-resolution Contextual Network (MRC-Net) [26] for retinal vessel segmentation that addresses these issues by extracting multi-scale features to learn contextual dependencies between semantically different features and using bi-directional recurrent learning to model former–latter and latter–former dependencies. Another key idea is training in adversarial settings for foreground segmentation improvement through optimization of the region-based scores. This novel strategy boosts the performance of the segmentation network in terms of the Dice score and corresponding Jaccard index while keeping the number of trainable parameters comparatively low. In 2024, He et al. proposed MU-Net [27]. MU-Net employs a multi-scale residual convolution module (MRCM) to extract image features with different granularities and improves the feature utilization efficiency and reduces information loss through residual learning. Selective kernel units (SKUs) are introduced in jump connections to obtain multi-scale features through soft attention. A Residual Attention Module (RAM) is constructed in the decoder stage to further extract vascular features and improve processing speed. In the same year, Tan et al. proposed Anisotropic Perceptive Convolution (APC) and an Anisotropic Enhancement Module (AEM) to model visual cortex cells and their orientation selection mechanism, along with a novel network named W-shaped Deep Matched Filtering (WS-DMF) [28]. This network features a W-shaped framework, with DMF based on a multilayer aggregation of APC designed to enhance vascular features and inhibit pathological features. AEMs are embedded into DMF to improve the orientation and position information of high-dimensional features. Furthermore, to enhance APC’s ability to perceive linear textures, such as blood vessels, an Orientation Anisotropic Loss (OAL) is introduced. In 2024, Ding et al. proposed RCAR-UNet [29], a retinal vessel segmentation network algorithm that employs a novel rough channel attention mechanism. This method integrates deep neural networks to learn complex features and rough sets to handle uncertainty, designing rough neurons. A rough channel attention mechanism module is constructed based on these rough neurons and embedded in UNet skip connections to integrate high-level and low-level features. Additionally, residual connections are added to transmit low-level features to high-level, enhancing network feature extraction and aiding in gradient back-propagation during model training. Also in 2024, Liu et al. proposed a multi-scale feature fusion segmentation network called IMFF-Net [30], which is based on a four-layer U-shaped architecture. It enhances the utilization of both high-level and low-level features through multi-scale feature fusion to improve segmentation performance.



However, existing algorithms suffer from insufficient feature extraction capabilities, leading to difficulties in learning and focusing on different shapes and sizes of vessel structures. Meanwhile, the traditional Dropout [31] regularization method [32] is not suitable for convolutional operation. A U-shaped network (PAM-UNet) based on PAM is proposed to address the above problems. This network has the following features:



(1) Proposes a plenary attention mechanism to enable the network to better learn and pay more attention to blood vessel structures of different shapes and sizes.



(2) Proposes use of DropBlock_Diagonal based on DropBlock, which is more suitable for retinal vessel datasets. Furthermore, it adds DropBlock_Diagonal to the traditional convolutional block to prevent the network from overfitting.



(3) Merges the feature maps containing vessel details at different scales obtained from each stage of the decoder to further improve the final vessel segmentation results.



The remaining sections of this paper are organized as follows: Section 2 gives a detailed description of the proposed PAM-UNet. In Section 3, two publicly available datasets and experimental details are presented. In Section 4, we demonstrate the experimental results and analyze the performance of the PAM-UNet in vessel segmentation. Finally, the conclusions of this paper and the future outlook are presented in Section 5.




2. Methods


To achieve automatic segmentation of retinal vessels, we propose a novel model called PAM-UNet. This section offers a detailed description of the PAM-UNet model and each of its designed modules.



2.1. Overall Network Architecture


PAM-UNet uses a network architecture of encoder and decoder, as shown in Figure 1. First, the original color fundus image is preprocessed and cropped to a suitable size for input to the network. In order to preserve more high-level semantic information and prevent the network from overfitting, PAM-UNet adds DropBlock_Diagonal to all the convolutional blocks except BottleNeck (n.b., DropBlock_Diagonal convolution block is abbreviated as Diag_Conv in the following). In the encoding stage, two Diag_Conv blocks are passed through(2*Diag_Conv means two Diag_Conv are used), followed by Max-Pooling with a step size of 2 × 2 to reduce the feature map size to half of its original size. The above operation is repeated three times and the final feature map size obtained in the encoding stage is one eighth of the original map size. Contrary to references [33,34,35], the plenary attention mechanism is not within the skip connections, but instead is at the bottleneck of the network. The spatial features in the meaningful channels are paid attention to by the PAM in the BottleNeck block of the network. In the decoding stage, the feature map is enlarged to twice its original size by two Diag_Conv, bilinear interpolation upsampling steps. The above operation is repeated three times to restore the feature map to the original image size. At the same time, in order to preserve more contextual information to enhance the vessel segmentation effect, the feature maps obtained from each stage of the decoder are merged. A convolution operation is performed on the low-dimensional feature maps obtained from each stage of the decoder to match the number of channels with the last stage of the decoder. Then, using bilinear interpolation, these are upsampled to match the resolution with the last stage of the decoder. The resulting feature maps obtained are added through convolution and upsampling to obtain the final feature map. Finally, a 1 × 1 convolution operation is used to obtain the segmentation result.




2.2. Plenary Attention Mechanism


In order to better learn and attend to vessel structures of different shapes and sizes, we propose a novel method called the Plenary Attention Mechanism (PAM). The design of PAM is inspired by existing attention mechanisms, such as Squeeze-and-Excitation (SE) [36] and Coordinate Attention (CA) [37].



The plenary attention mechanism first focuses on those meaningful channels of the feature map, and then focuses on the meaningful information on those meaningful channels along the X- and Y-directions of the feature map. This operation is exactly the same as the method of reading in real life—finding the important pages first, and then reading these important pages in detail.



The PAM can be divided into two parts: channel attention and positional embedding. In convolutional networks, many channels are redundant, and highlighting meaningful channels enables the network to capture more important feature information. However, using only channel attention may overlook positional information. After applying channel attention to the feature maps, average-pooling is performed along the X- and Y-directions of the feature maps separately. The resulting feature maps are then fed through a shared MLP (multi-layer perceptron) [38] for learning. This process helps preserve accurate spatial positional information in one direction, aiding the network in more accurately localizing the target of interest. A schematic of the plenary attention mechanism is shown in Figure 2.



In implementing channel attention, the input feature map F is first passed through a global average-pooling operation to generate   F  a v g    (C × 1 × 1). Then,   F  a v g    is passed through an MLP containing a hidden layer. To reduce the computational cost, the number of channels will be compressed to C/r in the hidden layer, with r being the reduction rate. Finally, the channel weights are obtained by sigmoiding the feature vectors through the MLP. The obtained weights are multiplied with F to obtain   F c  .   F c   will highlight important channels. In summary, the channel attention is calculated as in Equation (1).


   F c  = σ  ( M L P  ( A v g P o o l  ( F )  )  )  · F = σ  (  W 1   (  W 0   (  F  a v g   )  )  )  · F  



(1)




Here,  σ  is the sigmoid function with    W 0  ∈  R   C r  × C    ,    W 1  ∈  R  C ×  C r     . · stands for element-by-element multiplication.



To implement positional embedding, average-pooling is performed along the X-, Y-direction of   F c   to obtain   F x   and   F y  . Then,   F x   and   F y   are passed through a shared MLP containing a hidden layer. The reduction rate of MLP is the same as that in channel attention. Finally the feature vectors from the MLP are sigmoided to obtain the weights in the X-, Y-direction. The obtained weights are multiplied with F to obtain   F ′  .   F ′   not only highlights the important channels but also adds the position information. The positional embedding is calculated in Equation (2).


     F ′     = σ  ( M L P  (  X  A v g P o o l    (  F c  )  )  )  · σ  ( M L P  (  Y  A v g P o o l    (  F c  )  )  )  · F          = σ  (  W 2   (  W 3   (  F x  )  )  )  · σ  (  W 2   (  W 3   (  F y  )  )  )  · F     



(2)




Here,  σ  is the sigmoid function with    W 2  ∈  R   C r  × C    ,    W 3  ∈  R  C ×  C r     . · stands for element-by-element multiplication.




2.3. DropBlock_Diagonal


The regularization method Dropout randomly discards some activation units during network training and is not applicable to convolutional layers containing spatial correlations. In 2018, Ghiasi et al. proposed DropBlock [39], which was designed and tested with a shared DropBlock mask across different channels. DropBlock discards some contiguous regions of the feature map to lose some semantic information (non-vascular or vascular regions) and uses the remaining activation units to learn the features of the input image, as shown in Figure 3. DropBlock controls the number of activation units to be dropped through  γ , which is calculated as shown in Equation (3).


  γ =   ( 1 − k e e p _ p r o b ) × ( w × h )   b l o c k _ s i z  e 2  ×  ( w − b l o c k _ s i z e + 1 )  ×  ( h − b l o c k _ s z i e + 1 )     



(3)




where   b l o c k _ s i z e   denotes the size of the discarded block,   k e e p _ p r o b   denotes the probability of retaining the activation unit, w denotes the width of the feature map, and h denotes the height of the feature map.



Figure 3b shows the effect of Dropout, where the activation units are randomly discarded. This method does not effectively remove semantic information (vessel or non-vessel regions) because nearby activation units contain redundant information. In contrast, Figure 3c illustrates the effect of DropBlock, where consecutive regions are discarded. This approach effectively removes specific semantic information, thereby forcing the remaining activation units to learn and represent the features of the fundus image more accurately.



By observing the characteristics of retinal vessel data, it is evident that vascular direction is often intricate and tends to be angled. Therefore, by discarding the diagonal of the relevant region, the network is enabled to better learn vascular information. So, we propose DropBlock_Diagonal based on DropBlock. DropBlock_Diagonal controls the diagonal length using   d i a g _ l  ,   d i a g _ t y p e   to control whether it is the primary diagonal or the secondary diagonal, and   n u m _ d i a g   to control the diagonal width. The specific implementation steps are shown in Algorithm 1. Similar to DropBlock, DropBlock_Diagonal also controls the number of dropped activation units using  γ , calculated according to the formula shown in Equation (4). In DropBlock, the area of the discarded region is represented by   b l o c k _ s i z  e 2   . Following a similar approach, in DropBlock_Diagonal, we denote the area of the discarded region by    2  d i a g _ l + 2  2   (  ∑  i = 1   n u m _ d i a g    ( d i a g _ l − i )  )   . Similar to   b l o c k _ s i z  e 2   ,    2  d i a g _ l + 2  2   (  ∑  i = 1   n u m _ d i a g    ( d i a g _ l − i )  )    denotes the number of pixel points in the discarded region. A DropBlock_Diagonal illustration is shown in Figure 4.


  γ =   ( 1 − k e e p _ p r o b ) × ( w × h )    2  d i a g _ l + 2  2   (  ∑  i = 1   n u m _ d i a g    ( d i a g _ l − i )  )  ×  ( w − d i a g _ l + 1 )  ×  ( h − d i a g _ l + 1 )     



(4)




where   k e e p _ p r o b   denotes the probability of keeping the activation unit, w denotes the width of the feature map, and h denotes the height of the feature map.






	Algorithm 1: DropBlock_Diagonal



	
	1:

	
Input: a layer output (A),   d i a g _ l  ,  γ ,   m o d e  ,   d i a g _ t y p e  ,   n u m _ d i a g  




	2:

	
if   m o d e   ==   I n f e r e n c e   then




	3:

	
   return A




	4:

	
end if




	5:

	
Random sampling of M, M:   M  i , j   ∼ Bernoulli( γ )




	6:

	
For each zero   M  i , j   , generate diag_mask centered on   M  i , j   . Generate diag_mask based on   d i a g _ l  ,   d i a g _ t y p e  ,   n u m _ d i a g  , and make C copies of it so that it is the same as the number of A channels.




	7:

	
Apply mask: A =   A × M  




	8:

	
Regularize the feature map: A =   A × c o u n t ( M )  /  c o u n t _ o n e s ( M )  














In order to prevent the network from overfitting, DropBlock_Diagonal is added to the convolutional block. The convolutional block is illustrated in Figure 5a. DropBlock_Diagonal is specifically added at the location, after the convolutional layer and before BN [40] and Relu [41], as shown in Figure 5b (here, Drop_Diag stands for DropBlock_Diagonal).




2.4. Multi-Scale Feature Merging Module


In order to retain more detailed information about the vessels to improve the final vessel segmentation results, the Multi-scale Feature Merging Module (MFMM) is introduced. The MFMM merges the feature maps obtained at each stage of the decoder so that the final feature maps contain more information about the blood vessels, which, in turn, improves the final blood vessel segmentation accuracy and effectiveness. The MFMM realization step is shown in Equations (5) and (6). In this module, the feature maps of each scale are denoted as   F x  , and x denotes each stage of the decoder. The feature maps at each stage of the decoder have different resolutions and channel numbers. Firstly, it is ensured that the feature maps obtained from each stage have the same number of channels by using a 1 × 1 convolutional layer. Then, using bilinear interpolation, they are upsampled to obtain feature maps with the same resolution, denoted as   F x ′  . Next, the obtained feature maps are added together to form the final feature map,   F  f i n a l   . Finally, a 1 × 1 convolutional layer is used to obtain the final segmentation result, as illustrated in Figure 1.


   F x ′  = U P  ( 1 × 1 C o n v  (  F x  )  )   x = 1 , 2 , 3  



(5)






   F  f i n a l   =  F 1 ′  +  F 2 ′  +  F 3 ′   



(6)







Here,   1 × 1 C o n v ( )   denotes the 1 × 1 convolution operation,   U P   denotes bilinear interpolation upsampling, and + denotes summation by channel.




2.5. Loss Function


For vessel segmentation, both the precision and the recall of the segmentation need to be taken into account [42].



Dice Loss can more accurately measure the similarity between predicted results and the ground truth, allowing the model to pay more attention to the coverage of the vascular region during the training process, thus increasing the recall of the segmentation. However, Dice Loss only considers the similarity between the predicted results and the ground truth, and there is no penalty mechanism for misclassification to fully optimize the accuracy of the model.



Binary Cross-Entropy (BCE) Loss is primarily used for binary classification tasks. It enables training of classifiers by computing the difference between the predicted results and the ground truth, exhibiting excellent performance in penalizing classification errors. However, for the retinal vessel segmentation task, the vessel region tends to occupy a smaller proportion of the whole image, and the model may tend to predict more vessel as background. To minimize the effect of category imbalance, category weights are introduced to adjust the loss function. The weights are adjusted to control the contribution of positive samples to the loss function, so that the model can better focus on vessel information.



PAM-UNet uses Dice Loss and BCE Loss in combination to fully utilize their respective advantages, thus improving the model performance. Dice Loss, BCE Loss, and the final joint loss function are shown in Equations (7)–(9).


   L  D i c e   = 1 −   2  ∑      i = 1      N   y i   p i     ∑      i = 1      N   y i  +  ∑      i = 1      N   p i     



(7)






   L  B C E   = −  1 N   ∑  i = 1  N   [  w i   y i  log  (  p i  )  +  ( 1 −  y i  )  log  ( 1 −  p i  )  ]   



(8)






  L o s s =   L  D i c e   +  L  B C E     



(9)




where N is the number of pixel points,   y i   is the true category,   p i   is the predicted category, and   w i   is the positive sample weight.





3. Experiments


3.1. Experimental Platform and Training Parameter Settings


The operating system is Ubuntu (v. 22.04), The GPU is NVIDIA RTX 4080 with 16 GB of memory (NVIDIA, Santa Clara, CA, USA). The programming language is Python 3.8, using the PyTorch deep learning framework. RMSprop [43] is chosen as the optimizer for training the model, with a momentum of 0.9 and weight decay of 0. The model is trained for 400 epochs, with an initial learning rate of 0.00001 and a batch size of 2.




3.2. Datasets


In this section, experiments undertaken on two datasets, DRIVE [44] and CHASE_DB1 [45], are reported to verify the effectiveness of PAM-UNet. The DRIVE public dataset consists of a total of 40 color fundus images with a resolution of 584 × 565, where binary mask and GT labels are provided for each image. Each fundus image corresponds to two images manually segmented by an expert. The annotation of the first expert is selected as the GT label for network training, and the first 20 images are used for training and the remaining 20 images are used for testing. The CHASE_DB1 public dataset contains 28 color fundus images with a resolution of 999 × 960. Similarly, each color fundus image has an expert segmentation result corresponding to it, and the annotation of the first expert is selected as the GT label. In this paper, the dataset is divided into 20 training images and 8 test images. DRIVE and CHASE_DB1 details are shown in Table 1.



Since fundus images constitute small-sample data, data augmentation [46] is necessary during the training process, including random scaling, random horizontal flipping, vertical rotation, and random cropping. Simultaneously, the training images are converted to grayscale, followed by adaptive histogram equalization to enhance the contrast between vessels and background while suppressing noise. Additionally, local adaptive gamma correction [47] is applied to correct retinal images, mitigating uneven illumination and central line reflection phenomena. The preprocessed images are shown in Figure 6.



The image size of each dataset varies and is cropped at the time of input to the network for training when the image in DRIVE is cropped to 480 × 480 and the image in CHASE_DB1 is cropped to 800 × 800.




3.3. Evaluation Metrics


To evaluate the performance of PAM-UNet, we selected Accuracy (Acc), Specificity (Sp), Sensitivity (Se), F1-score and AUC as evaluation metrics. The formulas for these metrics are shown in Equations (10)–(13).


  A c c =   T P + T N   T P + T N + F P + F N    



(10)






  S e =   T P   T P + F N    



(11)






  S p =   T N   T N + F P    



(12)






  F 1 =   2 T P   2 T P + F N + F P    



(13)




where TP represents the number of pixels correctly classified as vessels, TN represents the number of pixels correctly classified as background, FP represents the number of pixels incorrectly classified as background, and FN represents the number of pixels incorrectly classified as vessels. Acc represents the proportion of correctly labeled vessel and background pixels out of the total pixels in the entire image. Sp represents the proportion of pixels correctly predicted as vessels among all pixels that are actually vessels. Se represents the proportion of pixels correctly predicted as background among all pixels that are actually background. F1 can be used to evaluate a classifier in a more comprehensive way. The larger F1 is, the higher the quality of the model is. In addition, AUC reflects the relationship between Se and Sp and is used to characterize the predictive accuracy of vessels segmentation results.





4. Results


In this section, we systematically analyze the performance of PAM-UNet in the following aspects: First, we show the relevant hyperparameter settings, for example, reduction rate (r), shape of DropBlock_Diagonal. Second, we compare PAM-UNet with some other vessel segmentation methods proposed in recent years to verify the excellent performance of the model. Then, we report ablation experiments on the DRIVE dataset to demonstrate the effectiveness of the designed module.



4.1. Reduction Rate in PAM


Table 2 illustrates the impact of different reduction rates on PAM. The experiment incorporates PAM into the BottleNeck. When r = 8, the network pays more attention to vascular information, with the highest Se index reaching 82.69%. When r = 32, the network achieves optimal performance in terms of Acc, Sp, and F1, reaching 97.14%, 98.53%, and 82.93%, respectively. To further demonstrate the effectiveness of PAM, Figure 7 presents segmentation results of the network integrating PAM with different reduction rates. The red boxes indicate some parts where the segmentation results of PAM-UNet are better. The red box in the bottom right corner of the figure indicates the enlarged segmentation detail. TP pixels are marked in white, FP pixels in green, and FN pixels in red. Both FP and FN pixels represent misclassified pixels. Observing the first row of segmentation results, it is evident that when r = 32, the network can better handle complex vascular trends. The second row indicates that the introduction of PAM alleviates vascular discontinuity to varying degrees, with the best results achieved when r = 32. The third row demonstrates that when r = 32, the network can more accurately segment fine blood vessels. In this paper, PAM selects r = 32 as the reduction ratio.




4.2. The Location of DropBlock_Diagonal


Through experiments, it was found that the location of DropBlock_Diagonal affects the segmentation performance of the model. Experimenting on the DRIVE dataset, we investigate the impact of DropBlock_Diagonal’s location on the segmentation performance of the model. For different DropBlock_Diagonal location, the influence of   k e e p _ p r o b   on network performance (i.e., F1) is illustrated in Figure 8. Dropdiag_All replaces all traditional convolution blocks with structured DropBlock_Diagonal convolution blocks. Dropdiag_NoBottleneck replaces all traditional convolution blocks except for BottleNeck with structured DropBlock_Diagonal convolution blocks. Dropdiag_NoInconv replaces all traditional convolution blocks except for the first stage of the encoding phase with structured DropBlock_Diagonal convolution blocks. Dropdiag_NoInconv_NoBottleneck replaces all traditional convolution blocks except for the first stage of the encoding phase and BottleNeck with structured DropBlock_Diagonal convolution blocks. “Dropout” indicates the addition of dropout to all traditional convolution blocks.



From Figure 8, it can be observed that Dropdiag_All and Dropdiag_NoBottleneck achieve the best performance, both outperforming the network with dropout. In order to preserve more high-level semantic information, this paper selects Dropdiag_NoBottleNeck as the backbone of the network.




4.3. Shape of DropBlock_Diagonal


In this section, we demonstrate the effectiveness of DropBlock_Diagonal through extensive experiments. Figure 9a shows the change in accuracy as   k e e p _ p r o b   increases when different shapes of DropBlock_Diagonal are added to the network. Figure 9b shows the change in F1 as   k e e p _ p r o b   increases when different shapes of DropBlock_Diagonal are added to the network.



Here, Dxy represents DropBlock_Diagonal, where x represents the value of   d i a g _ l  , and y represents the value of   n u m _ d i a g  . From Figure 9a, it can be observed that the network segmentation accuracy is generally higher when   k e e p _ p r o b   is between 0.94 and 0.99. From Figure 9b, it can be seen that the network’s F1 is generally higher when   k e e p _ p r o b   is between 0.91 and 0.96. Considering both Acc and F1, the network performs best when   k e e p _ p r o b   is set to 0.94–0.96. In this study, D70 is selected as the DropBlock_Diagonal shape for the DRIVE dataset with   k e e p _ p r o b   set to 0.96, and for the CHASE_DB1 dataset with   k e e p _ p r o b   set to 0.94. When the network incorporates D70, the model loss changes as shown in Table 3. After the addition of D70, Train_Loss increases while Val_Loss decreases, indicating that the inclusion of D70 improves the network’s overfitting situation.



It is also observed that the network’s performance is generally better than when the network does not include DropBlock_Diagonal (when   k e e p _ p r o b   = 1). DropBlock_Diagonal, by setting its dropout regions to diagonals of different widths, can make the network more sensitive to vessel information and better learn vessel features.




4.4. Vessel Segmentation Results


To fully demonstrate the segmentation performance of PAM-UNet, Figure 10 and Figure 11 display the segmentation results of PAM-UNet on the DRIVE and CHASE_DB1 datasets, respectively. The red boxes indicate some parts where the segmentation results of PAM-UNet are better. TP pixels are marked in white, FP pixels in green, and FN pixels in red. Both FP and FN pixels represent misclassified pixels. In Figure 10, the first row is the original color fundus image of the input model, the second row is the GT label, the third row is the graph of the result of the comparison between UNet and GT label, and the fourth row is the graph of the segmentation result of PAM-UNet compared with the GT label. As can be seen from Figure 10 and Figure 11, the segmentation results of PAM-UNet are more accurate (fewer red and green pixels).



In order to fully validate the segmentation performance of PAM-UNet, Figure 12 and Figure 13 show the segmentation results of vessel details after zooming. TP pixels are marked in white, FP pixels in green, and FN pixels in red. Both FP and FN pixels represent misclassified pixels. In the Figure 12, the first row is the localization of the fundus image, the second row is the GT label, the third row is the UNet segmentation result compared with the GT label, and the fourth column is the PAM-UNet segmentation result compared with the GT label. Figure 12 shows the segmentation details of the DRIVE dataset. The first column of the segmentation results in Figure 12 shows that PAM-UNet can clearly distinguish the blood vessels from the background under low contrast. From the segmentation results in the second and third columns, it can be seen that in the unevenly illuminated optic disk region, artifacts can interfere, causing misclassification of the background and blood vessels, but PAM-UNet is able to reduce the influence of artifacts. Figure 13 shows the segmentation details of the CHASE_DB1 dataset. As can be seen from the first column of Figure 13, PAM-UNet is better able to deal with low contrast and complex vessels alignment. As shown in the second, third, and fourth columns of Figure 13, UNet is susceptible to artifacts in the unevenly illuminated optic disc and macular region, resulting in severe vessel breakage, while PAM-UNet can reduce the effects of artifacts and other problems, resulting in more consistent and accurate vessel segmentation. As can be seen in the fifth column of Figure 13, PAM-UNet is able to better handle the situation of low contrast and small vessels. As shown in the sixth column of Figure 13, PAM-UNet can segment the bifurcation details at the end of the vessels which cannot be detected by UNet, and improves the phenomenon of fine vessel breakage.




4.5. Comparison with the Existing Methods


To further validate the performance of PAM-UNet, this paper compares the proposed segmentation algorithm with several typical algorithms. The comparison results are shown in Table 4 and Table 5. From Table 4, it can be seen that on the DRIVE dataset, PAM-UNet achieves evaluation results of 97.15% for Acc, 83.16% for Se, 98.45% for Sp, 83.15% for F1, and 98.66% for AUC, which are significantly better than for other models. As shown in Table 5, on the CHASE_DB1 dataset, PAM-UNet achieves evaluation results of 97.64% for Acc, 85.82% for Se, 98.46% for Sp, 82.56% for F1, and 98.95% for AUC, with the Sp result being only 0.03% lower than the optimal result. PAM-UNet achieves the best results in terms of Acc, Se, F1, and AUC on both datasets, demonstrating the effectiveness of the model.




4.6. Ablation Analysis


Use of PAM-UNet demonstrates that PAM, DropBlock_Diagonal, and MFMM can enhance the segmentation performance of the algorithm to some extent based on ablation experiments conducted on the DRIVE dataset. To ensure the fairness of the experiments, all comparison methods employ the same training strategy and hyperparameter settings. Table 6 presents the results of the ablation experiments.



As shown in Table 6, when PAM is added to the BottleNeck of the network, F1 increases by 0.06%. This indicates that the addition of PAM allows the network to better learn and focus on vascular structures of different shapes and sizes. When DropBlock_Diagonal is added to the network, F1 increases by 0.14% and AUC by 0.03%. This indicates that the inclusion of DropBlock_Diagonal enables the network to better learn vascular features. At this point, the parameters and FLOPs of the network remain unchanged, as DropBlock_Diagonal only functions during model training. When MFMM is added to the model, F1 increases by 0.01% and AUC by 0.03%. This indicates that merging feature maps at each stage of the decoder improves the model’s quality and segmentation capability. When both PAM and DropBlock_Diagonal are added to the model, F1 increases by 0.18% and AUC by 0.04%. This demonstrates that the combination of PAM and DropBlock_Diagonal is superior to adding PAM or DropBlock_Diagonal individually, further proving the effectiveness of PAM and DropBlock_Diagonal. When both DropBlock_Diagonal and MFMM are added to the model, F1 increases by 0.15% and AUC by 0.06%. This shows that the combination of DropBlock_Diagonal and MFMM is superior to adding DropBlock_Diagonal or MFMM individually, further proving the effectiveness of DropBlock_Diagonal and MFMM. When both PAM and MFMM are added to the model, F1 increases by 0.07% and AUC by 0.04%. This shows that the combination of PAM and MFMM is superior to adding PAM or MFMM individually, further proving the effectiveness of PAM and MFMM. When PAM, DropBlock_Diagonal, and MFMM are added to the model, F1 and AUC reach their optimal values of 83.15% and 98.66%, respectively.



Ablation experiments on the DRIVE dataset indicate that the designed modules each improve the network’s segmentation performance to varying degrees. PAM-UNet only increases the parameters by 0.02 M and the FLOPs by 0.03 G. However, it improves F1 by 0.28% and AUC by 0.1%. PAM-UNet achieves significant improvements in F1 and AUC at the cost of only a small increase in parameters and FLOPs. Specifically, PAM-UNet achieves 83.15% in F1, 98.66% in AUC, 4.30 M in parameters, and 154.36 G in FLOPs.





5. Conclusions


PAM-UNet is optimized in three main ways. By incorporating the Plenary Attention Mechanism (PAM) in the network’s BottleNeck block, our method is able to find key channels and embed positional information, enabling full-dimensional attention across the X-, Y-, and C-directions of the feature maps. This results in more precise and detailed feature extraction, which is particularly important for complex structures like retinal vessels. Our proposed DropBlock_Diagonal method, which is specifically tailored for retinal vessel datasets, is added to the traditional convolutional blocks. This helps to prevent overfitting by discarding contiguous regions of activation units, forcing the network to learn more robust features. This is especially beneficial in medical image segmentation, where datasets are often limited in size. The integration of feature maps at each decoder stage in the final output ensures that vessel details are preserved, leading to improved segmentation accuracy. Our experiments demonstrate that PAM-UNet achieves better segmentation results on the DRIVE and CHASE_DB1 datasets compared to most other algorithms, indicating its effectiveness and robustness. Through extensive testing, we observed that PAM-UNet performs well even in challenging scenarios with low contrast and severe lesions. This highlights the model’s ability to handle complex cases effectively, making it a valuable tool in medical image analysis. While our current focus has been on retinal vessel segmentation, the architecture and mechanisms we propose have potential applications in other medical fields. We plan to explore these possibilities in our future work.
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Figure 1. PAM-UNet network architecture diagram. 
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Figure 2. Plenary attention mechanism. 






Figure 2. Plenary attention mechanism.



[image: Applsci 14 05382 g002]







[image: Applsci 14 05382 g003] 





Figure 3. DropBlockschematic diagram. (a) represents a color fundus image (local) inputted into the network. In (b,c) light blue regions represent activated units containing vessel semantic information, while white regions represent activated units containing background semantic information. Each cell represents a pixel. These crosses represent discarded activation units. 
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Figure 4. DropBlock_Diagonal schematic diagram. (a) represents a color fundus image (local) inputted into the network. (b) shows the effect of Dropout, where the activation units are randomly discarded. Figure (c) illustrates the schematic when   d i a g _ l   = 5,   d i a g _ t y p e   = “primary”,   n u m _ d i a g   = 1 for DropBlock_Diagonal and Figure (d) illustrates the schematic when   d i a g _ l   = 5,   d i a g _ t y p e   = “secondary”,   n u m _ d i a g   = 1. 
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Figure 5. DropBlock_Diagonal placement. The convolutional block is illustrated in (a), DropBlock_Diagonal is specifically added at the location, after the convolutional layer and before BN [40] and Relu [41], as shown in (b) (here, Drop_Diag stands for DropBlock_Diagonal). 
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Figure 6. Image preprocessing. 
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Figure 7. Segmentation results of PAM with different reduction rate (r). 
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Figure 8. DropBlock_Diagonal location discussion. 
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Figure 9. DropBlock_Diagonal shape discussion. 
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Figure 10. DRIVE dataset segmentation results. 
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Figure 11. CHASE_DB1 dataset segmentation results. 
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Figure 12. DRIVE dataset segmentation details. 
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Figure 13. CHASE_DB1 dataset segmentation details. 
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Table 1. Detailed dataset information.
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	Dataset
	Image Size
	Number of Images
	Mask
	Training/Testing





	DRIVE
	584 × 565
	40
	✓
	20/20



	CHASE_DB1
	999 × 960
	28
	✓
	20/8










 





Table 2. Impact of different reduction rates on network models.
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	Model
	Acc/%
	Se/%
	Sp/%
	F1/%





	r = 8
	97.12
	82.69
	98.46
	82.91



	r = 16
	97.12
	82.13
	98.52
	82.85



	r = 32
	97.14
	82.17
	98.53
	82.93







The bold font indicates the optimal value.













 





Table 3. The model’s loss changes when the network incorporates D70.






Table 3. The model’s loss changes when the network incorporates D70.










	
	Train_Loss
	Val_Loss





	D70
	0.31542
	1.48000



	Without D70
	0.31251
	1.48030










 





Table 4. Comparison of PAM-UNet with other algorithms on DRIVE dataset.
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	Method
	Acc/%
	Se/%
	Sp/%
	F1/%
	AUC/%





	UNet [13]
	95.31
	75.37
	98.20
	81.42
	97.55



	R2U-Net [16]
	95.56
	77.92
	98.13
	81.71
	97.84



	LadderNet [48]
	95.61
	78.56
	98.10
	82.02
	97.93



	Xiang Li’s model [49]
	95.68
	79.21
	98.10
	-
	98.06



	SCS-Net [21]
	96.97
	82.89
	98.38
	81.89
	98.37



	ResDo-UNet [23]
	95.61
	79.85
	97.91
	82.29
	-



	NAUNet [50]
	96.71
	79.99
	98.31
	-
	98.31



	SegR-Net [51]
	-
	82.06
	98.14
	80.97
	-



	LUVS-Net [52]
	96.92
	82.58
	98.30
	-
	82.44



	OCE-Net [25]
	95.81
	80.18
	98.26
	83.02
	98.21



	MU-Net [27]
	96.90
	81.97
	98.33
	-
	98.53



	PAM-UNet
	97.15
	83.16
	98.45
	83.15
	98.66







The bold font indicates the optimal value.













 





Table 5. Comparison of PAM-UNet with other algorithms on CHASE_DB1 dataset.
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	Method
	Acc/%
	Se/%
	Sp/%
	F1/%
	AUC/%





	UNet [13]
	95.78
	82.88
	97.01
	77.83
	97.72



	R2U-Net [16]
	96.34
	77.56
	98.20
	79.28
	98.15



	LadderNet [48]
	96.56
	79.78
	98.18
	80.31
	98.39



	Xiang Li’s model [49]
	96.35
	78.18
	98.19
	-
	98.10



	SCS-Net [21]
	97.44
	83.65
	98.39
	-
	98.67



	ResDo-UNet [23]
	96.72
	80.20
	97.94
	82.36
	-



	NAUNet [50]
	96.83
	80.71
	98.20
	-
	98.41



	SegR-Net [51]
	-
	83.29
	98.38
	80.30
	-



	LUVS-Net [52]
	97.38
	82.69
	98.46
	-
	81.27



	OCE-Net [25]
	96.78
	81.38
	98.24
	81.96
	98.72



	MU-Net [27]
	97.52
	83.13
	98.49
	-
	98.60



	PAM-UNet
	97.65
	85.82
	98.46
	82.56
	98.95







The bold font indicates the optimal value.













 





Table 6. Results of ablation experiments.
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	Model
	F1/%
	AUC/%
	Parameters
	FLOPs





	Baseline
	82.87
	98.56
	4.28 M
	153.39 G



	Baseline + PAM
	82.93
	98.56
	4.29 M
	153.39 G



	Baseline + Diag
	83.01
	98.59
	4.28 M
	153.39 G



	Baseline + MFMM
	82.88
	98.59
	4.29 M
	154.36 G



	Baseline + PAM + Diag
	83.05
	98.60
	4.29 M
	153.39 G



	Baseline + Diag + MFMM
	83.02
	98.62
	4.29 M
	154.36 G



	Baseline + PAM + MFMM
	82.94
	98.60
	4.30 M
	154.36 G



	PAM-UNet
	83.15
	98.66
	4.30 M
	154.36 G







The bold font indicates the optimal value.
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