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Abstract: Recent years have witnessed the fast development of the Financial Internet of Things (FIoT),
which integrates the Internet of Things (IoT) into financial activities. At the same time, the FIoT is
facing an increasing number of stealthy network attacks. Long short-term memory (LSTM) can be
used as an anomaly-detecting method to perceive such attacks since it specializes in discovering
anomaly behaviors through the time correlation in FIoT traffic. However, current LSTM-based
anomaly detection schemes have not considered the specific correlations among the features of
the whole traffic. In addition, current schemes are usually trained based on local traffic with rare
cooperation among different detecting nodes, leading to the result that current schemes usually suffer
from insufficient adaptability and low coordination. In this paper, we propose a feature-attended
federated LSTM (FAF-LSTM) for FIoT to address the above issues. FAF-LSTM combines feature-
attended LSTM and federated learning to make full use of the deep correlation in data and enhance
the accuracy of the trained model via cooperation among different detecting nodes. In FAF-LSTM,
the features are grouped so that the model can learn the time–spatial correlation inner the flows of
each group as well as their impact on the output. Meanwhile, the parameter aggregation is optimized
based on feature correlation analysis. Simulations are conducted to verify the effect of FAF-LSTM.
The results show that FAF-LSTM has good performance in anomaly detection. Compared with
independently trained LSTM and traditional federated learning-based LSTM, FAF-LSTM can improve
the detection accuracy by up to 39.22% and 334.36%, respectively.

Keywords: feature-attended; anomaly detection; long short-term memory; federated learning;
Financial Internet of Things

1. Introduction

In recent years, financial products have made a closed loop involving multiple market
entities and are usually based on the information of practical objects, such as a car, a
house or a famous painting in a mortgage loan. Financial institutions generally need more
information about the objects to reduce risks and improve efficiency. The Internet of Things
(IoT) can provide full-process and full-time information about the objects. The combination
of finance and IoT leads to a new pattern, i.e., the Financial Internet of Things (FIoT),
which has great potential in the information era [1,2]. However, potential attacks may
seriously threaten the security and efficiency of the FIoT. The detection of potential attacks
has become a vital issue in FIoT. Actually, the anomalies in the network provide us with
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a way to detect potential threats in a timely manner, thus making anomaly detection an
important method of identifying network attacks [3].

At present, there are many studies on anomaly detection in IoT, but barely specialized
for FIoT. The literature [4] proposes an anomaly detection scheme based on fuzzy theory.
In [5], principal component analysis (PCA) is used to detect abnormal behaviors in aging
Industrial IoT. A Squeezed Convolutional Variational Auto Encoder (SCVAE) for anomaly
detection in Industrial IoT is proposed in [6]. Based on an adaptive learning rate and mo-
mentum, a method for trustworthy network anomaly detection is proposed in [7], whereas
these methods ignore the time correlation of the network traffic and have limitations in the
anomaly detection performance. Motivated by the excellent performance of long short-term
memory recurrent neural network (LSTM-RNN) in natural language processing and speech
recognition, Kim et al. [8] proposed an anomaly detection method with the LSTM network,
and Meng et al. [9] trained the model based on kernel PCA and LSTM-RNN to detect
anomalies. Nevertheless, these methods leave the time correlation of each feature itself out
of consideration, which is a significant characteristic of the FIoT traffic.

At the same time, financial entities, such as persons, banks, or related companies, have
stricter rules on using the data generated from their FIoTs. They cannot freely exchange
data to train more powerful anomaly-detecting models. The anomaly detection in FIoT
faces problems such as data isolation and data shortage during independent training. This
may lead to impaired accuracy of the obtained models. Thus, federated learning as a
new technology was applied in anomaly detection. Li et al. [10] proposed a federated
learning-based anomaly detection framework called Deepfed, for identifying threats in
cyber–physical systems. Chen et al. [11] presented federated learning-based attention
gated recurrent unit (FedAGRU), an anomaly detection algorithm for wireless edge net-
works. However, the environmental difference of different nodes exists objectively, and the
traditional federated learning model is not highly adaptable to the different environments.

To solve the problems above, this paper combines the LSTM network and federated
learning based on the correlation of data features. We propose multi-channel LSTM based
on data association, apply federated learning architecture as the solution to the lack of data
and optimize parameter aggregation strategy based on the data correlation. Therefore, the
adaptability and performance of the model are improved in different environments. Our
contributions are summarized as follows:

• We propose the architecture of FAF-LSTM, so as to improve the utilization of the
time correlations, the coordination among detection nodes, and the adaptability to
a dynamic changing environment. FAF-LSTM is composed of the feature-attended
LSTM and the correlation-based federated learning.

• We propose the structure of the feature-attended LSTM, design a novel algorithm
to classify the features into different groups, and present the detailed schemes to
extend LSTM from a single training channel into multiple training channels so that
the correlation among the features can be fully utilized.

• We apply the federated learning architecture to solve problems like the lack of training
data faced by single detection devices and enhance the synergy of detection devices.
According to the traffic characteristics of each detecting node, the correlation is ana-
lyzed, and the parameter aggregation strategy in cooperative training is optimized to
improve the detection models.

The remainder of this paper is organized as follows. The related work is introduced in
Section 2. In Section 3, the architecture of feature-attended federated LSTM is demonstrated.
Section 4 shows the detailed schemes in the proposed architecture about feature-attended
LSTM, while the specific framework for feature-attended federated learning is described
in Section 5. In Section 6, the UNSW-NB15 dataset is simulated as a case to verify the
performance of the proposed architecture which is compared with standard LSTM in
individual training and in conventional federated average training. Finally, Section 7
concludes this paper.



Appl. Sci. 2024, 14, 5555 3 of 16

2. Related Work

In the FIoT, anomaly detection is critical for the security and integrity of financial
transactions, as it handles sensitive data and faces significant risks from data breaches
and fraud [12]. Current anomaly detection research primarily targets general IoT systems,
overlooking the distinct challenges posed by financial environments. This section reviews
anomaly detection algorithms that are potentially applicable to FIoT. To date, the research
for anomaly detection could be roughly divided into non-machine learning studies and
machine learning studies. Further, machine learning methods include mathematical-model-
based and deep learning-based methods.

2.1. Non-Machine Learning-Based Anomaly Detection

Ye and Chen [13] chose to apply the chi-square theory in anomaly detection. Based
on this technique, a profile of normal events in the information system can be created to
distinguish and detect abnormal events and intrusion events which are quite different from
normal events. In order to detect anomalies, Altaher et al. [14] proposed a solution by
analyzing the relative entropy changes in traffic characteristics: firstly, calculate the entropy
distribution of each time interval, then calculate the average entropy value of a specific time
interval, and finally distinguish the normal and abnormal traffic behaviors of the network
by comparing the variance of entropy and the adaptive threshold. However, the algorithms
based on statistical rules can detect fewer types of exceptions, and their learning ability
and adaptability to the environment are not high.

2.2. Machine Learning-Based Anomaly Detection

Detection algorithms based on machine learning are widely studied. Shyu M L
et al. [15] performed PCA on the correlation matrix of the normal group to realize a novel
scheme using a robust principal component classifier in intrusion detection problems, based
on an assumption that the number of normal instances has to be much larger than the
number of anomalies. Yang et al. [16] proposed a new mixed model of information entropy
and support vector machine “Ent-SVM”, which classifies abnormal network behaviors
based on the normalized eigenvalues of six characteristics of the traffic. But the above
methods are not applicable to dynamic and time-varying anomaly detection for the reason
that they are based on static, time-invariant models.

To solve that problem of anomaly detection with dynamic and time-varying char-
acteristics, the LSTM [17,18] network was adopted for anomaly detection in a dynamic
environment, somehow combined with support vector machine (SVM) [19]. Based on the
predictive error, LSTM was combined with the Gaussian Bayes model in [20] for anomaly
detection. The literature [21] proposed a novel LSTM model, combining attention mecha-
nism and convolutional neural network (CNN) to detect anomalies. Similarly, a new hybrid
deep learning (DL) approach based on CNN to classify the flow traffic into normal or attack
classes is mentioned in [22]. Bontemps et al. [23] proposed a proposal to detect collective
anomalies based on the LSTM network and improved detection accuracy by predicting
and modeling the correlation between stationary and non-stationary time so as to realize
effective detection of time abnormal structures. These methods take full advantage of the
temporal relevance of IoT to LSTM. However, in these methods, the time correlations inner
each feature (or a feature group including several features) are ignored. This leads to the
result that such an important character in IoT traffic, which may greatly improve anomaly
detection performance, is not utilized.

2.3. Federated Learning in IoT

The above discussion is based on a single node and ignores the variations between
different nodes, which are characteristic of the FIoT. This oversight results that current
anomaly detection methods suffer from insufficient adaptability and low coordination.
H. Brendan et al. [24] combined federated learning and LSTM to train a global model
in multiple node networks. In federated learning, the parameter aggregator collects the
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parameters of the trained model from each distributed training node and sets the average
value of each parameter to be the parameter value in the converged model. Therefore,
traditional federated learning can be abbreviated as Fed-Avg. But statistical heterogeneity
due to the non-IID distribution of data across IoT devices often leads to the local models
trained solely on their private data performing better than the global shared model. To
solve this problem, Y. Mansour et al. [25] presented a systematic learning–theoretic study
of personalization in learning and proposed and analyzed three algorithms. M. Zhang
et al. [26] presented a flexible personalized federated learning framework that achieves
strong performance across various non-IID settings. However, the federated learning
approaches proposed in these studies focus only on general IoT applications and do not
consider the specific requirements of the FIoT nor conduct experimental analysis within
the FIoT context.

It can be seen that most of the current research focuses on the improvement of a single
detection model or cooperative training among nodes in IoT. There is still a lack of anomaly
detection methods that combine financial application scenarios and implement improve-
ment and improvement from the model’s own performance and training cooperation in
the FIoT.

3. Our Proposed Architecture

In order to solve the problems such as low accuracy of the detection algorithm, insuffi-
cient coordination among detection nodes and poor adaptability to a dynamic changing
environment in abnormal traffic detection in FIoT, an architecture of feature-attended
federated LSTM is proposed in this paper.

3.1. Architecture of Feature-Attended Federated LSTM

As shown in Figure 1, the proposed architecture includes two parts, a feature-attended
LSTM algorithm and a correlation-based federated learning scheme.
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Figure 1. Architecture of FAF-LSTM.

The part of feature-attended LSTM is designed based on the time correlation among
different features. In this part, the features of input data will be divided into multiple
groups according to the correlation, and then the grouped features will be used to train the
local model in edge servers. With this part, the model can make full use of the training data
in the training process as well as balance the cost of training calculation while improving
the model performance.
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The other part is a correlation-based federated learning scheme, which is based on
the correlation of training data belonging to different detection nodes. In this part, edge
servers send the local model parameters to the center server, and then the correlation-based
federated learning technology we proposed is used to realize the cooperative training of
each detection node and solve problems like lack of data or imbalance in the independent
training process. Finally, the central server sends the aggregation model parameter to each
edge server, and the aggregation model parameters based on the correlation degree could
be used to optimize the local model as well as improve the adaptability of the model in the
differential environment and optimize the model accuracy.

3.2. Feature-Attended LSTM

The structure of feature-attended LSTM includes two parts, feature grouping and
training process. First of all, the FIoT devices receive traffic data as a time series and form
a dataset, then the dataset will be divided into several proper groups according to the
feature grouping algorithm based on the correlation of features. In the training process,
feature-attended LSTM firstly constructs multiple streams as inputs. Next, a corresponding
number of Information Extraction Units (IEUs) with the same hidden layer structure as
LSTM are established on each stream. These IEUs can extract the information according to
the grouped features. Then, each stream sends the output to the reconstruction layer. The
final output result is at last achieved based on the weighted impact factors.

In this way, the time correlation of each feature and its influence on the final model is
fully considered to optimize the model performance. Furthermore, the grouping strategy
of features is optimized to achieve a balance between computational cost and training effi-
ciency.

3.3. Correlation-Based Federated Learning

The correlation-based federated learning includes two parts, cooperative training and
aggregation optimization. In the cooperative training part, each detection node first uses
local traffic data for model training to obtain local parameters and then uploads model
parameters to the parameter aggregation node for federated optimization. Then, the model
is trained in the cooperative scheme according to the model parameters updated by the
parameter aggregation node, and the model parameters of each detection node are updated
by the parameter aggregation node according to the weight of parameter aggregation so as
to provide the next round of training for each detection node. Aggregation optimization is
mentioned to find a trade-off between using global data features and local data features,
and a parameter aggregation weight optimization algorithm is proposed based on the
above cooperative process. The local parameter weight and global parameter weight of
each detection node were determined by feature extraction and correlation degree and
weight calculation.

In this way, the global data feature is indirectly used to improve the problem of
insufficient data through the coordination of the parameter aggregation node to each
detection node. By updating the model parameters of detection nodes in a weighted way,
the global data features can be utilized while the local data features can be appropriately
retained to improve the detection accuracy and adaptability of the model to different
financial scenarios.

4. Detail of Feature-Attended LSTM

This section will introduce the feature grouping algorithm and model training process
under the feature-attended LSTM scheme in detail.

4.1. Model Training

As shown in Figure 2, the dataset is noted as D, which consists of L(L ∈ N+) flows
with K(K ∈ N+) dimension features. Let fi(i ∈ N+, i ≤ K) represent the i-th feature, and
the feature set could be noted as F = { f1, f2, · · · , fk}. Then, according to the feature
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grouping algorithm, K data features will be divided into m(m ∈ N+, m ≤ K) groups. Given
time step parameter is v(v ∈ N+) dataset D will be transformed into s(s ∈ N+) samples
Di(i ∈ N+, i ≤ s) each sample Xi has a length of m. As s is the largest integer not greater
than L

v , the remaining data will be ignored. Thus, the processed dataset is represented as
D

′
= {D1, D2, · · · , Ds}.
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Figure 2. Structure of feature-attended LSTM.

After processing the dataset, the feature-attended LSTM model will construct m train-
ing channels, and each training channel contains v IEU to extract the feature information.
These channels will focus on extracting feature information from the corresponding group.
Then, the extracted information will be contributed to the reconstruction layer for fusion so
as to achieve delicate perceptual extraction from local to global. IEU is a neural network
with the same structure as LSTM, consisting of an input gate (Ig), a forget gate (Fg), and an
output gate (Og).

Let G = {g1, g2, · · · , gm}(m ∈ N+, m ≤ K) be the group set and xj(t) be the input data
at the t-th time step of the j-th group gi, and the input gate, output gate and forget gate be
Ig, Fg and Og, respectively. Then, the calculation formulas of the input gate, forget gate
and output gate of the j-th flow at the t-th time step are Formulas (1)–(3):

Igj(t) = σ
(

W(Ig,xj)xj(t) + W(Ig,hj)hj(t − 1) + b(Ig,j)

)
(1)

Fgj(t) = σ
(

W(Fg,xj)xj(t) + W(Fg,hj)hj(t − 1) + b(Fg,j)

)
(2)

Ogj(t) = σ
(

W(Og,xj)xj(t) + W(Og,hj)hj(t − 1) + b(Og,j)

)
(3)

where W(Ig,xj), W(Ig,hj) and b(Ig,j) represent the input weight, the hidden weight and the
bias of input gate, respectively. W(Fg,xj), W(Fg,hj) and b(Fg,j) represent the input weight,
the hidden weight and the bias of forget gate, respectively. W(Og,xj), W(Og,hj) and b(Og,j)
represent the input weight, the hidden weight and the bias of output gate, respectively.
Then, the output hj(t) of the j-th flow at the t-th time step is calculated as Formulas (4)–(6):

zj(t) = tanh(Wxjx(t) + Whjh(t − 1) + bj) (4)

cj(t) = Fgi(t)⊙ cj(t − 1) + Igj(t)⊙ zj(t) (5)

hj(t) = Ogj(t)⊙ tanh(cj(t)) (6)
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where z is the input node with a tanh activation function and c stands for the memory
cell’s state.

As shown in Figure 2, the j-th IEU output hv
j (j ≤ m) will serve as the input of the

reconstruction layer, and the reconstruction layer will be calculated based on the output
data of each channel as Formula (7):

hout =
m

∑
j=1

ajhv
j (7)

where aj is the impact factor of hv
j and the coefficient used to adjust the output weight of

the channel. It can be obtained by the back-propagation algorithm based on the final result
of the model. The influence factor can evaluate the influence of each feature on the overall
training result from a global perspective so that the model can focus on extracting the
internal time correlation of each feature while considering the correlation between various
features and accelerating the convergence of the model.

After the hout is obtained, the model parameters can be adjusted by comparing them
with the label information of the training data. Assume that ŷ and y represent the predicted
value and label value, respectively, the predicted value will be calculated according to
Formula (8) and (9):

hy = net(hout) (8)

ŷ = so f tmax(hy) (9)

where net represents the fully connected neural network and so f tmax represents the Soft-
Max activation function.

4.2. Feature Grouping

In the financial traffic data set, data features have a certain correlation, that is, features
are not completely orthogonal. If the features with low correlation are divided into a
group as input, the feature information cannot be fully extracted, thus affecting the model
performance. If a corresponding training channel is constructed for each feature, the
computational overhead in the model training process will increase greatly.

In a simple case, we can put each feature into one group. That is to say, we have k
groups. Assume Smax denotes the anomaly detection accuracy in this simple case. Then,
we can put two features fi and f j into one group, and we have k − 1 groups. Assume
Si,j denotes the anomaly detection accuracy in this case. Therefore, given a pre-defined
threshold P, γ fi , f j

can be obtained from Formula (10):

γ fi , f j
=

true,
( Smax−Si,j

Smax
− P

)
≥ 0

f alse,
( Smax−Si,j

Smax
− P

)
< 0

(10)

Then, the eigen correlation matrix Γ could be expressed as Equation (11):

Γ =

γ f1, f1 · · · γ f1, fK

· · · . . .
...

γ fK , f1 · · · γ fK , fK

 (11)

When executing the feature grouping algorithm, the matrix Γ is traversed. For each
element γ fi , f j

(i, j ≤ K), if
(

γ fi , f j
= true

)
and ((i == K)&(j == K) = f alse), we will then

choose one of the following actions:

• When fi and f j are already in one same group, switch to γ fi , f j+1
(when j < K) or γ fi+1, f1

(when j = K).
• When fi is in a group ga, and f j is in another group gb, ga and gb should be merged

into one new group g′. Then, switch to γ fi , f j+1
(when j < K) or γ fi+1, f1 (when j = K).
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• When fi (or f j) is in a group, but f j (or fi) not, we should put f j (or fi) into the group
that fi (or f j) is in. Then, switch to γ fi , f j+1

(when j < K) or γ fi+1, f1 (when j = K).
• When fi is not in any group, and f j neither, we should create a new group, and put

both fi and f j into this group. Then, switch to γ fi , f j+1
(when j < K) or γ fi+1, f1 (when

j = K).

Algorithm 1 shows the detailed feature-based iterative grouping algorithm.

Algorithm 1 Feature-based iterative grouping algorithm

Require: correlation matrix Γ, group set G
1: Initialize G = Ø
2: for i = 1; i ≤ K; i ++ do
3: for j = 1; j ≤ K; j ++ do
4: if γ fi , f j

== true then
5: if ∃ fi, f j ∈ g, g ∈ G then
6: continue to next loop;
7: else if ∃ fi ∈ ga, fi ∈ gb, and ga ∈ G, gb ∈ G(ga ∩ gb = Ø) then
8: create a new group g

′
= ga ∪ gb, then set g

′ ∈ G;
9: else if ∃ fi ∈ ga, ga ∈ G and ∀ f j /∈ gb(b ∈ N+, b ≤ m) then

10: set f j ∈ ga;
11: else if ∃ f j ∈ ga, ga ∈ G and ∀ fi /∈ gb(b ∈ N+, b ≤ m) then
12: set fi ∈ ga;
13: else
14: create a new group gl =

{
fi, f j

}
, then set gl ∈ G;

15: end if
16: end if
17: end for
18: end for

5. Detail of Correlation-Based Federated Learning

This section will specifically introduce and explain the cooperative training process of
multi-detection nodes in the cooperative anomaly detection architecture based on federated
learning, as well as the aggregation weight optimization algorithm of key parameters in
the training process.

5.1. Cooperative Training

In the proposed architecture, the center server is expressed as C, then the param-
eter calculated by C, which is also called the global parameter, could be expressed as
pc. The set of edge servers is noted as E, while the numbers of edge servers is n, then,
E = {e1, e2, · · · , en}. The corresponding parameters, which are also called local parameters,
could be recorded as pj(j ≤ n, j ∈ N+). In parameter aggregation, the weight of the global
parameter and local parameter are noted as wC

e(i)
, where wC

e(i)
+ wei = 1. Under the cooper-

ative training scheme, the edge servers begin training with an organization of the center
server in a cooperative. The detection model is co-trained by ej under the organization of C.

Before cooperative training, the center server C sets the global parameter weight (weC
j

)

and local parameter weight (wej) of each edge server ej used in parameter aggregation
according to the aggregation algorithm, which has been introduced in part III. At first, the
edge server ej trains its model with a local dataset to obtain its local parameter pj, which
will be sent to the center server C. Next, C calculates the global parameter according to
Formula (12):

pC =
1
n

n

∑
j=1

pj (12)
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Then, C calculates the new parameter p
′
j of ej according to Formula (13) and sends the

new parameter to the corresponding edge server helping to update its model.

p
′
j = wC

ej
pC + wej pj (13)

The above steps are repeated until the loss function converges or the maximum
number of iterations is reached, then the training is stopped and the current detection
model is saved. In this way, the federated learning architecture is used to realize the
cooperative training and updating of the multi-detection-node detection model, and the
model optimization is realized by combining local parameters and global parameters in a
weighted way.

The detailed feature grouping algorithm is shown in Algorithm 2.

Algorithm 2 Cooperation training algorithm

Require: model parameter pj, iteration rounds R
1: Initialize: parameter weight wC

di
, wdi

, iteration variable r
2: // aggregation node executes
3: while r ≤ R do
4: receive local model parameter pj from dj
5: calculate global parameter pC
6: calculate new parameter p

′
j for dj

7: send p
′
j to dj

8: r = r + 1
9: end while

10: // detecting nodes execute
11: while r < R do
12: send local model parameter pj to aggregation node
13: //waiting for new parameter p

′
j

14: if Receive a timeout then
15: using original parameter pj for training
16: else
17: using new parameter p

′
j for training

18: end if
19: r = r + 1
20: end while

5.2. Aggregation Optimization

To seek the tradeoff between global parameters and local parameters, a parameter ag-
gregation weight optimization algorithm was proposed under the coordination of multiple
detection nodes based on federated learning by associating data feature changes in each
detection node with model training optimization.

The parameter aggregation weight optimization algorithm could be divided into two
stages: feature extraction and correlation degree analysis. In the feature extraction stage,
each detection node forms a feature sequence by calculating the information entropy of
flow data. In the calculation stage of correlation degree and weight, the relative entropy of
each detection node is calculated by the parameter aggregation node based on the feature
sequence. This section will introduce and explain the two parts in detail, respectively.

5.2.1. Feature Extraction

In this stage, the information entropy using t as a constant interval is used for extracting
traffic features. In this paper, source IP address and destination IP address are used as
examples of entropy calculation since the historical financial behavior of IP devices and the
financial interactions between them are crucial. While traffic characteristics can be selected
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according to specific requirements in practical financial applications, the specific values of t
and T should be determined based on the actual network situation.

The total flow of the edge server ej in a unit time is expressed as N f low
j (N f low

j ∈ N+),

and ej has Nsrc
j (Nsrc

j ∈ N+) sorts of source IP address and Ndst
j (Ndst

j ∈ N+) sorts of
destination IP address. While the source IP address is expressed as a random variable Y,
the number of occurrences of a certain source IP address could be expressed as yu(u ∈ N+).
Then, the information entropy of edge server ej, which is recorded as bi

ej
(src), (i ≤ T, i ∈

N+) could be calculated according to Formula (14).

bi
ej
(src) =

Nsrc
j

∑
u=1

yu

N f low
j

log2
yu

N f low
j

(14)

In the same way, the destination IP address could be expressed as a random variable
Z, and the number of occurrences of a certain destination IP address could be expressed as
zu. Then, the information entropy of edge server ej, which is recorded as bi

ej
(dst), could be

calculated according to Formula (15).

bi
ej
(dst) =

Ndst
j

∑
u=1

zu

N f low
j

log2
zu

N f low
j

(15)

Then, the feature values bei
j

of the edge server ej should be calculated according to

Formula (16), in order to retrain the trend of entropy change.

bi
ej
=

∣∣∣bi
ej
(src)− bi

ej
(dst)

∣∣∣ (16)

Finally, the center server C could calculate the feature value in the i-th unit time at a
global vision according to Formula (17).

bi
C =

1
n

n

∑
j=1

bi
ej

(17)

5.2.2. Correlation Degree Analysis

Over T unit time intervals, the center server C obtains a feature sequence named BC,
and BC =

{
b1

C, b2
C, · · · , bT

C
}

. The edge servers also obtain their feature sequences in the

same way, which could be expressed as Bej , and Bej =
{

B1
ei

, B2
ei

, · · · , BT
ei

}
. Then, the relative

entropy L(Bei ||BC) based on the edge server feature sequence Bej and center server feature
sequence BC could be calculated according to Formula (18).

L(Bei ||BC) = ∑
i=1

Tbei
j
ln

bi
ej

hi
C

(18)

In the next step, the relative entropy L(Bei ||BC) is used to analyze and quantify the
correlation degree according to Formulas (19) and (20).

wej = tanh(L(Bei ||BC)) (19)

wC
ej
= 1 − tanh(L(Bei ||BC)) (20)

where the larger the value of wC
ej

indicates that in the cooperative update, the larger the
proportion of the global parameter in parameter aggregation. Conversely, the larger the
proportion of local parameters in parameter aggregation.

The detailed feature grouping algorithm is shown in Algorithm 3.
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Algorithm 3 Parameter optimization algorithm

Require: eigenvalue sequence length T, number of detecting nodes m
1: // detecting nodes execute
2: Initialize: current number of eigenvalues i
3: for i = 0;i < T do
4: calculate eigenvalues for the current feature
5: end for
6: end eigenvalue sequence to aggregation node
7: // aggregation node executes
8: for j = 0; j < m do
9: receive eigenvalue sequence Hdj

from dj
10: end for
11: calculate eigenvalue sequence HC based on Hdj

12: calculate correlation degree of HC and Hdj

13: calculate parameter weight wC
dj

, wdj
for dj

6. Simulation

In this section, we conduct simulations to evaluate the anomaly detection performance
of FAF-LSTM based on the UNSW-NB15 dataset, utilizing its characteristics of network
intrusions as proxies for unusual transactions and financial intrusions and theft in FIoT.
The result shows that FAF-LSTM can improve the classification effect considerably in
anomaly detection.

6.1. Simulation Environment

The simulation is conducted on the UNSW-NB15 dataset. The reason for using this
dataset is that it contains up-to-date attacked data, which makes it an ideal dataset for
detecting contemporary attacks in FIoT, such as device intrusion and data theft. For more
details, the total number of records is 2,540,044 which are stored in the CSV files and every
record has 49 features [27]. Although this dataset has nine types of attacks, we just intend
to distinguish between normal and abnormal traffic behavior.

We divide the dataset into four parts, pretending that the data collected by four
detecting nodes are located at different areas in the network, which are named Node I to
Node IV. To simulate the difference in each device in IoT, the number of records is different
among the four nodes. Specifically, the four nodes have 137,485, 30,829, 9428, 123,986
records, respectively.

The proposed system was developed by Python version 3.8 using the Pytorch and
Keras packages. The specification of the computer includes an Intel-based processor core
i-5 @ 2.30 GHz, a 64-bit operating system, and 16 GB memory.

6.2. Evaluation Metrics

In order to verify the anomaly detection results of the proposed algorithm, there are
three metrics of classification tasks are comprehensively used in the simulation. The first
is accuracy, denoted as A, which can directly measure the overall correctness including
the correct identification of both anomalies and normal instances. The second metric
is the area under the curve (AUC), representing the area under the receiver operating
characteristic (ROC) curve, which assesses the algorithm’s ability to discriminate between
classes at various thresholds. A higher AUC indicates better algorithm performance,
crucial for effective anomaly detection in dynamic scenarios. The last metric is the true
positive rate, which indicates the proportion of actual anomalies correctly identified by the
algorithm. This is crucial for financial systems, where missing an anomaly can have severe
consequences. The accuracy is calculated as follows:

A =
TP + TN

TP + FP + FN + TN
(21)
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where TP represents the number of correctly classified target samples, TN represents
the number of correctly classified other samples, FP represents the number of incorrectly
identified target samples and FN represents the number of target samples that were missed.

6.3. Simulation Results and Analysis

Based on the above evaluation criteria, we compare our proposed FAF-LSTM with
conventional Federated Averaging algorithm and independent training LSTM. For the
models obtained under different training modes training by four nodes, their accuracy is
shown in Table 1. While the independent LSTM models trained by Node I to Node IV
obtain the accuracy of 0.9401, 0.2209, 0.6540 and 0.9416, and the Fed-Avg LSTM models [24]
obtain the accuracy of 0.2287, 0.2225, 0.2170 and 0.2209, our proposed FAF-LSTM models
arrive at an accuracy of 0.9648, 0.9315, 0.9680 and 0.9738. The accuracy of models trained
by different nodes has slightly better performance.

Table 1. Simulation accuracy on different training modes.

Training Mode Node I Node II Node III Node IV

Independent LSTM 0.9401 0.2209 0.6540 0.9416
Fed-Avg LSTM 0.2287 0.2225 0.2170 0.2209

FAF-LSTM 0.9648 0.9315 0.9680 0.9738

Furthermore, we evaluated the accuracy of these models as the scale of flow increased,
the result is shown in Figure 3. Compared to the test result of three different training modes
on four nodes, independent LSTM can obtain higher accuracy in Node I and Node IV
which have sufficient training data, but this training mode performed terribly in Node II
and Node IV which lack enough data. When we compared FedAvg LSTM, it did not have
a better result, while the FAF-LSTM model we proposed always has the best performance
among the four nodes.

The average accuracy of Node I to Node IV is shown in Figure 4, it can be observed
that our proposed FAF-LSTM model has a distinct advantage over the FedAvg LSTM and
independent LSTM.

The ROC is shown in Figure 5. As the AUCs of FAF-LSTM are 0.8159, 0.7451, 0.8040
and 0.8688, the AUCs of Fed-Avg LSTM are 0.5508, 5457, 0.5491, 0.5495, and the AUCs
of independent LSTM are 0.6513, 0.4095, 0.6468, 0.6472, respectively. The FAF-LSTM is
slightly better in all these evaluation criteria.

Generally, compared with independent LSTM, Fed-Avg LSTM cannot improve the
performance of each model. But our proposed FAF-LSTM has improved the accuracy and
AUC value. The average improvements are shown in Table 2.

Table 2. Improvement compared with different training modes.

Indicator Compare with Independent LSTM Compare with Fed-Avg LSTM

Accuracy Increase 39.22% 334.36%
AUC Increase 24.92% 47.13%

As can be seen from Figures 4 and 5, Tables 1 and 2, the proposed schemes in this paper
not only improve the performance of a single model but also improve the performance of
each model as a whole.
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Figure 5. ROC of Node I to Node IV.

7. Conclusions

In this paper, we put forward a novel scheme named FAF-LSTM to improve the
anomaly-detection accuracy of the FIoT. In FAF-LSTM, the input data are processed and
divided into multi-flows to train the model according to the time correlation among the
features. Based on this, FAF-LSTM fully utilizes the time correlation in the FIoT traffic in
the aspect of the feature level. Then, in feature-attended federated learning, the parameter
aggregation optimization strategy is proposed based on the correlation of flow entropy
calculation, and federated learning architecture is applied to realize cooperative training
at multiple detection nodes. We conduct simulations to evaluate FAF-LSTM based on
the UNSW-NB15 dataset. The simulation results show that our proposed scheme can
fundamentally improve the anomaly detection performance in FIoT and outperform the
benchmark schemes by up to 334.36% in aspect of the detection accuracy. For future work,
the performance of FAF-LSTM can be verified across different datasets and environments.
And other models, such as CNN or SVM, can also be combined with federated learning
and compared with FAF-LSTM.
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