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Abstract: Cancer research has increasingly utilized multi-omics analysis in recent decades to obtain
biomolecular information from multiple layers, thereby gaining a better understanding of complex
biological systems. However, the curse of dimensionality is one of the most significant challenges
when handling omics or biological data. Additionally, integrating multi-omics by transforming
different omics types into a new representation can reduce a model’s interpretability, as the extracted
features may lose the biological context. This paper proposes Iterative Similarity Bagging (ISB),
assisted by Bayesian Ridge Regression (BRR). BRR serves as a domain-oriented supervised feature
selection method, choosing essential features by calculating the coefficients for each feature. Despite
this, the BRR output datasets contain many features, leading to complexity and high dimensionality.
To address this, ISB was introduced to dynamically reduce dimensionality and complexity without
losing the biological integrity of the omics data, which often occurs with transformation-based
integration approaches. The evaluation measures employed were Root Mean Square Error (RMSE),
the Pearson Correlation Coefficient (PCC), and the coefficient of determination (R?). The results
demonstrate that the proposed method outperforms some current models in terms of regression
performance, achieving an RMSE of 0.12, a PCC of 0.879, and an R? of 0.77 for the CCLE. For the
GDSC, it achieved an RMSE of 0.029, a PCC of 0.90, and an R? of 0.80.

Keywords: anti-cancer; Bayesian Ridge Regression; deep learning; drug response prediction; multi-omics
integration

1. Introduction

In recent years, the discipline of systems biology has seen a significant increase in
the application of multi-omics techniques to the study of complex biological systems [1].
By combining data from genomics, transcriptomics, proteomics, metabolomics, and other
omics technologies, researchers can better understand biological processes and disease
mechanisms [2,3]. This integrative approach enables the discovery of critical molecular
players and pathways that may be overlooked when evaluating distinct omics datasets
separately [3,4]. Omics is a field of molecular biology that aims to comprehensively analyze
and measure the genome, transcriptome, and proteome to understand and influence a
biological entity’s function, structure, and dynamics [5,6]. Each category of omics data
corresponds to a distinct layer of biological information, including genomics, epigenomics,
transcriptomics, proteomics, and metabolomics [5]. These various data types offer a com-
plementary medical perspective on a biological system or an individual [7]. Advancements
in biotechnology have enabled scientists to compile extensive molecular databases and con-
duct investigations that are either independent or integrative in nature, spanning several
domains like genomics, transcriptomics, and proteomics [6].

Drug response prediction is central to the vision of personalized medicine, which aims
to individualize treatments based on an individual’s unique biological constitution. These
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predictions are significantly enhanced by multi-omics integration methods, which pool
information across genomics, transcriptomics, proteomics, metabolomics, and other omics
layers [8]. Utilizing diverse molecular data provides a robust basis for associating drug
efficacy and toxicity with various biological processes and pathways. This comprehensive
approach can identify new biomarkers that more accurately predict patient responses com-
pared to single-omics analysis [1]. For example, multi-omics analysis has revealed complex
gene—environment interactions and epigenetic alterations that affect drug metabolism and
action. Consequently, multi-omics integration has become fundamental in developing
personalized therapeutic strategies, minimizing unnecessary healthcare expenses, and
improving patient outcomes [1].

Progress in cancer treatment using single-omics datasets, such as those produced by
the Human Genome Project and early genomic profiling from the Cancer Genome Atlas
(TCGA) studies [9], has been insufficient [6]. Multi-omics analysis, which has become in-
creasingly important in cancer research in recent decades, is the only method to understand
cancer behavior thoroughly and uncover previously unknown treatment vulnerabilities [1].
Integrating multi-omics data, which provide information on biomolecules from several
layers, holds great promise for systematically and comprehensively understanding compli-
cated biology [1]. Integrated techniques combine individual omics data either sequentially
or simultaneously to elucidate the interactions between molecules [8]. The integration
of multi-omics can be classified into three main approaches [6,7]: early integration (also
called concatenation-based), mixed or middle integration (transformation-based), and late
integration (model-based) [6,7]. Early integration involves combining all datasets into one
large table or matrix, which leads to increased complexity, noise, and high dimensionality,
making the learning process more difficult [7]. Additionally, varying sizes of omics datasets
can lead to an imbalance in learning, as the algorithm may focus more on the omics with a
greater number of variables and overlook the others [10]. The concatenation-based method
is simple, easy to implement, and is performed early, before learning [7]. Most studies
utilized feature selection methods to reduce the dimensionality and complexity associated
with the early integration approach [11,12].

The middle integration approach reduces the complexity of omics by transforming
them into a simple or low-dimensional representation [6]. Each dataset is independently
transformed into a new representation and then combined with others before the learning
process [7]. This approach employs various techniques, such as graph-embedding [13,14],
network-based methods [15-17], and kernel-based methods [18-20]. Graph embedding
focuses on modeling each dataset using a graph by learning a low-dimensional represen-
tation of the nodes and their relationships [7]. The network-based approach transforms
each dataset and fuses them into a homogeneous network [12]. The kernel-based approach
involves creating a kernel to integrate multiple omics blocks for each omics dataset and
then combining them in a single matrix [7,21]. Late integration consists of multiple layers,
with each layer in the model representing a single omics dataset [6]. Each layer analyzes its
data independently without combining all other types. Integration occurs at the results
level or by using fully connected layers, as in neural networks or deep learning models [6].

Consequently, the “curse of dimensionality”—having many features (p) and few
available data samples (n)—is among the most challenging when dealing with omics or
biological data [12]. Therefore, the limited number of data instances (n) and the large
number of features (p) present significant hurdles to adopting early concatenation in multi-
omics integration [6]. Additionally, most studies introduce unsupervised methods that
integrate multi-omics without considering domain contexts such as drug response and
cancer classification [22].

In addition, transforming omics data types into a new representation reduces the
interpretability of a model because the extracted features may lose the biological context [7].
Transformation-based methods frequently include complex mathematical transformations
or fusion processes, which can lead to less interpretability of the models. Consequently,
understanding the precise biological measurements of features or relationships within
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the integrated data might be challenging [7,23]. The reduction in interpretability from
transformation-based multi-omics integration refers to the loss of understanding of biologi-
cal values when raw biological data are converted into abstract features using elaborate
transformations [7]. This reduction occurs because the produced features do not directly
relate to the original biological variables (e.g., genes or proteins). For example, methods
like variational autoencoders and Similarity Network Fusion (SNF) [24] generate new
features from the original ones, with new values that do not reflect the original biological
variables. This loss of interpretability makes it challenging to map model predictions back
to precise biological processes or mechanisms, thus obscuring direct biological relevance
and hindering meaningful inferences from the model output. Consequently, transformation
methods tend to mask intrinsic relationships within raw data—relationships that are often
pivotal in uncovering valuable insights for biomedical research.

This paper introduces a new method called Iterative Similarity Bagging (ISB), sup-
ported by Bayesian Ridge Regression (BRR) as a domain-oriented feature selection method.
Drug response is assigned to each omics type as an input for BRR. Subsequently, BRR works
as a domain-oriented supervised feature selection tool to choose essential features by calcu-
lating the coefficient for each feature. Bayesian regression estimates linear models using
probability distributions rather than singular point values [25]. The posterior probability of
the model parameters depends on training inputs and outcomes [25]. The Ridge approach
is used with Bayesian regression to reduce model complexity and multicollinearity through
coefficient reduction [26]. Given that most omics data have a small number of samples,
which are considered small-scale, Bayesian analysis is appropriate for such scenarios [27].

However, the BRR output datasets contain many features, leading to complexity and
dimensionality issues. More details will be elaborated on in the Results and Discussion
section. Therefore, Iterative Similarity Bagging (ISB) was introduced as the next step in
solving these problems. Iterative Similarity Bagging was inspired by the bagging ensemble
technique, utilizing column-based grouping to set features in bags without replacement [28].
The similarity is then computed based on a Euclidean distance for each group’s features
or genes. The nearest features inside each bag are considered redundant and are removed
according to a dynamic threshold. ISB is an unsupervised method that dynamically reduces
dimensionality without losing the original biological values. By preserving interpretability
and retaining the original values, ISB helps to measure the relationships between drug
response and omics features, as well as between the omics features themselves. Therefore,
features are studied and selected according to their original values without transforming
them into new features [28].

Furthermore, there is a strong correlation between features represented by probes
with either similar molecular activities (as shown in gene expression analysis) or genomic
positions (as observed in DNA copy number analysis) [29]. Traditional machine learning
and feature selection techniques exhibit instability when confronted with strong correlations
across features [29,30]. Darst et al. [31] examined the influence of correlated features in
large-scale omics datasets by employing a random forest model with a recursive feature
elimination technique. The researchers determined that RF-RFE may not be suitable
for dealing with high-dimensional omics data containing numerous highly correlated
features [31]. The contribution of this paper can be summarized in the following points:

1. Bayesian Ridge Regression (BRR) is introduced as a supervised domain-oriented
feature selection method to reduce omics complexity and dimensionality. Features are
selected based on domain contexts, such as drug response and cancer classification.

2. A new method named Iterative Similarity Bagging (ISB) is presented to perform a
dynamic reduction of dimensionality and complexity without losing the biological
measurements of omics data, which is a common issue with some transformation-
based integration approaches.

This study presents BRR-ISB, a method that discovers informative features by utilizing
two relationships. The first relationship focuses on drug response and multi-omics types,
exploring how drug response can be predicted using multi-omics features. Bayesian Ridge
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Regression (BRR) is used to study this relationship. BRR is a supervised feature selection
method that ranks features according to their relevance to drug response. By estimating
coefficients for all its features, BRR can identify influential ones on drug response, ensuring
these selected features are contextually meaningful.

The following relationship studies the connections among omics features themselves.
It is assessed via Iterative Similarity Bagging (ISB), an unsupervised approach that removes
similar genes based on their distance metrics. ISB works by iteratively pruning the fea-
ture set, selecting the most similar ones, and leaving others that are more distinctively
informative. This paper combines these two approaches to produce a more robust model
for predicting drug response, thereby balancing domain-specific relevance and internal
feature variety.

The rest of this manuscript is structured as follows: Section 2 introduces the related
studies. Section 3 details the methods and materials utilized in this investigation, including
the datasets, BRR, ISB, and evaluation metrics. Section 4 elaborates on the results and
discussion. Finally, Section 5 presents the conclusion, limitations, and future work.

2. Related Work

Several recent reviews have presented methods for integrating multi-omics data using
statistical models, machine learning, or deep learning, either supervised or unsupervised
[6,7,10,12,22,32,33]. This brief discussion will introduce some recent methods, focusing on
integration strategies: early integration, mixed or middle integration, and late integration.

For early integration, Park et al. [34] introduced iMO-BSPC (Integrative Analysis
of Multi-omics Data Based on Blockwise Sparse Principal Components). The algorithm
conducted variable clustering for each omics dataset. Their approach identified the initial
sparse principal components (sPCs) as surrogate variables for dimensionality reduction for
each cluster or block. The sPCs obtained from each omics data source were then combined
to create a unified multi-omics dataset.

Xie et al. [35] presented a novel approach called GDP (Group Lasso Regularized
Deep Learning for Cancer Prognosis) to analyze survival. This method leverages gene-
level group prior knowledge. GDP was employed to integrate clinical data with other
types of molecular data, including RNA-seq, copy number variation (CNV), normalized
RPPA protein expression data, and DNA somatic mutation data. The GPD technique
was utilized to regularize the neural network’s input layer coefficients. In their study,
“group prior knowledge” refers to the ability to combine many characteristics of the same
gene, such as copy number variation, gene expression level, protein expression level, and
single-nucleotide polymorphism, during regularization.

For graph-based methods, a mixed integration approach has been considered. Xie
et al. [36] developed Learning Graph Representation for Drug Response Prediction (LGR-
DRP) to predict cell line drug responses. LGRDRP first builds a heterogeneous network
that integrates cell line miRNA expression profiles, drug chemical structural similarity,
gene—gene interaction, known cell line drug responses, and cell line-gene interaction. The
learning graph representation and Laplacian feature selection are then combined for each
cell line to obtain network topology features related to the cell line. The learning graph
representation method learns network topology structural features, and the Laplacian
feature selection works to choose the most informative features.

Wen et al. [17] presented a multi-omics data integration approach that utilizes random
walk with restart (RWR) over a multiplex network. The resulting process is a Random
Walk with Restart for Multi-dimensional Data Fusion (RWRF). RWREF utilizes the similarity
network of samples as the basis framework for integration. The process involves creating a
similarity network for each data type and linking the appropriate samples from numer-
ous similarity networks to form a multiplex sample network. RWRF uses the stationary
probability distribution to combine similarity networks by implementing RWR on the
multiplex network.
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Graph-embedding approaches were introduced to integrate multi-omics by extracting
new features representing each “omic”. Xuan et al. [13] proposed DTIGBDT, a gradient
boosting decision tree-based drug-target interaction prediction approach. They created a
drug-target heterogeneous network with drug similarities based on chemical structures,
target sequence similarities, and known drug-target interactions. Random walks updated
drug or target similarities by capturing network topology. Multiple groups of drug-target
paths were identified, and their features were extracted.

To integrate multi-omics using kernel-based approaches for predicting breast cancer
survival, He et al. [19] utilized multiple kernel learning (MKL) to effectively integrate
somatic mutation with contemporary molecular data such as methylation, copy number
variation (CNV), gene expression, and protein expression. Maximum relevance minimum
redundancy (mRMR) was implemented as a feature selection method to select informative
features for each data type.

For late integration, Chu et al. [37] introduced Graph Transformer for Drug Response
Prediction (GrapTransDRP). This innovative neural network structure can extract a more
refined drug representation from molecular graphs to forecast drug responses on cell lines.
The Graph Transformer was combined with the Graph Attention Network (GAT) and
Graph Convolutional Networks (GCNs) to acquire knowledge about the features of drugs.
Subsequently, 1D convolutional neural network (CNN) layers were employed for each
omics data type to acquire latent gene expression, mutation, copy number aberration, and
methylation features.

Malik et al. [38] proposed a late multi-omics integration framework for robustly
quantifying survival and drug response in breast cancer patients. Each omics dataset was
individually processed using a neighborhood component analysis (NCA)-based feature
selection algorithm. The most important features identified were then utilized in classifier
and regressor models based on neural networks.

A summary of the shortcomings in the related studies reveals that the curse of dimen-
sionality inherent in biological data affects most proposed models. Recent studies have
independently processed each “omic” to reduce dimensionality and data complexity [34,35],
often exploring unsupervised methods, which may lose domain-specific context. Domains
such as drug response or cancer classification are crucial in identifying informative features.
Supervised feature selection approaches, such as those considering drug responses [22],
help in selecting significant features based on domain relevance. Transforming omics
datasets into new representations, like graph embeddings or unsupervised dimension
reduction methods, may reduce model interpretability as the biological context of extracted
features could be lost [13,17,24].

Overfitting occurs when a model fits training data perfectly but requires improvement
in testing or unseen data. Overfitting is one of the challenges of using machine learning
in drug response prediction [39]. Recent studies have employed various strategies to
combat overfitting. Regularization techniques include Lasso (Least Absolute Shrinkage
and Selection Operator) and Ridge Regression. For example, Lasso regression adds an L1
penalty to the loss function, leading to some coefficients becoming zero, which performs as
a feature selection [40]. On the other hand, Ridge Regression shrinks the fitting coefficients
using an L, penalty so that they have less variance and control the overfitting of the data.
Nevertheless, it does not push the coefficients of each feature to be zero [41].

Ensemble methods, such as Gradient Boosting Machines (GBMs) and random forests,
have proven effective in controlling overfitting and improving prediction accuracy [42].
GBMs build models sequentially to correct errors made by previous models, while random
forests aggregate predictions of several weak learners, such as decision trees, and learn
from various data samples, thereby averting overfitting and enhancing prediction [42].

In deep learning, dropout is a critical technique to prevent overfitting [43]. This method
randomly sets a fraction of the input neurons to zero during training, effectively “dropping
out” some neurons. Thus, any contribution they would have produced in a backward
or forward pass while training is prohibited. Therefore, the model training occurs with
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noise, enabling the model to learn more robust and generalizable features, thereby reducing
overfitting. Additionally, cross-validation is an essential stage often employed to assess how
well a model conducts with different datasets, assuring that the model is generalized [39].

In the context of drug response prediction, Partin et al. [44] and Chang et al. utilized
the early stopping technique to prevent overfitting. In this technique, model training
halts when performance improvements in specific iterations of model validation are not
observed [45]. They also employed various approaches to mitigate overfitting. They
utilized dropout layers, max-pooling layers for dimensionality reduction, and five-fold
cross-validation. Zhu et al. [46] utilized LightGBM as an ensemble method along with
early stopping and regularization to mitigate overfitting. Sotudian et al. [47] introduced
iterative thresholding for complexity reduction and utilized Lasso regularization to induce
sparsity in coefficient vectors, alongside cross-validation used to prevent overfitting. Roder
et al. [48] combined k-nearest neighbor (kNN) with logistic regression and employed strong
regularization through a dropout strategy to mitigate overfitting risks. This technique is
iterated into training and test sets for numerous random sample divisions. The continuous
variable outputs of these numerous classifiers are averaged together using an ensemble
method known as bagging. To find potential drugs in DTI datasets, Xiaolin et al. [49]
presented OverfitDTI, a straightforward but efficient method for predicting drug-target
interactions (DTIs). When utilizing OverfitDTI, a DNN model is trained using all the
data. After being overfitted, a DNN model can “remember” the dataset’s features and use
them to recreate the dataset. The features of the unseen drug and targets were obtained
using a variational autoencoder (VAE) model. This allowed them to employ all the data
for overfitting training, even if the drugs and targets were not labeled and the binding
affinities between them were not given. VAE's reconstruction function can build new data
and extract features from existing datasets.

3. Materials and Methods

This section describes the dataset and the two main steps of the proposed method.
In the first step, Bayesian Ridge Regression (BRR) is presented as a supervised domain-
oriented feature selection approach to reduce omics complexity and dimensionality. In the
second step, a new method called Iterative Similarity Bagging (ISB) is introduced to dy-
namically reduce dimensionality and complexity without losing biological measurements
of omics data. In this research, drug response prediction serves as the application to test
the effectiveness of BRR-ISB.

3.1. Datasets

The Genomics of Drug Sensitivity in Cancer (GDSC) and Cancer Cell Line Encyclo-
pedia (CCLE) are comprehensive drug response datasets used to validate the proposed
method, Bayesian Ridge Regression with Iterative Similarity Bagging (BRR-ISB).

The (GDSC) project [50] tested 1000 cancer cell lines against 250 different chemicals
for treatment sensitivity and identified genetic changes associated with drug efficacy. The
TCGA'’s genomic data on 11,289 tumors were compared to cancer cell lines, highlighting
“cancer functional events” (CFEs), key molecular abnormalities. Data from cell lines
sharing similar CFEs are widely used to predict responsiveness to a specific pharmaceutical
treatment. Mutation and copy number information predict drug responses in specific
tissues, while gene expression predicts pan-cancer response [51].

The Cancer Cell Line Encyclopedia (CCLE) project is a collaborative effort to analyze
the genetic and pharmacological characteristics of a vast collection of human cancer cell
lines [52]. The main objective of the CCLE is to provide researchers with a comprehensive
repository for understanding the molecular and genetic characteristics of various cancer
types and their responses to distinct medications and treatments. By analyzing diverse
cancer cell lines, the CCLE enables investigation into cancer heterogeneity and the discovery
of possible targets for therapy and biomarkers [53].
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missingSNV (¢, g) =

The (CCLE) project characterized over 1000 human cancer cell lines at the molecular
level [52]. Analysis identified 24 susceptibility profiles to anti-cancer drugs among a sample
of 363 cell lines. The CCLE and GDSC [52,54] datasets were utilized in this study. The
IC50, representing drug responses for cell lines for different medications, was denoted as
(Yres,c) for a specific cell line c. Three omics were employed: single-nucleotide mutation
(represented by xsny,g) for gene g, gene expression (represented by Xexp,g), and copy number
alteration/variation (represented by Xcnv,g). Gene expression and copy number alteration
are continuous variables, while single-nucleotide mutation is binary. In the case of mutation,
“1” is used to indicate the presence of mutation, while “0” represents the absence of
mutation (wild type) [54]. The gene expression data do not contain any missing values.
Rows containing more than 50% missing values were excluded from copy number alteration
and single-nucleotide mutation analysis. The mean weight method was employed to
compensate for the missing values in the remaining cell lines [54].

The distance was computed to get the closest k, which was then utilized to fill in
missing values for gene expression, as specified below:

2

Xexp,c — xexp,kH (1)

distance(c, k) = ‘ )

where c represents the cell line, k represents the nearest cell line, and x is the gene expression
value for each cell line.

The missing value of cell line c in the copy number alteration of gene g was imputed
using the mean value of the nearest cell lines.

o distance(c, cy)
missingCNV (c, g) =
s (c.8) k; YK | distance(c, cx)

missingCNV (¢, ) )

The single-nucleotide mutation features are represented by binary values, where a
value of 1 indicates a mutation and a value of 0 indicates the wild type. The average feature
value of cell line ¢, calculated among the k-nearest cell lines, was utilized to adjust for
the absence of the SNV (single-nucleotide mutation or variation) value of gene g in the
following manner [54]:

K K
1if ( Y. missingSNV (¢, g) > ¥ (1— missingSNV(ck,g)))
k=1 k=1

3)
0 otherwise

Similarly, the missing IC50 value was imputed using the same method as the copy
number change. The missing value of cell line c was imputed using the average value of
the closest cell lines.

K

missingIC50(c, g) =
g (¢.8) Igszzldistance(Cﬂk)

distance(c, ci)

missingIC50(cy, g) 4)

A 2D chemical structure of the drugs was retrieved from PubChem [55] in SMILES [56]
format. Simplified Molecular Input Line Entry System (SMILES) strings can be converted
into graphical representations of molecular structures, with atoms as nodes and chemical
bonds as edges [57,58]. This graph-based representation enables the implementation of
graph algorithms and methodologies for analyzing chemical structures and predicting
drug responses [58]. SMILES provides a versatile means of describing complex molecu-
lar structures, encompassing cyclic compounds, stereochemistry, and functional groups.
Graph-based representations derived from SMILES strings facilitate the extraction of di-
verse features that capture significant structural attributes of drugs. These features include
properties associated with nodes (such as atom types and charges) and attributes associated
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with edges (such as bond types and distances). These attributes serve as input features for
machine learning models used in predicting drug responses [57,59].

Subsequently, RDKit [60], an open-source chemical informatics software tool, gener-
ated a molecular graph representing the interactions among atoms within the drug. The
atom feature design from DeepChem [61] was utilized to characterize the nodes within the
graph. Each node encompasses five distinct atom characteristics: the symbol of the atom,
the atom’s degree, determined by the number of linked neighbors, including hydrogen
atoms, the overall count of hydrogen atoms, the implicit value of the atom, and whether
the atom is aromatic [37]. These atom features form a binary feature vector with multiple
dimensions [62]. An edge is established between two atoms when a link exists. Conse-
quently, a binary graph with attributed nodes was indirectly constructed for each input
SMILES string [62].

The atom symbol represents chemical elements such as carbon (C), nitrogen( N), and
oxygen (O). Each element is encoded using one-hot encoding, where a vector of zeros
represents every potential atom type (every unique atom form). The value one is placed
in the corresponding cell dimension for the atom’s element, and the zeros are assigned to
all other dimensions. This encoding enables the model to accurately differentiate between
atom types in molecules [63]. The atom degree is defined by the number of adjacent
atoms, including hydrogen atoms. This function detects the atom’s connection inside the
molecule, revealing critical information about the local chemical structure, which is crucial
for determining each atom’s immediate surroundings within the molecular graph [61]. For
instance, a carbon atom in methane (CH4) has a degree of four due to its bonds with four
hydrogen atoms. Another crucial characteristic is the total number of hydrogen atoms
bound to one atom. This count offers valuable information about the hydrogenation state
of the atom, which in turn affects the reactivity and interactions of the molecule [63]. The
implicit valence of an atom is the number of bonds it forms with its current bonding
state/type. The inferred valence is important when interpreting the chemical stability and
likely reactivity of the atom in the molecule. This feature helps predict how the molecule
may interact with other molecules in various chemical reactions [61]. Aromaticity is a
binary attribute indicating whether the element is an atom of an aromatic system (e.g., a
benzene ring). These aromatic atoms are typically found in delocalized 7-electron systems,
which impart special electronic properties to the molecule. Aromaticity is a crucial aspect
of the model, as aromaticity has a significant influence on the stability and reactivity of
each molecule [64].

The IC50 matrix was transformed into a tabular format consisting of 8712 rows, each
containing the cell line name, drug name, and response value. The total number of samples
for the CCLE data is shown in Table 1.

Table 1. The number of samples and features of genomics data in the used CCLE dataset.

Type Raw Data Processed
Drugs 24 24

Cell lines 1061 363

Gene expression 20,049 19,389
Copy number alteration 24,960 24,960
Single-nucleotide mutation 1667 1667

In GDSC, the IC50 matrix was converted into a tabular format consisting of 54,390 rows,
each including the cell line name, drug name, and response value. Table 2 presents the total
number of samples for the GDSC data.
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Table 2. The number of samples and features of genomics data in the used GDSC dataset.

Type Raw Data Processed
Drugs 98 98

Cell lines 1124 555

Gene expression 11,833 11,712
Copy number alteration 24,960 24,959
Single-nucleotide mutation 70 54

3.2. Bayesian Ridge Regression

Bayesian Ridge Regression (BRR) was employed as a feature selection strategy. This
approach involves calculating coefficients to estimate the relevance score of each feature.
Bayesian regression focuses on utilizing the Bayesian approach, wherein the estimation of
linear models is conducted by considering probability distributions rather than singular
point values [25]. The posterior probability of model parameters is influenced by training
inputs and outputs. Additionally, the ridge method is integrated into Bayesian regression to
mitigate the issues of model complexity and multicollinearity through coefficient shrinkage.
Most omics data are typically characterized as small-scale, making Bayesian analysis
appropriate for such scenarios. The process combines the existing information about the
parameter, known as the prior parameter distribution, with the observed data [27].

Bayesian Ridge Regression (BRR) differs from traditional Ridge Regression by uti-
lizing a probabilistic framework and including prior distributions for the regression co-
efficients [65]. Traditional Ridge Regression aims to minimize the sum of squared errors
while imposing a penalty term that restricts the regression coefficients’ L?> norm (Euclidean
norm) [65]. Including this penalty term alleviates the problem of multicollinearity and
enhances the stability of the regression coefficient estimation, particularly in the context of
high-dimensional data. In contrast, BRR treats regression coefficients as stochastic variables
and assigns a prior distribution to them, typically Gaussian [27]. This Bayesian approach
facilitates the integration of prior knowledge or beliefs about coefficient distributions into
the modeling process. During parameter estimation, Bayesian Ridge Regression (BRR)
not only maximizes data likelihood but also updates with observed data. This results
in a posterior distribution representing the regression coefficients” uncertainty. The final
approximations are typically derived by computing posterior mean or mode, striking a
balance between prior information and observed data [65-67].

The introduction of uninformative priors on hyperparameters allows regularization
akin to L, regularization in Ridge Regression and classification. This regularization seeks
maximum a posteriori estimation under a Gaussian prior over the coefficients w with
precision A~!. Instead of setting lambda manually, it is possible to treat it as a random
variable to be estimated from the data [66]. The output y is assumed to be Gaussian-
distributed around Xw to create a fully probabilistic model [68].

py|X, w,a) = N(y|Xw, a) (5)

where « is once more considered a random variable that needs to be estimated from
the data.

As previously described, Bayesian Ridge Regression estimates a probabilistic model
for the regression problem, employing a spherical Gaussian as the prior for the coefficient
w [65].

p(wld) = N (w

o,)rll,,) ©6)

The priors over « and A are selected as gamma distributions, which are conjugated
prior for Gaussian precision. The resulting model, similar to the classical Ridge Regression,
is known as Bayesian Ridge Regression. During model fitting, the parameters w, «, and A
are estimated jointly, with the regularization parameters & and A estimated by maximizing
the log marginal likelihood [65,69].
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This study utilized BRR to select informative features based on drug response. For
each omics dataset, a drug response value was assigned to each sample; then, data were
split into X as the multiple independent variables and Y as the dependent variable. The BRR
model was fitted to predict the response variable using a weighted sum of the independent
variables. This process involved calculating coefficients that were used as a weighted total
to make a prediction. The coefficients were utilized as feature relevance ratings to choose
the optimal features from each omics dataset. In the final stage, the coefficients greater than
or equal to the calculated mean were chosen as significant features. Figure 1 shows the
flowchart of BRR for selecting informative features for each omics type.

=_Genes1.2.... n = Genes1,2,.., n =Segmenl1,2,... n
o (| < N .

mp):HEN :HEN : EEN
/[ HEN C HEN : BEE
= EXP ° SNV © CNV

-

Split data into x and y

-

Fit BRR model (x,y)

-

Calculate coefficients based on BRR

> <

Coefficient >=
mean
(coefficients)

Remove

‘ Yes

« Selected
Features

Figure 1. The flowchart of BRR to select essential features for each omics type.

3.3. Iterative Similarity Bagging

A new method called Iterative Similarity Bagging (ISB) was introduced as the next
step to address the issue of dimensionality resulting from the many features selected in
the BRR step. ISB is an unsupervised method that eliminates redundant features based on
their distance. If neighboring features are deemed redundant, one of them will be removed.
ISB draws inspiration from the bagging ensemble technique, utilizing columns-based
grouping to partition features into bags without replacement. Subsequently, similarities are
computed based on the Euclidean distance for each group of features or genes. Redundant
features within each bag are identified and removed using a dynamic threshold. Figure 2
shows the architecture of ISB.

The architecture shown in Figure 2 consists of several steps. (A) ISB receives all omics
datasets (EXP, SNV, and CNV) produced from BRR. The number of iterations is a parameter
that needs to be set, and steps B-F are repeated independently for each omics dataset
according to the iterations count. (B) Column-based bagging: each set of features collected
in the bag is parameter k. Each number of features k will be grouped into the bag without
replacement and with the same number of samples. (C) The bag will be received as a
matrix, and then the matrix will be transposed, which interchanges its columns into rows
to be prepared for similarity calculation. In step (D), the similarity between genes/features
will be computed based on Euclidean distance, as shown in Equation (7). (E) Correlated
features are removed based on a threshold. Generally, if the distance between neighboring
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points is close to zero, one of them is considered a redundant feature. ISB supports various
thresholds such as mean, median, half-mean, and first percentile (Q1). According to the
literature review, the mean value is commonly used as a threshold to filter features [70].
This means features with scores higher or lower than the calculated mean of all feature
scores can be selected or eliminated, depending on the experiment’s scope and purpose.
Using a mean-level threshold or dynamic threshold overcomes the challenges associated
with fixed threshold techniques, such as the uncertainty problem [71]. In this experiment,
the half-mean threshold was selected because the method aims to eliminate the neigh-
boring points, thus favoring the smallest value. The half-mean threshold was chosen
after several experiments to determine the best threshold for this study. The final step in
each iteration is F, wherein selected features from the current bag are added to a list. All
lists generated from all iterations are concatenated to select unique features of each omics
dataset. Algorithm 1 shows the input, output, and main steps that represent how ISB works.

Algorithm 1: Iterative Similarity Bagging method

Input:
e terations count: i
e Bag size (Columns in the bag): k
e Single-omics dataset: data
Output:
e Selected features list after all iterations: selected_features
Begin
Declare List selected_features = []
// Increment value after each iteration
Declare integer increment value: ¢
Set index= 0 // Starting column to select genes in the bag.
Setc=k
For index=0: i
For j=0: range(0,len(data.columns))
IF index < len(data.columns):
df_bag = SELECT_COLUMNS(data, index : k
df = TRANSPOSE(df_bag)
df_Sim = compute_similarity(df) // Euclidean distance
threshold= get_threshold(df_Sim) // Half-mean threshold
iteration_selected_features = df_Sim|[col] > threshold
selected_features+= list(unique(iteration_selected_features))

index = index + ¢
k=k +c¢
End IF
End For
End For
End

The similarity between genes was calculated using Euclidean distance, represented
as follows:

(Xi —Yi)? (7)

1=

Distnace (X,Y) =
i=1

where X and Y are arrays of gene values, with n representing the number of genes.
The half-mean threshold was employed in this study to filter features and eliminate
redundant ones. The formula is represented as follows:

n .
Half_Mean = 71711 /2 8)
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where x represents the distance value between genes, and n denotes the number of genes.
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Figure 2. The architecture of the Iterative Similarity Bagging method.

3.4. Drug Response Prediction Using Graph Convolutional Network and Convolutional
Neural Network

Personalized oncology or medicine is a cancer therapy method aimed at identifying
the most effective therapeutic solutions for each patient. This discovery was facilitated by
combining genetic and drug sensitivity data, and the subsequent creation of drug response
associations allowed this discovery. While personalized medicine is not yet utilized as
a regular treatment, it is possible for most cancer patients due to the progress in multi-
omics features and drug sensitivity testing [72]. Personalized treatment regimens based on
genetics are a primary goal of systems medicine. For the development of individualized
cancer therapy treatments with a projected efficacy much above existing standard-of-
care methods, inferred models” ability to correctly forecast a tumor’s responsiveness to a
medicine or drug combination might benefit that process. Various methods for predicting
drug response rely on genetic profiling data [72]. If a training set has experimentally
measured genomic characteristics (such as protein expression, RNA expression, single-
nucleotide polymorphisms (SNPs), DNA methylation, or other types) and responses to
different drugs, then supervised or unsupervised approaches can be developed for each
drug, considering one or more omics data features based on these assumptions [51].

Accurately predicting how individual patients will respond to drugs is a critical focus
within the realm of personalized medicine [73]. By exploring the intricate interplay among
multi-omics data derived from cancer cell lines or patient tumors, novel opportunities arise
for developing individualized therapeutics tailored to each cancer patient [72]. Thus, drug
response prediction was employed to evaluate the proposed model. BRR-ISB can also be
applied across different domains. BRR-ISB integrates three omics: gene expression, single-
nucleotide mutations, and copy number variations. This integrated multi-omics approach,
combined with the drug’s chemical structure, served as inputs to the drug response model
shown in Figure 3.

Graph Convolutional Networks (GCNs) have increasingly been employed to handle
drug chemical structures due to the capability of the GCNs to model intricate relationships
in molecular graphs. In this context, GCNs represent each molecule as a graph, where
atoms are nodes and chemical bonds are edges. GCNs perform convolutional operations
on these graphs, pooling features of each atom with those of its neighboring atoms to
reproduce a specific representation of the atom within the molecule. This approach enables
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the model to consider both local atomic features and the global molecular structure, thereby
making accurate predictions of molecular properties and activities. GCNs have demon-
strated success in various tasks, such as predicting molecular properties, bioactivity, and
pharmacokinetic properties, outperforming traditional machine learning methods that rely
on hand-crafted features [63,74]. For instance, Wu et al. [63] showcased the effectiveness of
GCNs on MoleculeNet, a benchmark dataset for molecular machine learning, reporting
significant improvements in predictive performance across multiple datasets. GCNs facili-
tate efficient learning from graph representations of chemical structures, proving to be a
powerful tool for drug discovery and development.

R 2

S
,"\/\o]@Q’;\\"‘
.4u\©

S

COCCOC1=C(C=C2C(=C1)C(=NC=N2)NC3=CC=CC(=C3)CH#C)OCCOC

—»X?}&}-»(

-3

GCN Layers Fully connected layer
c Genes1,2,.,n
o
) -g- ] —
8 EXP — C
- _Genes12..n — Fully connected layer

= Genes 1,2,.., n H
<[ 8 --= Ry
e " I
£ d - 1 _
H= i i —>
3 15 e I
o Integrated

SNV Omics —
—Segment 1,2,.., n
o -.= | — I
-ig I —
= [ |
S CNV Convild Layers Fully connected layer

Figure 3. The architecture of the GCN and 1D-CNN model for drug response prediction.

The architecture of the proposed model was inspired by [37,62] and customized to fit
the CCLE dataset and integrate multi-omics. The Graph Convolutional Network (GCN)
model is specifically designed to combine and analyze graph-structured and sequential
data. This allows the model to predict intricate biological events such as drug response
prediction. The model combines graph convolutional layers with 1D convolutional neural
network layers. The graph component of the model processes drug features, represented
as nodes in a graph. Each node is defined by a feature vector of 75 elements representing
different molecular properties. Connections between nodes describe the connections and
interactions between distinct features of drugs. These connections are represented by the
adjacency matrix (edge index) and the properties of the connections. The model employs
two Graph Convolutional Network (GCN) layers to process the graph-structured data.
The initial GCN layer reduces node features from their original size to an embedded size
of 512 and applies a ReLU activation function. Subsequently, node embeddings undergo
Top-K Pooling to retain 80% of the most significant nodes. The aggregated representation
then enters a subsequent Graph Convolutional Network (GCN) layer, followed by another
Top-K Pooling layer, preserving 50% of the nodes. Global Max Pooling (GMP) and Global
Average Pooling (GAP) combine the node features into a single graphical representation
after each pooling layer.

The omics data are processed using 1D convolutional layers [62]. Initially, the data
are reshaped with a channel dimension and processed through a convolutional layer with
40 channels and a kernel size of 8, followed by ReLU activation. Subsequently, a max-
pooling layer with a pool size of 3 reduces dimensionality. The output then passes through
a second convolutional layer with 80 channels, and a similar ReLU activation function is
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used, followed by another max-pooling layer. The resulting feature maps are flattened and
converted into a 128-dimensional vector through fully connected layers.

3.5. Evaluation Metrics

The data were split based on the Pareto Principle [75,76], also known as the 80:20 rule,
wherein 80% was allocated for training, 10% for validation, and 10% for testing. Addi-
tionally, this study utilized cross-validation [77,78] to validate model prediction and BRR
feature selection. The model underwent training and validation in each epoch, ensuring
that every iteration yielded the best model compared to its predecessor, and was subse-
quently exported. Finally, the best model was employed to predict training, validation, and
testing splits within a 10-fold to guarantee that the results did not happen randomly. The
final result is the mean of the 10-fold. Bayesian Ridge Regression (BRR) feature selection
was utilized with GridSearchCV with a specified cross-validation strategy (in this case,
3-fold); this searches for the optimal hyperparameters that maximize model effectiveness.
The feature coefficients were obtained from the best estimator [78,79]. This study used three
evaluation metrics: Root Mean Square Error (RMSE), the Pearson Correlation Coefficient
(PCCQ), and the coefficient of determination (R?) [37,62,79].

The Root Mean Square Error (RMSE) [45,80] was used to quantify the discrepancy
between the observed and expected drug response values. It is mathematically defined as

~\ 2
Y(vi — yz-)
RMSE = ~———" )

where N is the sample size, y is the actual value of drug response, ?i is the predicted value
of drug response.

The PCC [81] value was utilized to quantify the extent of association or correlation
between the drug response and predictors generated by multi-omics integration, which
may be defined as

PCC — E(xi *y)(yi *?) (10)
VEG -2 E0 -7
where y; is the drug response value, x; is the value of predictors, ¥ and ¥ Indicate the means
of values.
The coefficient of determination (R?) [82] was employed to quantify the extent to which
the variability in drug response can be explained by its relationship to other independent
variables. This might be formulated as

(11)

where y is the actual value of the drug response, ?i is the predicted value of the drug response.

3.6. Experimental Setup

The experiments were implemented using Python PyTorch (2.3.0) and scikit-learn
(1.2.2) to develop the proposed solution. The models were executed on Google Colab with
T4 GPU and 50 GB RAM. The baseline scenario was implemented using a different GPU
(TPU V2) because using a T4 GPU causes memory crushing.

4. Results and Discussion

This section presents the results and effectiveness of the proposed solution. BRR-
ISB was implemented for drug response prediction in three steps. BRR demonstrated
informative features selected by BRR as a supervised domain-oriented feature selection
method. ISB presented the final features chosen by ISB as an approach for the dynamic
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reduction of dimensionality and complexity without losing biological measurements of
omics data. Finally, the results of the predictive model for drug response are presented
and discussed.

4.1. Genomic Features Selected by BRR

Drug response is assigned to each omics type as an input for BRR. Thereafter, BRR
functions as a domain-oriented supervised feature selection to determine essential features
based on the calculating coefficients for each feature. Figure 4 shows the selected features
of each omics type after implementing BRR.
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Figure 4. Architecture of BRR and the selected features of each omics type after implementing BRR.

However, the selected features generated by BRR are still considered numerous and,
thus, potentially time-consuming. Therefore, Iterative Similarity Bagging (ISB) was em-
ployed as an additional step to dynamically reduce dimensionality and complexity. Table 3
shows the top ten features for each multi-omics produced by BRR.

Table 3. The top ten features for each multi-omics after utilizing BRR.

Type Genes
G . TFPI2, SGCE, PPIC, ATP1B1, DSP, PEG10, MAGEAA4,
ehe expression C1S, CPVL, GATAG6.
c ber alterat RASSF8AS1, MIR4302, CCNE1, RASSFS, LMNTD1,
Opy number afteration LOC102724958, STARD3, LINC00906, KRAS, LYRM5
Sinelenucleotide mutation AKAP12, TP53, NLRP3, ATRX, OBSCN, CARD10,
gie-hucieotide mutatio KRAS, ATR, FZD1, GPR112

Expression values of certain genes play a crucial role in various types of cancers. The
loss of sarcoglycan, epsilon gene (SGCE) enhances the responsiveness of breast cancer to
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chemotherapy by targeting breast cancer stem cells (BCSCs) [83]. ATP1B1, a pivotal gene in-
volved in copy number variations, has been identified as a significant driver in diffuse large
B-cell lymphoma. This gene holds potential as a target for therapeutic development [84].
An exploration of paternally expressed gene 10 (PEG10) as a novel therapeutic strategy
to overcome resistance to cyclin-dependent kinases 4 and 6 (CDK4/6) inhibitors in breast
cancer has also been reported [85]. In addition, the role of A-kinase anchor protein 12
(AKAP12) as a tumor suppressor in various malignancies has been extensively investigated
and confirmed.

However, the role of the immune system in stomach adenocarcinoma (STAD) remains
unclear [86]. Furthermore, one in eight breast cancers is “HER2-positive,” which is more
aggressive and is treated with surgery, chemotherapy, a targeted drug against HER2,
radiation, and endocrine therapy. HER2 is strongly linked to STARD3, a protein discovered
by Lodi et al. [87]. STARD3 predicts a pathological complete response and shows significant
correlation with prognosis and cancer recurrence.

4.2. Genomic Features Selected by ISB

The extensive number of features selected by BRR introduced complexity and dimen-
sionality. Therefore, ISB was implemented to dynamically reduce the number of features
without compromising biological context. Table 4 presents the top ten features of each
omics type based on ten iterations, with a bag size of 200. The following features were
selected across all iterations.

Table 4. The top ten features for each multi-omics after implementation of ISB.

Type Genes

TFP12, SGCE, ATP1B1, DSP, PEG10, MAGEA4, C1S,
CPVL, GATA6, RP11-490M8.1

RASSF8-AS1, STARD3, PPP1R1B, SLC35E3, ZNF536,
SOX5, TRIT1, TMEMY75, ZNF879, ST8SIA1

AKAP12, TP53, NLRP3, ATRX, OBSCN, CARD10,
KRAS, ATR, FZD1, GPR112

Gene expression

Copy number alteration

Single-nucleotide mutation

The features presented in Table 3 closely resemble those in Table 4. In gene expression,
one gene (PPIC) was removed by ISB, which was considered correlated with other features,
with one of them being selected and considered sufficient for the model. In copy number
alteration, RASSF8-AS1 and STARD3 were the only genes selected by ISB after BRR. Finally,
the genes in single-nucleotide mutation were identical in both tables.

4.3. Effectiveness of BRR-ISB in Drug Response Prediction

Different scenarios were implemented to assess the effectiveness of BRR-ISB in drug
response prediction. (1) Baseline: the first scenario implemented the model with all
46,016 features of the three omics. (2) The model relied on the features produced for
BRR after utilizing BRR as a feature selection method. (3) Similarity Network Fusion
(SNF) [24] is one of the state-of-the-art methods for integrating genomic data. SNF works
to create patient clustering for each available data type and then efficiently fuses these
into one network that represents the full spectrum of underlying data. SNF can often
achieve promising results compared with other methods, such as iCluster [88] or KMeans.
SNF is a graph-embedding method in which transforming high-dimensional to new, low-
dimensional representation may reduce the interpretability of a model as the extracted
features are no longer biological measurements. Therefore, BRR-ISB was compared with
SNF to evaluate how preserving biological context affects the model results. (4) BRR was
combined with SNEF. (5) Finally, different parameters were used to test BRR-ISB, as shown
in Tables 5 and 6. All scenarios were implemented to the CCLE and GDSC dataset and
drug chemical structure data, utilizing 100 epochs and 512 batches.
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Table 5. The scenarios were implemented using the same CCLE dataset and drug chemical structure
for drug response prediction.

Method Input Model Training Validation Testing Time
Features Features
RMSE PCC R? RMSE PCC R? RMSE PCC R?
Baseline 46,016 46,016 0088 0935 0873 012 0864 0744 013 013 0737 40311
Iterative Similarity Bagging (ISB)
ISB bag size = 50,
;0D e 46,016 13,844 0087 0935 0875 0118 0871 0755 0126 087 0754 10:17
iterations = 5
ISB bag size = 50, 46,016 12,270 0103 0909 0824 0127 0847 0716 013 0858 0736  9:16
iterations = 10
ISB bag size = 100, 46,016 5926 008 0946 0894 0117 087 0755 0129 0862 074 550
iterations = 10
ISB bag size = 200, 46,016 2390 0.091 0929 0863 0116 0875 0764 0.124 0873 0.6 3:51
iterations = 10
ISB bag size = 300, 46,016 2261 0091 0929 0863 0119 0866 0747 0126 0868 075  3:48
iterations = 10
ISB bag size = 400, 46,016 2119 0.1 0917 0837 0119 0866 075 0127 0865 0747  3:42

iterations = 10

Bayesian Ridge Regression with Iterative Similarity Bagging (BRR-ISB)
BRR 23,683 23,683 0.087 0937 0877 0117 0872 0758 0125  0.87 0.754 1543
BRR-ISB bag size = 50,

DR 23,683 5740 0093 0926 0857 0115 0876 0766 0124 0872 0759 548
iterations = 5

BRR-ISBbag size =50, 5 (oq 4822 0094 0924 0854 0121 086 0739 0127 0865 0748 520
iterations = 10

BRR-ISB bag size =100, 5 (oq 2133 0099 0917 084 0117 0871 0758 0125 0869 0754 357
iterations = 10

BRR-ISB bag size =200, 5 ;o4 1273 0097 0919 0845 0114 0879 0771 0121 0879 077  3:50
iterations = 10

BRR-ISB bag size =300, 5 ;o4 1245 0099 0918 084 0116 0872 076 0122 0877 0768 347
iterations = 10

BRR-ISB bag size =400, 55 coq 1260 0097 0921 0846 0116 0874 0763 0127 0867 0749  3:50

iterations = 10

Similarity Network Fusion
SNF 46,016 363 0.13 0854 0721  0.13 0841  0.699 0.134 0848 0716  3:02
BRR-SNF 23,683 363 0126 0859 0738 0127 0844 0713 0138 0847 0.7 3:02

The results from ISB pipeline experiments and BRR-ISB are nearly similar. However,
the primary objective of the proposed method is to select informative features based on
two relationships. Firstly, the relationship between drug response and multi-omics features
is assessed using Bayesian Ridge Regression (BRR), a supervised feature selection method
focused on domain-oriented contexts such as drug response. Secondly, the relationship
among omics features themselves is measured using Iterative Similarity Bagging (ISB), an
unsupervised method that eliminates similar genes according to distance.

In general, features from the CCLE and GDSC were manually selected using the
BRR-ISB or the ISB alone. Therefore, the determination of the bag size and the number
of iterations requires that it is set automatically via a method such as GridSearchCV in
scikit-learn. In addition, considering alternatives to BRR for feature selection methods may
be considered to improve the proposed method.

Combining all features in the baseline scenario caused memory crushing; therefore, a
different GPU was utilized to solve the memory issue. BRR-ISB, employing a bag size of
200 features and ten iterations, demonstrated superior results regarding RMSE, PCC, and
R? compared to other scenarios. It also significantly reduced the execution time by 77%
compared to the BRR scenario. Similarity Network Fusion (SNF), a transformation-based
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integration method, may decrease the interpretability of a model due to the potential loss of
biological context in the extracted features. In contrast, BRR-ISB, with its dynamic reduction
in dimensionality and complexity without compromising the biological measurements of
omics data, outperformed SNF regarding RMSE, PCC, R?, and execution time.

Table 6. The scenarios were implemented using the same GDSC dataset and drug chemical structure
for drug response prediction.

Input Model

Method Features Features Training Validation Testing Time
RMSE PCC R? RMSE PCC R? RMSE PCC R?

Baseline 36,725 36,725 0023 0934 0872 0032 0879 0771 003 089 0791  19:38:19

Iterative Similarity Bagging (ISB)

ISB bag size = 50,

;oD e 36,725 11,987 0022 0943 0889 0031 0881 0776 003 0895 0.8 59:48

iterations =5

ISB bag size = 50, 36,725 10,367 0023 0935 0874 0031 088 0774 003 0895 0799  51:44

iterations = 10

ISB bag size = 100, 36,725 4211 0024 0933 0867 0031 0887 0783 0029 09 0.808  32:52

iterations = 10

ISB bag size = 200, 36,725 1174 0026 0919 0843 0031 0881 0775 003 0894 0798  26:07

iterations = 10

ISB bag size = 300, 36,725 974 0025 092 0846 0031 0883 078 0029 0896 0803 2431

iterations = 10

ISB bag size = 400, 36,725 956 0025 092 0846 0031 0882 0777 0029 089  0.801  24:43

iterations = 10

Bayesian Ridge Regression with Iterative Similarity Bagging (BRR-ISB)
BRR 36,725 18,392 0.024 093 0.866  0.032 0878 0771  0.03 0.894 0798  1:23:11
BRR-ISB bag size = 50,

BRR-I 18,392 5369 0023 0938 0879 0031 0885 0783 0029 0899 0807  36:19
iterations = 5

BRR-ISBbag size =50, g 59, 4509 0024 0928 0859 0031 0882 0775 003 0894 0797  32:07
iterations = 10

BRR-ISB bag size =100, ;g 59, 1681 0026 0915 0835 0031 0881 0774 003 0892 079 2328
iterations = 10

BRR-ISB bag size =200, g 59, 606 0026 0916 0838 0031 0883 0777 0029 089 0801 1958
iterations = 10

BRR-ISB bag size =300, 4 39, 549 0028 0904 0817 0032 0878 0771 003 0892 079  21:08
iterations = 10

BRR-ISB bag size =400, 14 39, 566 0028 0903 0815 0032 0877 0769 003 0892 079  21:33

iterations = 10

Similarity Network Fusion
SNF 36,725 555 0029 0.89%  0.802 0.033 087 0756  0.031 0.884 0782  20:23
BRR-SNF 18,392 555 0029 0894 0799 0.033 0869 0756 0.031 0884 0781  20:19

In addition to a reduction in computational cost and a substantial dimension reduction,
the feature selection methods offer several benefits. These benefits include enhanced model
interpretability, reduced overfitting risk, and potentially improved generalization to new
data. Studying multi-omics with a few informative features can facilitate interpretability
and discovering relationships between variables.

Furthermore, BRR-ISB demonstrated no overfitting between training and validation,
as depicted in Figure 5, which shows the loss values between training and validation in the
BRR-ISB scenario with a bag size of 200 and ten iterations.

This study addresses overfitting through several approaches. Regularization is a
feature embedded within BRR that prevents overfitting and enhances the model’s ability to
generalize, particularly when multicollinearity or high-dimensional data are present [89].
In addition, ISB works iteratively to select essential features by removing highly correlated
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features, which prevents overfitting and leads to better generalization [90,91]. Furthermore,
dropout is a technique designed to combat the overfitting problem [43]; dropout was
utilized in the GCN-1CNN model.
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Figure 5. The loss value between training and validation.

4.4. Comparison with Related Works

The proposed method was benchmarked against four models that introduced notable

approaches to predicting drug response:

1.

Researchers utilized Weighted Graph Regularized Matrix Factorization (WGRMF) [92]
to predict the responses of cell lines to anti-cancer drugs. This model used the CCLE,
which has 491 cell lines and 23 drugs with 10,870 known responses. WGRMF em-
ployed gene expression and drug fingerprints as inputs for the model.

EBSRMF [81]: Researchers proposed Ensemble-based Similarity-Regularized Matrix
Factorization, a bagging-based technique to enhance drug response prediction accu-
racy on the CCLE dataset. The dataset comprises 24 drugs and 363 types of cell lines.
It utilized gene expression profiles and chemical structure.

DeepDSC [80]: Gene expression data were utilized to extract features of cell lines by a
stacked deep autoencoder. Subsequently, the gene expression data were combined
with chemical structure information to forecast drug response. DeepDSC utilized the
Cancer Cell Line Encyclopedia (CCLE), which has 491 cell lines and 23 drugs, along
with 10,870 documented responses.

SRMF [93]: Drug response prediction was accomplished by combining gene expres-
sion data with chemical structures using a Similarity-Regularized Matrix Factorization
model. The CCLE dataset has 10,870 known responses, encompassing 491 distinct cell
lines and 23 drugs.

Table 7 compares the BRR-ISB using 200 features as a bag size and ten iterations with

the four models using the CCLE dataset.
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Table 7. Comparison of performances with other related studies.

Model RMSE PCC R?
WGRMF 0.56 0.72 -
EBSRMF 0.21 0.86

DeepDSC 0.23 - 78
SRMF 0.57 0.71

BRR-ISB (Proposed) 0.12 0.879 77

The proposed model demonstrated improvements by achieving the lowest RMSE com-
pared with the other models. Additionally, BRR-ISB achieved the highest PCC compared
with the other methods. DeepDSC showed the highest R? score compared with BRR-ISB.

5. Conclusions

This paper introduced BRR-ISB as a multi-omics integration method aimed at over-
coming challenges such as dimensionality and the loss of biological context inherent in
transformation-based methods. Bayesian Ridge Regression (BRR) was proposed as a su-
pervised approach for feature selection in omics to reduce complexity and dimensionality.
Features were selected based on domain-specific contexts, such as drug response and cancer
classification. The Iterative Similarity Bagging (ISB) method was introduced to further
reduce omics data’s dimensionality and complexity without compromising the biological
measurements. This methodology addresses the limitations associated with transformation-
based integration methods. Various scenarios were employed to evaluate the efficacy of
BRR-ISB in drug response prediction. The scenario used for BRR-ISB, utilizing a bag size of
200 features and conducting ten iterations, had superior performance in terms of RMSE,
PCC, and R? when compared to other scenarios.

Furthermore, the execution time was reduced by 77% compared to the BRR scenario.
SNF is a transformation-based integration method that converts omics types into a new
representation. However, this transformation might decrease a model’s interpretability, as
the extracted features may lose their biological context.

Moreover, BRR-ISB, a method that effectively reduces the dimensionality and com-
plexity of omics data while preserving biological measurements, shows improvement
compared to SNF regarding RMSE, PCC, R?, and execution time. Furthermore, the BRR-ISB
model demonstrated no overfitting between the training and validation datasets. This was
observed by comparing the loss values in the BRR-ISB scenario, which involved 200 bag
sizes and ten iterations.

However, there are some limitations of the BRR-ISB. BRR is a wrapper feature selection
method that is considered time-consuming. It can be replaced by other filter feature
selection methods suitable for small-scale datasets. Wrapper feature selection approaches
are perceived as time-consuming since they include iterations, necessitate model training,
and explore a vast search space [94]. These techniques entail the training and assessment
of several models, each utilizing a distinct set of features. Cross-validation is typically
employed to ensure the reliability and stability of the results. Exploring the extensive
range of potential feature combinations can be computationally demanding, particularly
for datasets with several features, resulting in a longer computation time. In addition,
wrapper approaches can utilize iterative algorithms to continuously modify the feature
subsets based on their impact on model performance [94,95].

Furthermore, features from the CCLE and GDSC were selected manually using ei-
ther BRR-ISB or ISB alone. Therefore, the process of selecting the optimal number that
represented informative features was not precise.

In future work, different filter feature selection methods need to be investigated
as an alternative to Bayesian Ridge Regression that may reduce the time requirement
and complexity of BRR. In addition, more data, such as methylation and metabolomics
data, may need to be investigated to integrate them using ISB to improve drug response
prediction. Furthermore, the current study utilized the half-mean as a threshold of the
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ISB; different thresholds, such as mean, median, and first percentile Q1, will be tested and
compared. Other distance metrics, such as the Manhattan distance and Pearson correlation,
will also be studied to improve the effectiveness of ISB.
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