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Abstract: Facial expression recognition plays an increasingly important role in daily life, and it is used
in several areas of human-computer interaction, such as robotics, assisted driving, and intelligent
tutoring systems. However, the current mainstream methods are based on the whole face, and do
not consider the existence of expression asymmetry between the left and right half-face. Hence, the
accuracy of facial expression recognition needs to be improved. In this paper, we propose a half-
face self-attention weighted approach called HSAW. Using statistical analysis and computer vision
techniques, we found that the left half-face contains richer expression features than the right half-face.
Specifically, we employed a self-attention mechanism to assign different weights to the left and
right halves of the face. These weights are combined with convolutional neural network features for
improved facial expression recognition. Furthermore, to attack the presence of uncertain categories in
the dataset, we introduce adaptive re-labeling module, which can improve the recognition accuracy.
Extensive experiments conducted on the FER2013 and RAF datasets have verified the effectiveness of
the proposed method, which utilizes fewer parameters.

Keywords: facial expression recognition; asymmetrical of expression; half-face; self-attention weighted;
adaptive re-labeling

1. Introduction

Facial expressions are a fundamental aspect of human communication, offering critical
insights into an individual’s emotional state without needing verbal interaction. They
are pivotal in social interactions, affecting perceptions, decisions, and behaviors of inter-
personal relationships. Therefore, the automatic recognition of facial expressions holds
significant promise for enhancing human—computer interaction, contributing to advance-
ments in psychological research, and supporting various applications in the security and
entertainment industries. However, accurately recognizing and interpreting facial expres-
sions through computational methods poses a considerable challenge, primarily due to
facial movements’ complex and dynamic nature.

One of the difficulties in facial expression recognition is the asymmetry of expressions.
The reason for this is that the face is the most complex signaling system in the human body
and a highly differentiated part of the body [1]. During conversations, Dopson et al. [2]
systematically and subtly uncovered that the regions of the cerebral cortex responsible for
emotional expressions demonstrate variations between the left and right halves of the face.
Such asymmetries often manifested on half or part of the face, introduce discrepancies in
expression features, leading to inaccuracies in automated recognition systems. This phe-
nomenon reflects the diverse control mechanisms governing facial muscles and highlights
the complexity underlying human emotional expression.

This asymmetry poses a unique challenge to facial expression recognition techniques,
as it requires distinguishing and accurately interpreting the features of expression asym-
metry. However, asymmetric features may interfere with detection based on the whole
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face, and the accuracy of facial expression recognition still needs to be further improved.
Recent efforts have focused on leveraging local facial expression features to enhance facial
expression recognition accuracy. Liu et al. [3] employed a trained multi-channel convo-
lutional neural network to extract features from localized regions such as the eyebrows,
eyes and mouth. Subsequently, these local features are fed into a unified multi-scale fusion
network to derive the results used for expression classification. Wang et al. [4] introduced a
regional attention network model to address the challenges associated with head deviation
and facial occlusion. In their approach, localized regions in a given image are initially
identified based on predefined criteria. These regional areas and the original image are
then processed through a backbone network to extract features indicative of facial expres-
sions. Ultimately, a classifier leverages the global features, features of the local regions,
and their respective weights from the original image to determine the expression category.
Although the above methods use local features to improve expression recognition accuracy,
the different effects of the left and right half-face on expression classification still need to be
further distinguished.

To address the issue aforementioned, in this paper, we propose an expression recogni-
tion approach based on a self-attention weighted half-face. In this approach, facial region
is divided into the left and right half-faces using a segmentation algorithm. Features
are then extracted from each half-face separately using a neural network. Based on the
observed asymmetry, appropriate weights are assigned to the left and right halves using
a self-attention weighted module. This ensures that the expression features from each
half-face uniquely influence the final decision. Consequently, the impact of information
asymmetry on the results is minimized. In addition, due to the presence of uncertain classi-
fication labels in the dataset after the self-attentive weighting module, this paper introduces
an adaptive re-labeling module, which aids in prediction through pseudo-labeling and
improves the algorithm’s accuracy. Therefore, the main contribution of this paper can be
summarized as follows:

*  We explore facial expression asymmetry using statistical analysis and computer vision
techniques, revealing that the left half-face possesses richer and more recognizable
features than the right.

¢  To address the asymmetry of expressions, we propose a facial expression recognition
algorithm based on a self-attention weighted half-face.

*  Extensive experiments on the FER2013 and RAF datasets validate the efficacy of the
proposed method.

2. Related Works

Traditional facial feature extraction algorithms can be separated into two categories:
(1) geometric-based methods, such as Active Appearance Models (AAM) [5], and (2) appearance-
based methods, such as LBP [6] and Gabor Wavelet Representation. After the feature description,
the features are fed into a classifier, such as SVM [7] and K-nearest Neighbors (KNN) [8], for
recognizing different facial expressions. Therefore, the classifier’s performance depends mainly
on the quality of the extracted features. In [9], various feature extraction techniques combined
with different classification algorithms were presented to find the best combination that can
be used for emotion intensity recognition. The results with LBP features are better than those
using HOG and Gabor features. AAM tracks faces and extracts facial features, and then uses
support vector machines to classify facial expressions. In the dataset CK+ [10], the accuracy of
this architecture has reached over 65%, with the best recognition accuracy for happy emotions
being 100%.

Deep neural networks have become popular in recognizing facial expressions and
other computer vision tasks in recent years. VGG Net [11] used very small convolution
filters (3 x 3) to increase the architecture depth, where the small-size filter can make
the decision function more discriminative and decrease the number of parameters. The
network often stacked several convolutional layers and then followed one pooling layer.
The architecture can significantly improve the prior-art configurations when there are
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16 or 19 weight layers in the network. GoogLeNet [12] is a 22-layer deep network. The
width and depth of the network are increased compared with previous networks. The
main structure of the network is the “Inception” layers, which contain several parallel
convolution branches. “Inception” layers have different sizes of convolution filters, and
the input images can convolve to varying scales of feature maps. In ResNet [13], skip
connections are added between the network’s input and output layers. This structure not
only increases the training speed and improves the training effect of the model, but also
avoids gradient disappearance and network degradation.

Most works were inspired by the above-mentioned deep network architectures for the
facial expression recognition task. Sun et al. [14] proposed a facial expression recognition
network with visual attention. In this network, the deep convolution features are extracted
from the face and, thus, the regions of interest are detected and used to classify expressions.
In [15], a GAN-based face frontalization method was presented. The generator formalizes
the input face images, and the identity and expression characteristics are preserved at
the same time. Then, the discriminator distinguishes between the real images and the
generated face images. Liu et al. [3] further considered local facial regions and used trained
multi-channel convolutional neural networks to extract local features for eyebrows, eyes,
and mouth, thereby improving facial expression recognition accuracy.

However, the current mainstream methods for facial expression recognition are based
on the entire face. On the one hand, this method ignores the asymmetry of facial expressions.
On the other hand, half-face-based recognition methods can reduce the number of model
parameters, making recognition more efficient. Therefore, this paper first verifies the
asymmetry of facial expressions from statistical and computer vision perspectives and
then proposes an expression recognition algorithm based on a half-face weighted self-
attention mechanism.

3. Analysis of the Asymmetry of Facial Expressions

This section analyzes and validates the asymmetry of facial expressions through both
statistical analysis and computer vision. We propose a novel approach based on this
asymmetry by assigning weights to the left and right half-faces.

3.1. Statistical Analysis

In this subsection, we used statistical methods to analyze the time of human responses
during recognition of half-face expressions, ratings of the intensity of half-face expres-
sions, and classification accuracy. This subsection describes the test subjects involved in
identification, the stimulus conditions, and the experimental procedure.

3.1.1. Test Subjects

We recruited 18 undergraduate students (8 females) through internet adverts for this
experiment (mean age 22.33 years, SD = 1.609 years). All subjects were right-handed,
had normal or corrected vision, and had no self-reported history of neurological disease.
This paper was approved by the local ethics committee, and conducted according to the
principles expressed in the Declaration of Helsinki. All subjects gave written informed
consent and were paid for participation.

3.1.2. Stimulus Conditions

To avoid the influence of gender factors on the experiment, half of the male and
female expressions were selected as stimulation materials. Additionally, after weighing
the emotional sample distribution, resolution, and sample form of different databases,
seven types of emotional macro-expression apex images were extracted from the CAS(ME)?
database, with 10 images selected for each type of emotion. Seven of these emotions
include happiness, fear, anger, disgust, sadness, surprise, and others. We cropped the
front face through OpenFace, then covered the left half-face or right half-face with a white
background image for each expression, resulting in 140 emotional stimulation images of
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the left and right half-face. They were written into the Psychopy-2023.1.1 program, and
presented in the center of the computer screen. Figure 1 illustrates the apparatus and
lab environment.

Figure 1. Experimental environment: procedures and laboratory.

3.1.3. Experimental Procedure

Subijects were required to view facial image stimuli and respond to related questions.
To exclude practice effects, the order of all trials was counterbalanced across subjects. All
subjects used the same program.

In this experiment, subjects were asked to view emotional stimuli displayed on com-
puter screens and answer two questions about emotion types and intensity based on the
presented images. Subjects can adjust the distance between themselves and the computer
screen while watching the instructions. Still, after entering the formal experimental pro-
gram, subjects were seated at a distance of 60 cm from the screen with their heads lined up
to the center monitor.

Figure 2 presents the experimental procedure in detail. After the formal experiment
began, a white “+” fixation point with a duration of 250 ms appeared in the center of the
screen, followed by an emotional stimulus image. When the subjects remembered the
image, they pressed the “space bar” to answer the question. Each image requires two
questions to be answered, and each question is answered using the number keys. The
entire experiment requires subjects to complete the judgment of 140 images.

AN
R

Figure 2. Psychopy program: expression and question presentation sequence. 1-5 represents
emotional intensity.
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3.1.4. Results of the Analysis

The results of the statistical analyses of human reaction time (RT) during recognition
of half-face expressions, ratings of the intensity of half-face expressions, and the accuracy
of half-face expression categorization are as follows.

An independent-sample t-test revealed no significant differences in RT between the
left half-face (M = 1.461, SD = 1.292) and right half-face (M = 1.518, SD = 1.607), where
t902.606) = —0.619, p = 0.536 > 0.05. Furthermore, we classified the emotions correctly
recognized by the subjects into positive and negative emotions, with positive emotions
only containing happiness and negative emotions including fear, nausea, sadness, and
anger. The purpose of doing this is to explore whether positive and negative emotions
will have a significant impact on the reaction time of subjects. An independent-sample
t-test revealed significant differences in RT between the positive emotions (M = 0.766,
SD = 0.563) and the negative emotions (M = 1.863, SD = 1.516), f(51) = —11.686, p < 0.001.
These results indicate that the RT of positive emotions is significantly less than the RT of
negative emotions.

An independent-sample t-test for facial emotional intensity revealed a significant
difference between the left half-face (M = 3.25, SD = 1.279) and right half-face (M =2.91,
SD =1.256), t(s517.154) = 6.773, p < 0.001. The above results prove that the emotional
intensity of the left half-face is significantly greater than that of the right half-face.

A Chi-square test revealed significant differences in accuracy of discrimination of
all emotion types between the left half-face and right half-face, Pearson x?(1) = 10.552,
p = 0.001. The result revealed that the accuracy of the left half-face is significantly higher
than that of the right half-face. In addition, we also divided seven emotion types into
positive and negative emotions and conducted a Chi-square test on each of them. The
results indicate that the accuracy of discrimination positive emotions is still significantly
higher on the left face than on the right face, Pearson x?(1) = 13.425, p < 0.001. However,
the accuracy of identifying negative emotions has no significant differences on the left
half-face and right half-face, Pearson x?(1) = 3.318, p = 0.069 > 0.05.

The present Section 3.1 focuses on whether a person observing only the left half of the
face and the right half-face affects facial expression recognition. The results showed that
the emotional intensity of the left half-face was significantly higher than that of the right
half-face, which demonstrated the existence of half-face asymmetry in facial expressions.

3.2. Computer Vision Techniques

Neural networks are one of the core technologies in computer vision. In this subsection,
we use two neural network models, AlexNet and ResNet, to analyze the difference between
right and left half-face expression recognition.

AlexNet, introduced by Krizhevsky et al. [13], marked a significant breakthrough
in the field of deep learning by winning the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC) in 2012. Its architecture, characterized by deep convolutional layers
followed by fully connected layers, was specifically designed to capture and process the
intricate patterns and features present in high-resolution images. Liu et al. [13,16-18] found
that AlexNet is similar to the primate visual pathway. ResNet, introduced by He et al. [19],
further revolutionized the deep learning landscape with its innovative approach to ad-
dressing the vanishing gradient problem encountered in very deep networks. Through the
introduction of residual connections, ResNet allows for the training of significantly deeper
networks by enabling the seamless flow of gradients. We therefore used them to train the
left and right half-face expressions separately.

During training, we employed two data augmentation techniques to expand the
dataset and improve the robustness of our model. Random rotation: Each image is ran-
domly rotated within a range of —20° to +20° This helps the model become invariant to
slight changes in orientation. Random erasing: We applied random erasing to each image,
where a randomly selected rectangular region is erased (set to zero). This encourages the
model to focus on the most informative parts of the face and improves generalization. In
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the classification task, the images are categorized into seven different classes and, hence,
the output dimension of the fully connected layer is adjusted to seven. A few original
samples from each dataset are shown in Figure 3, and a summary of the facial expression
datasets is shown in Table 1. Optimization is performed using Stochastic Gradient Descent
(SGD) with the learning rate set at 0.01, momentum decay at 0.9, and the weight decay
parameter fixed at 0.0005. The evaluation metric for classification task is:

TP+ TN
TP+TN+FP+FN

Accuracy = @
where TP: True Positive, TN: True Negative, FP: False Positive, and FN: False Negative. Ex-
periments from different networks are also conducted using the same setting environment,
such as hyperparameters, preprocessing, and augmentation, as well as evaluation metrics.

The CrossEntropyLoss function is utilized as the loss mechanism. The results of their
classification are shown in Table 2:

Surprise Fear Disgust ~ Happmness  Sadness Anger Neutral

TN 1. A =)
(a) CAS(ME)3-Test

Disgust

~ :

Happiness  Sadness Anger

Fear

Happiness ~ Sadness Anger

M}

(c) FER 2013

Figure 3. Sample images of facial expression datasets.

Table 1. Summary of facial expression datasets.

Datasets Samples Class Resize Validation Methods

CAS(ME)3-Test 140 7 100 x 100 10-fold cross-validation
FER-2013 35,887 7 48 x 48 10-fold cross-validation
RAF 15,539 7 100 x 100 10-fold cross-validation

Table 2. Comparison of left and right half-face expression recognition accuracy (ACC (%)).

Method Left ACC Right ACC
AlexNet 77.6 £ 0.56 73.7 £1.32
ResNet 84.7 +0.43 79.3£0.76

Table 2 shows that both AlexNet and ResNet networks exhibit higher accuracy in
classifying the left half of facial expressions compared to the right half of facial expressions.
To enhance the credibility of our conclusions, we opted for the widely recognized
FER2013 dataset as an alternative stimulus material for validation. We conducted five
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independent training runs, each using different random initial conditions. This can more
accurately reflect the performance and stability of the model, as shown in Table 3.

Table 3. Comparison of facial expression classification expression recognition accuracy (ACC (%))
utilizing the FER2013 dataset within the ResNet.

Datasets ALL_ACC Left_ACC Right_ACC
FER 2013 67.2 £ 0.63 65.7 £ 0.93 60.4 + 1.03

The ensuing results continued to affirm our initial findings. The detailed outcomes are
depicted in Figure 4.

0.68 1.75

0.64 1.504

0.60

= all_acc 1.254 == all_loss

Loss

= left_acc == left_loss

0.56

Accuracy

== right acc == right loss

1.00 4
0.52

0.75 4
0.48

0 10 20 30 0 10 20 30
Epochs Epochs

Figure 4. Comparison of facial expression classification outcomes utilizing the FER2013 dataset
within the ResNet.

3.3. Section Summary

In this subsection, we find that the left half-face produces more effects than the right
half-face in the facial expression recognition process, statistically for human recognition
of the left and right half-face expressions and the classification of the left and right half-
face expressions by computer vision methods. This observation confirms the existence of
asymmetry in facial expressions.

4. Proposed Method

In this paper, we propose an expression recognition approach based on a self-attention
weighted half-face; the specific structure is shown in Figure 5. This approach comprises
five distinct modules: image segmentation, a feature extraction network, self-attention
weighted, bilinear prediction fusion, and adaptive re-labeling. Notably, image segmen-
tation, weighted self-attention, and bilinear prediction fusion are integrated into a self-
attention auxiliary module designed to enhance the efficacy of expression recognition.
Furthermore, the adaptive re-labeling module is critical in accurately identifying expres-
sions with uncertain labels within the dataset.

ResNet18

Ileﬂ l‘ ‘||

conv}

*GB

DDDDDDD'ﬂ

oS x|

I

right

(b) feature extraction network

(a) image segmentation (c) self-attention weighted (d) bilinear prediction fusion () adaptive re-labeling

loss: L, (W, +W,,,,1)  loss: L(P, +P,

2it> Flo X Wiege + Bigre % rx;:'h[)

Figure 5. HSAW: half-face self-attention weighted approach: (a) image segmentation, (b) feature
extraction network, (c) self-attention weighted, (d) bilinear prediction fusion, and (e) adaptive re-labeling.
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4.1. Image Segmentation

In the preprocessing stage for facial expression images within the dataset, the Dlib
library is employed to isolate the facial region and identify 68 facial landmarks. Five facial
key points are selected for their significance: the tip of the nose, the centers of both eyes, and
the corners of the mouth. Utilizing the delineated facial frame denoted as I,;;, the process
involves selecting the key point at the tip of the nose as the pivotal boundary marker.
Subsequently, the facial frame is divided into left and right half-face regions, labeled as I, ¢;
and I o, respectively, through a vertical and symmetrical segmentation.

4.2. Feature Extraction Network

This paper employs a feature extraction network derived from ResNet18 to address
the above-mentioned challenges. It confines its selection to the conl through con5_x
layers of ResNet18 for feature extraction, intentionally excluding the global pooling layer
to minimize the loss of information. For a specified batch of images, denoted asl;, this
network is utilized to secure the 512 x 7 x 7 feature representation, labeled F?.

However, the absence of a global pooling layer in the extraction network means that
using this feature as input to a fully connected layer for direct classification can result in
issues like excessive parameters and overfitting. This paper opts for large convolutional
kernel operations instead of global pooling to mimic the effect of dimensionality reduction
and prevent overfitting. Firstly, employing large convolutional kernels can substantially
augment the model’s receptive field, thereby broadening the scope of input features that
can be captured. Secondly, the use of large convolutional kernels introduces greater shape
biases to the model, which can help in distinguishing between different facial expressions
by emphasizing the structural characteristics of the input images [20]. Given that the output
dimensions of the con5_x layer are 512 x 7 x 7, employing a convolution kernel larger than
7 x 7 would result in the kernel sliding only once across the feature map. To circumvent this
limitation, sub-pixel convolution is utilized to effectively increase the feature map’s spatial
dimensions, enhancing its length and width. This technique allows for more detailed
processing of the feature map while maintaining the integrity of the extracted features [21].
Specifically, the output feature map from the con5_x layer is initially up-sampled by a factor
of 8, yielding a feature map with dimensions of 8 x 56 x 56. Subsequently, a convolution
operation utilizing a 16 x 16 kernel size is executed with a stride of 4, producing a resultant
feature map of dimensions 1 x 11 x 11. A reshape operation is conducted to acquire a
feature vector Vl.5 with dimensions of 121 x 1 to finalize the process.

4.3. Self-Attention Weighted

Vail, Viest, and Vg are three feature vectors extracted by the feature extraction net-
work from Iy, L5, and g, respectively. Owing to facial asymmetry, the intensity of
emotional expressions varies between the left and right sides of the face which, in turn, in-
fluences the final classification outcomes differently. To encapsulate this variance within the
model, this paper employs a self-attention mechanism that effectively acknowledges and
integrates the distinct contributions of each half-face to emotional expression recognition.
The self-attention weight module comprises a fully connected layer (FC) and a sigmoid
activation function. This configuration derives expression information from the half-face
region’s local feature vectors V. and Vy;op and quantifies it as weight values. These
weights digitally represent the contribution of the half-face’s local features towards the
final prediction outcome in the classification process, thereby encapsulating the nuanced
impact of each half-face on emotion recognition.

The contribution of each local feature vector V;, denoted as the weight w; within the
self-attention mechanism module, is calculated using the following approach:

w; = c(WTV;),i € {left, right} )
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where V; € R(121X1) represents the local feature vector of the half-face and W € R(121x1)
represents the parameters of the fully connected layer. o(-) represents the sigmoid activa-
tion function. In contrast, the entire face I,;; possesses a wealth of global information; thus,
its contribution score is assumed to be fixed at 1. To formalize the relationship between the
half-face and the entire face, a loss function has been designed, expressed as follows:

Ly =11 (wleft + Wrights 1) 3)

where L1 (-) represents a smooth ¢; loss function [21]. The value of 1 constrains the weights
of the left and right faces, such that they approximate the weight of the complete face in
terms of their impact on the final prediction outcome. This loss function is instrumen-
tal in guiding the module to allocate weights within defined limits, ensuring that the
contributions of the half-faces are balanced and aligned with the comprehensive facial
information. This balancing act facilitates a more accurate and holistic interpretation of
facial expressions by acknowledging the integral role of both global and local facial features
in emotion recognition.

4.4. Bilinear Prediction Fusion

The bilinear prediction fusion module processes the features extracted by the feature
extraction network in two significant aspects: making a global prediction, P,;;, based on the
complete facial features, V;;;. Based on the local features of the left and right facial regions,
a local prediction is made using the formula:

P, = WfTCVi,i c {left,right} (4)

where Wy € RU21X1) represents the parameter matrix of the fully connected layer; 1
represents the category of expressions. Based on the half-face region for auxiliary prediction
Py, then combining P, with global prediction P,;, the calculation process is as follows:

Paux = Pleft X Wieft + Pright X Wright 6)

P = Payx + Pall (6)

where P € R("1) represents the model’s ultimate prediction output, wherein the facial
expression category with the highest probability is selected as the final prediction outcome.

To augment the feature extraction network’s proficiency in gleaning half-face feature
information, a smooth L; loss function is employed. This mechanism compels the model
to strike an optimal balance between learning local and global features. The calculation
process of the feature balance loss function is as follows:

£F = Ll (Pall/ Paux) (7)

Through the backpropagation of the loss function, the model is forced to deepen its
preference for local features with higher weights. In addition, to ensure that the features
learned by the model are related to expressions, the cross-entropy loss function is con-
structed directly using the one-hot vector Py; composed of the model’s output P and the
actual labels.

n—1 k
Lo=-) P(g(,t) x logP®) (8)
k=0
The total loss function of the final model is:
L=aXLy+BXLr+7vXLc 9)

where «, § and v, respectively, represent their corresponding proportions. To enhance the
model’s feature learning capability, it is essential to meticulously fine-tune the balance
between the feature balance loss function and the cross-entropy loss function.
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4.5. Adaptive Re-Labeling

Accordingly, this paper draws upon the re-labeling module outlined in [22], lever-
aging the intrinsic information contained within images to assist the model in accurately
classifying ambiguously presented expressions. The re-labeling module employs a dual-
dimensional approach for improved recognition accuracy: initially, it evaluates the con-
gruence between the aggregate of global and auxiliary predictions and the original label
to identify discrepancies; subsequently, it assesses the consistency between the global
prediction and the auxiliary prediction. Only when both criteria are satisfactorily met is
the algorithm permitted to assign a pseudo-label to the image. Specifically, if the predicted
category in P does not align with the actual label, the adaptive re-labeling module assesses
whether the auxiliary prediction (P;,y) matches the prediction for the entire face (Py;).
Should these predictions concur, the expression is assigned the prediction with the highest
probability as a pseudo-label. The module refrains from any intervention in scenarios
where predictions do not match. This approach enhances the model’s performance on
datasets featuring ambiguous labels by elucidating the relationship between auxiliary and
comprehensive global predictions.

5. Experiments

In this section, we evaluate and compare our method to baselines on two commonly
used expression datasets. In addition, ablation studies are performed on individual model
components and compared to state-of-the-art models. Extensive experiments on the
FER2013 and RAF datasets validate the efficacy of the proposed method.

5.1. Configurations and Datasets

To ensure the reproducibility of our experiments, we provide detailed information
about the hardware and software environment used. Table 4 shows the specific hardware
and software configurations.

Table 4. Hardware and software details.

CPU

GPU Memory Programming Language Deep Learning Framework

Intel Core i7-8750H (Santa Clara, CA, USA)  NVIDIA GeForce RTX 1050Ti (Santa Clara, CA, USA) 16GB DDR4 Python 3.9 Pytorch 1.7

The ResNet18 network utilized in this paper was pre-trained on the ImageNet dataset,
with the following specific hyperparameters established: the batch size was set to 128; the
learning rate was adjusted to 0.001; the coefficients «, 5, and <y within the total loss function
were set to 3, 1, and 2, respectively; and the model underwent a total of 50 training epochs.
Table 5 shows the specific parameters for each model.

Table 5. Machine learning model parameters.

Batch Size Learning Rate [ B 0% Epoch
128 0.001 3 1 2 50

Starting from the 20th epoch, the adaptive re-labeling module was incorporated into
the training process, culminating in applying 10-fold cross-validation. Descriptions of the
used datasets are listed below.

FER2013: The FER2013 database was originally published in the International Confer-
ence on Machine Learning (ICML) in 2013 [23]. This dataset consists of 35,887 pictures of
faces with 48 x 48 pixels in grayscale, all images are labeled as seven facial expressions and
distributed as follows: 4953 angry images, 547 disgust images, 5121 fear images, 8989 happy
images, 6077 sad images, 4002 surprise images, and 6198 neutral images.

RAF: The Real-world Affective Face (RAF) database emerges as a novel dataset that
closely mirrors real-world conditions, proving valuable for Multimodal Facial Expression
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Recognition (MFER) methodologies as well [24]. RAF comprises 12,271 training samples
and 3068 test samples, all of which were annotated by 315 human coders. To mitigate
variability stemming from individual annotator biases, the final annotations were refined
using crowdsourcing techniques. Within the RAF dataset, facial images are categorized
into seven classes, encompassing six basic expressions—anger, disgust, fear, happiness,
sadness, surprise, and neutral.

5.2. Ablation Studies

In the ablation study, we systematically evaluate the performance impact of various
components on top of the ResNet18 backbone. The components evaluated encompass a self-
attention mechanism designed to augment the model’s proficiency in prioritizing varying
weights of the half face, along with an adaptive re-labeling strategy intended to refine
training labels according to the model’s predictions. Specifically, we compare the following
configurations: (1) ResNet18 as the baseline, (2) ResNet18 augmented with self-attention
weights, (3) ResNet18 enhanced with adaptive re-labeling alone, and (4) ResNet18 combined
with both self-attention weights and adaptive re-labeling. This structured approach allows
us to dissect the contribution of each component to the overall performance.

As illustrated in Table 6, the incorporation of additional modules markedly enhanced
the model’s performance in facial expression classification (refer to lines 2 and 4). Con-
versely, the sole addition of the adaptive re-labeling module yielded little improvement in
recognition performance (see line 3), possibly due to the model’s inadequacy in adeptly
learning expression features without differentiating between the weights of the left and
right sides of the face. Thus, introducing pseudo labels to images may detrimentally affect
the model’s performance. This improvement underscores the effectiveness of integrating
a self-attention mechanism and an adaptive re-labeling module, facilitating the model’s
enhanced capability to learn facial expression features by assigning distinct weights to
different half-faces.

Table 6. The impact of model component configuration on the recognition accuracy (ACC (%)) of
FER2013 and RAF datasets.

Components FER2013 ACC RAF ACC
ResNet18 66.7 85.7
ResNet18 + Self-attention 69.4 90.0
ResNet18 + Adaptive Re-labeling 65.9 85.1
ResNet18 + Self-attention + Adaptive Re-labeling 71.1 91.0

5.3. Compared with Other Methods

To ensure a fair comparison between our method and existing state-of-the-art methods,
we reproduced the best-performing method listed on paperswithcode and the methods
that have been widely used in recent years.

We conducted five independent experimental runs for each reproduced method, and
used the mean performance as the final result. This process ensures the stability and
reliability of the experimental outcomes. In addition to recording the accuracy of facial
expression classification, we also documented the parameter count of each model. The
detailed findings from this comparative analysis are delineated in Tables 7 and 8.

As shown in Table 7, facial expression recognition accuracy on the FER 2013 dataset
reached a maximum of 74.3%, but the corresponding parameter count was 140.3 million.
In addition, the accuracy of EmoNeXt was 72.1%, with a parameter count of 93.6 million.
Compared to these methods, although our method has slightly lower accuracy, its param-
eter count is approximately one-quarter and one-third of theirs, respectively. Similarly,
in Table 8, our method differed from the optimal method by only 1% in accuracy, but the
number of parameters in our model was significantly lower. These results indicate that our
proposed expression recognition algorithm based on the half-face weighted self-attention
mechanism is effective.
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Table 7. Performance evaluation of well-known classification networks and our method on FER2013.

Methods ACC (%) Parameters (10°)
AlexNet [13] 61.1 +09 63.1
HoG + CNN [25] 63.8 +1.3 22.3
VGG [11] 674+ 1.6 100.6
FaceLiveNet [26] 68.0 1.1 69.3
SHNN [27] 69.7 + 2.3 77.1
EmoNeXt [28] 72.14+09 93.6
ResMaskingNet [29] 743+ 14 140.3
Our Method 711 +0.7 28.1

Table 8. Performance evaluation of well-known classification networks and our method on RAF.

Methods ACC (%) Parameters (10°)
DACL [30] 87.7 £ 0.8 46.9
IF-GAN [15] 88.3 £ 0.9 93.1
PSR [31] 89.0 £ 0.7 55.7
DAN [32] 89.7 + 1.1 63.6
MRAN [33] 90.0 £ 0.4 77.1
DDAMEN++ [34] 914 £+ 0.6 84.3
S2D [35] 92.0+0.7 111.3
Our Method 91.0 0.3 28.1

To further substantiate the model’s efficacy, this paper employs a confusion matrix
to illustrate the recognition accuracy of the half-face-based self-attention weighted model
across various expressions. Given the differential impact of half faces on expression classifi-
cation, employing distinct weights to discern them enhances the performance of expression
recognition, as evidenced by Figures 6 and 7. The results demonstrate precise classifica-
tion of expressions, particularly exhibiting significant recognition capabilities for positive
emotions like happiness, aligning with the statistical analysis findings presented earlier.

PrivateTest Confusion Matrix (Accuracy: 71.557%)
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Figure 6. Confusion matrix for FER2013.



Appl. Sci. 2024, 14, 5782

13 of 15

PrivateTest Confusion Matrix (Accuracy: 91.246%)
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Figure 7. Confusion matrix for RAF.

6. Conclusions

This paper demonstrates the existence of asymmetrical facial expression features
through statistical analysis and computer vision techniques. A comprehensive study
confirms that the left half-face usually presents more distinguishable expression features.

To address this asymmetry, this paper introduces an innovative half-face self-attention
weighted approach for facial expression recognition that handles the different effects of each
half-face on expression classification individually. The ability of this technique to assign
different weights to the left and right half of the face marks a significant advancement
that accommodates the nuances of expression asymmetry. A large number of experiments
were conducted on the FER2013 and RAF datasets to validate the effectiveness of the
proposed method. The accuracy of this method is close to that of the state-of-the-art
recognition models, while using significantly fewer parameters. These findings deepen the
current understanding of facial asymmetry in expression recognition and provide a robust
framework for future developments in the field.
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