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Abstract: Pipe leakage in water distribution networks (WDNs) has been an emerging concern for
water utilities worldwide due to its public health and economic significance. Not only does it cause
significant water losses, but it also deteriorates the quality of the treated water in WDNs. Hence,
a prompt response is required to avoid or minimize the eventual consequences. This raises the
necessity of exploring the possible approaches for detecting and locating leaks in WDNs promptly.
Currently, various leak detection methods exist, but they are not accurate and reliable in detecting
leaks. This paper presents a novel GIS-based spatial machine learning technique that utilizes currently
installed pressure, flow, and water quality monitoring sensors in WDNs, specifically employing
the Geographically Weighted Regression (GWR) and Local Outlier Factor (LOF) models, based on
a WDN dataset provided by our partner utility authority. In addition to its ability as a regression
model for predicting a dependent variable based on input variables, GWR was selected to help
identify locations on the WDN where coefficients deviate the most from the overall coefficients. To
corroborate the GWR results, the Local Outlier Factor (LOF) is used as an unsupervised machine
learning model to predict leak locations based on spatial local density, where locality is given by
k-nearest neighbours. The sample WDN dataset provided by our utility partner was split into 70:30
for training and testing of the GWR model. The GWR model was able to predict leaks (detection and
location) with a coefficient of determination (R2) of 0.909. The LOF model was able to predict the
leaks with a matching of 80% with the GWR results. Then, a customized GIS interface was developed
to automate the detection process in real-time as the sensor’s readings were recorded and spatial
machine learning was used to process the readings. The results obtained demonstrate the ability of
the proposed method to robustly detect and locate leaks in WDNs.

Keywords: geographical information system; spatial machine learning; leak detection; automation
model; water distribution networks; pressor; flow; water quality; chlorine residual

1. Introduction

Water is supplied in urban areas through a water distribution network (WDN). WDNs
aim to deliver adequate clean water to consumers. Around 25% of the water produced
by utility companies is lost during the distribution process every year as a result of theft,
leakage, or metering errors, among which the main contributor is pipe leaks [1]. Water
loss from faulty pipes can reach 50% of the supply, resulting in water and financial losses.
Financial losses include the cost of raw water, its treatment, and delivery. Additionally,
leakage deteriorates pipes in the form of erosion and pipe breakage, which can lead to
damaged roads and building foundations.
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There have been several studies on water leakage and leak detection techniques. The
most commonly used leak detection methods include acoustic, infrared thermography,
pressure and flow sensor signals, and ground penetrating radars [2,3]. These methods are
point-based and rely on previous assumptions of leak locations. For this reason, they are
limited in their ability to efficiently handle an entire large WDN since most experiments
have been conducted on pilot-scale laboratory models. Some concerns still relate to the
lack of time efficiency and the necessity of skilled labourers on-site. Moreover, the high
dependency on the use of data collected by pressure sensors was proven to be inaccurate
because there are several factors affecting pressure readings apart from leakage.

WDNs are often built with flow, water quality, and pressure sensors for continuous
monitoring. Leaks within the WDN are often accompanied with an instant pressure and
flow drop, with a deterioration in water quality as a result [4]. Extensive research has
been carried out on the use of pressure drops in WDNs for leak detection due to the wide
availability of low-cost sensors and ease of installation [5]. Sala and Kolakowski proposed
an integrated leak detection method complemented by an electronic system that aids in the
remote transmission of pressure data based on global systems for mobile communication
(GSM) protocols [6]. However, the application of this system was limited to small-scale
networks and its feasibility on large WDNs was not tested. Another study was conducted
to develop an in-pipe leak detection system to spot leaks based on radial pressure gradients.
The method was tested on a lab-scale prototype simulating real leaks and was found to
accurately identify leaks using pressure readings [7].

Another study used the Head Loss Ratio (HLR) to detect leaks [8]. Although success-
fully proven theoretically, this study was applied to simulated small WDNs in EPANET
Version 3 software. Hence, the method’s suitability is still questionable in large, real
WDNs [8]. Another study explored the angle method, which was compared with the least-
squares optimization and the correlation methods [9]. The method was purely theoretical
and mathematical in its formulation and eventually applied to a model Hanoi network.
It was found to be 75% efficient in locating leaks using pressure data. However, its appli-
cability in real, large WDNs is questionable as the extent of uncertainty in a large WDN
cannot always be mathematically formulated with the approach of this study. A statistical
classifier model was derived by another study while considering pressure irregularities in
the network to improve the accuracy of the leak localization [10]. The proposed method
was further tested by the Hanoi network benchmark. This method was compared with
the angle method and was found to be 80% accurate compared to the 50% accuracy of
the angle method [10]. Similar to other studies, no attempt was made to investigate the
applicability in a large WDN. A state wireless pressure detection sensor was developed to
identify leaks based on the measurement of relative indirect pressure changes in plastic
pipes [11]. This method was capable of performing continuous monitoring without opera-
tor intervention. However, the applicability in large WDNs is still unexplored. Similarly,
Asgari and Maghrebi examined the feasibility of using nodal pressure data to locate leaks
by extracting several pipes and determining the nodal pressure patterns across the lines [12].
The technique was not sensitive to the size of simulated leak discharge, even though it was
found efficient. EPANET was used to investigate leak detection formulations to locate leak
positions and their sizes with the help of pressure readings at each pipe node [13]. The
average detection accuracy was 82.45% for k-nearest neighbours (KNNs), 66.31% for the
naive Bayes network, and 48.90% for decision tree networks.

A submersible optics-based pressure sensor was proposed to identify, spot, and quan-
tify leaks based on hydrostatic and pressure transient responses [14]. However, the sensitiv-
ity of this sensor was found to be lower than those of traditional sensors. This study mostly
focused on the sensor development, not necessarily for a large WDN. Using anomaly
detection algorithms, pipe failures were successfully detected based on data obtained
from external pressure and temperature sensors [15]. However, it was a point-based leak
detection system. Another study on the point-based leak detection system was investigated
and successfully used the pressure residual vector method to locate the leaks, taking into
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account the pipe material and external factors like soil load [16]. The technology was tested
in a hypothetical model in EPANET.

A study investigated the applicability of sum of squared errors (SSE) optimization
functions and successfully detected leaks with various scenarios of leak sizes using sim-
ulated network pressure [17]. Another study used sensitivity analysis integrated with
mass and energy conservation equations to detect the variations in pressure and flow
data in the network in order to aid leak localization [18]. This methodology was capable
of detecting water leaks of up to 30 L/min [18]. A different methodology that utilizes
pressure data was successfully accompanied by an iForest algorithm to obtain accurate
results [5]. The approach was investigated theoretically in a small network in EPANET.
The Value of Information (VOI) and Transinformation Entropy (TE) methods, in concert
with an optimization model, were able to identify leaks using pressure readings, as well
as localize pressure sensors for more accurate results [19]. Another study utilized pattern
recognition and the clustering of transient pressure signals to train Artificial Neural Net-
works (ANNs) for leak localization and estimation. It was found to be successful for real
WDNs [20]. Similarly, a real-time detection method could detect pressure irregularities
within the network by the use of an unsupervised learning anomaly detection method with
an accuracy of 92% and 94% for 2013 and 2017 datasets, respectively [21]. Shao et al. em-
ployed a temporal-based leak detection method with the help of multiple pressure sensor
placements. They investigated the difference between real-time and predicted model data
in order to enhance the detection capability [22]. Sun et al. used machine learning methods
including linear discriminant analysis (LDA) and neural networks (NNETs) in integration
with Bayesian temporal reasoning with results reaching up to 80% accuracy [23]. A similar
study employed the random forest algorithm and performed model training and testing
with the help of available pressure data with 96% accuracy [24]. Gungor et al. successfully
applied the use of pressure reduction valves (PRVs) to monitor and detect leaks with the
help of an existing supervisory control and data acquisition (SCADA) system, GIS, and
customer information system (CIS) databases [25].

Few studies focused on the flow sensor data to determine the leak locations within a
network. Mulholland et al. employed a linear programming algorithm based on network
hydraulics to identify the leak spots using sparse flow data [26]. However, this study identi-
fied the ability to handle large datasets at once, being an advantage. Another real-time leak
detection technique using the traditional flow balance integrated with the minimum night
flow (MNF) approach was used to provide flow thresholds for accurate leak identification.
This method allowed the reduction in future leaks by 36% [27]. A similar study used the
computed leakage rate, components, and reduction potential based on MNF to reduce leak
frequencies [28]. Another detection methodology utilized nonlinear partial differential
equations with the help of flow data for modelling and irregularities detection within
the network for leak localization [29]. The method was tested on a pilot-scale model and
provided reasonable leak location estimations. Furthermore, another study performed
extensive simulations using optimization models that use available flow sensor data to
locate possible leaks [30]. It was observed that the majority of the studies using flow data
presented low accuracy.

Several studies have explored the feasibility of utilizing the pressure and flow meter
data to detect leaks. Nevertheless, accurate identification of the leak locations can be
challenging when relying solely on separate parameters (flow/pressure) due to the presence
of fluctuations along the network length caused by other factors. Additionally, research on
combining those parameters in addition to water quality parameters is still in its infancy.
The use of machine learning techniques for identifying leak locations using these parameters
is nonexistent. There is an apparent necessity to integrate this innovative pressure, flow,
and chlorine residual with machine learning-based techniques to improve the accuracy of
leak detection and avoid false positive scenarios.

Machine learning models that are most suitable for anomaly detection tasks have been
explored for this paper. Tornyeviadzi et al. [31] performed a comparative study on different
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anomaly detection models on the LeakDB dataset, a benchmark dataset for leak detection.
After comparing model performances, the authors concluded that proximity-based models
performed best on the LeakDB dataset, with the Local Outlier Factor (LOF) model achieving
a high entropy weight TOPSIS value of 0.9943. This approach, however, is semi-supervised
and does not consider the fact that data collected from WDNs are unlabelled. Another
study by Alghushairy et al. [32] reviewed the use of different LOF algorithms for big data
streams, showcasing the model’s efficiency in various applications including intrusion
detection, fraud detection, and medical applications. Desmet and Delore [33] used two
anomaly detection models for leak detection in compressed air systems, the LOF and
Autoencoders. Despite the complexity of the Autoencoder, the LOF was able to perform
better with an Area Under Curve (AUC) value of 0.94. This study, however, used synthetic
data to test their algorithms due to the lack of available real data in their domain.

Along with the LOF, Geographically Weighted Regression (GWR) is a machine learning
technique that we found suitable for leak detection in WDNs [34]. GWR has been used
in this study with the dataset provided by the Sharjah Electricity and Water Authority
(SEWA) to (a) integrate the three leakage predictors (flow, pressure, and chlorine readings
in the WDN) given their spatial variability throughout the WDN, and (b) to automate
the leak detection workflow. This approach is particularly relevant for large WDNs. To
correctly use a GWR model, it is recommended to first test the ordinary least squares (OLS)
linear regression to check if the assumptions are met. GWR first requires testing if the
residual distribution is not spatially autocorrelated [35,36], and then to utilize the OLS
predictors to build a GWR model [37,38]. This model was used in this study to help with
the workflow automation process and improve the accuracy of predicting leak areas using
the sensor recordings. This study aimed to develop an automated GIS-based leak detection
method for WDNs using GWR with flow, pressure, and chlorine readings as conditioning
factors. Spatial variability maps were generated with the help of the GIS. Using these maps,
pipelines with a significant drop in flow and pressure are identified and compared with the
areas where water quality drop is located, yielding increased leak location identification
accuracy. A customized GIS interface was developed to automate the process in real-time.

2. Methodology
2.1. Study Area

This study was carried out on part of the WDN of the city of Sharjah, UAE. The Sharjah
WDN is shown in Figure 1 below. The network details were obtained from the SEWA. This
network was selected as it represents a large WDN and is suitable for the application of this
model. The pipe network consists of approximately 70,000 nodes, and the pipeline extends
to about 3152 km through the entire city. Water in Sharjah is obtained from ground water
and desalinated seawater and distributed to the pipe network from three main treatment
plants: Layyah, Hamriyah, and Sajja. Chlorine is further injected into the network as a
secondary disinfectant. The WDN is subdivided into districts, each of which contains one
or multiple pressure, flow, and water quality sensors. Sensor readings are recorded from
the 13 monitoring zones daily to ensure the best quality of supply and to allow for anomaly
detection. In this study, the proposed method was tested on data collected by SEWA over
the span of a year.

2.2. Water Pressure Analysis

SEWA’s WDN is monitored by 13 pressure sensors placed in 13 different zones, each
of which records the pressure in 15 min intervals. Average daily pressure values were
calculated to match the daily flow and water quality data provided by SEWA. Pressure
drops in the system are influenced by many factors; those fluctuations remain acceptable
up to a certain limit [39,40]. If the pressure drops below this value of 1.7 bar, it is indicative
of possible anomalies. In this study, this was the threshold used for analysis.
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2.3. Water Flow Analysis

The WDN considered in this study is monitored by the 13 flow sensors. The net flow
can determine the water flowing through the system, identified as the difference between
the sum of water passing through the inlet and outlet points.

Net flow = Inlet flow − Outlet flow (1)

The daily inflow capacity provided to the system is driven by consumer demand. As
the leak event occurs, the water flow through the pipe is reduced, resulting in a decrease in
the outlet flow sensor readings. Hence, in addition to the effluent, the net flow in this case
will account for the water lost to leaks as well. This can be rewritten as follows.

Net flow = Inlet flow − Outlet flow − Leak flow (2)

The data provided by SEWA do not include any information regarding the leak flow.
The proposed alternative is to pinpoint the areas with exceedingly low net flows as areas of
suspected leaks. Based on the experiences of operators of SEWA, a threshold of low net
flow was used as 1000 m3/day.

2.4. Chlorine Residual Analysis

Chlorine is injected into the WDN at the desalination plants and is used as a secondary
disinfection. Adequate chlorine concentrations along with a maintained pressure are
essential to keep the water free of contaminants. As pipe walls break, the disturbances
caused by pressure result in contaminant intrusion and reduced chlorine residual and
water quality. The SEWA network contains 46 water quality monitoring points distributed
throughout the 13 zones. Various water quality parameters (temperature, pH, chlorine) are
often monitored to determine the status of the WDN, with residual chlorine being the most
critical water quality indicator [41]. Any drops in chlorine levels below 0.2 mg/L would
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be possible indicators of leaks in the network [42]. In this study, the chlorine residual of
0.2 mg/L was used as the threshold for leak detection.

2.5. Spatial Variability Maps

Spatial variability occurs when a quantity at different locations throughout an area
exhibits different values. Spatial variability maps are raster images generated to display
those variations across the surface. In this study, pressure and flow spatial variability maps
were generated in ArcGIS using the inverse distance weighting (IDW) interpolation to spot
the locations with relatively low readings. Pressure and flow dips within the distribution
system are often caused by leaks, which deteriorate water quality as a result. To improve the
accuracy of the results, chlorine residual values were examined at the suspected locations.
The three parameters were combined using spatial variability maps to direct the user to
the areas suspected of leaks. Using these maps, a customized GIS interface was developed
to automate the proposed method which will enable the identification of possible leak
locations during its execution.

2.6. Data Preprocessing

After interpolating, the resulting dataset consisted of 782 data points, each with its
corresponding Longitude, Latitude, pressure, chlorine, and flow values. Initial analysis
involved generating histograms to understand the distributions of the features, as shown
in Figure 2. To avoid mistaking normal locations as leaks, any data point with pressure,
chlorine, or flow values that are 3 standard deviations above their respective means were
dropped. This was carried out following the assumption that values at the higher extreme
are not representative of leaks, but rather are exceptional conditions to water pipes that are
irrelevant to the analysis.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 6 of 21 
 

pressure are essential to keep the water free of contaminants. As pipe walls break, the 
disturbances caused by pressure result in contaminant intrusion and reduced chlorine 
residual and water quality. The SEWA network contains 46 water quality monitoring 
points distributed throughout the 13 zones. Various water quality parameters 
(temperature, pH, chlorine) are often monitored to determine the status of the WDN, with 
residual chlorine being the most critical water quality indicator [41]. Any drops in chlorine 
levels below 0.2 mg/L would be possible indicators of leaks in the network [42]. In this 
study, the chlorine residual of 0.2 mg/L was used as the threshold for leak detection. 

2.5. Spatial Variability Maps 
Spatial variability occurs when a quantity at different locations throughout an area 

exhibits different values. Spatial variability maps are raster images generated to display 
those variations across the surface. In this study, pressure and flow spatial variability 
maps were generated in ArcGIS using the inverse distance weighting (IDW) interpolation 
to spot the locations with relatively low readings. Pressure and flow dips within the 
distribution system are often caused by leaks, which deteriorate water quality as a result. 
To improve the accuracy of the results, chlorine residual values were examined at the 
suspected locations. The three parameters were combined using spatial variability maps 
to direct the user to the areas suspected of leaks. Using these maps, a customized GIS 
interface was developed to automate the proposed method which will enable the 
identification of possible leak locations during its execution. 

2.6. Data Preprocessing 
After interpolating, the resulting dataset consisted of 782 data points, each with its 

corresponding Longitude, Latitude, pressure, chlorine, and flow values. Initial analysis 
involved generating histograms to understand the distributions of the features, as shown 
in Figure 2. To avoid mistaking normal locations as leaks, any data point with pressure, 
chlorine, or flow values that are 3 standard deviations above their respective means were 
dropped. This was carried out following the assumption that values at the higher extreme 
are not representative of leaks, but rather are exceptional conditions to water pipes that 
are irrelevant to the analysis. 

 
(a) Before 

 
(b) After 

Figure 2. Pressure, flow, and chlorine before and after dropping extremes.

A feature, called ‘ratio_pf’, was created by dividing the pressure by flow for a better
representation of the data points. This relationship could be more indicative of outliers.
Further, it was important to scale or normalize the parameter values to avoid one feature
overpowering the other. To determine the most suitable method of scaling, statistical
tests were run to check the hypothesis that the features follow a Gaussian Distribution.
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Shapiro–Wilk, Kolmogorov–Smirnov, and Anderson–Darling tests were run, and the results
can be seen in Tables 1 and 2 below.

Table 1. p-Values of Shapiro–Wilk and Kolmogorov–Smirnov tests from all 4 features.

Pressure Flow Chlorine Ratio-pf

Shapiro–Wilk 8.12 × 10−12 1.34 × 10−23 1.93 × 10−8 5.44 × 10−12

Kolmogorov–Smirnov 0.0 0.0 5.11 × 10−216 3.69 × 10−175

Table 2. Statistic value of Anderson–Darling from all 4 features.

Pressure Flow Chlorine Ratio-pf

Anderson–Darling 5.461 26.021 6.831 6.086

Since the p-values of all features for both the Shapiro–Wilk and Kolmogorov–Smirnov
tests were below 0.05, we could reject the null hypothesis. This was further proven by
the Anderson–Darling statistic for all features being below the critical value of 0.783.
This conclusion allowed us to normalize the parameters using MinMaxScaler, rather than
StandardScaler. After normalization, the data were ready to be fed through the machine
learning model.

2.7. Geographically Weighted Regression (GWR)

Geographically Weighted Regression (GWR) provides a local model for fitting a
regression equation to every feature in the dataset. GWR incorporates the independent
variables falling within the bandwidth identified based on the chosen Kernel type, which
was the k-neighbours in this case (identical to the one used for the LOF model as explained
later). GWR is a supervised machine learning method that allows the fitted regression
model to vary spatially considering adjacency or local variations. A major parameter for the
GWR is the Kernel function, which is used to set the distance between a point and its closest
neighbour. In this study, the Gaussian Kernel function was used for its known robustness
where the bandwidth corresponds to the standard deviation of the function. To run the
GWR, a 70:30 data splitting was performed between training and testing. This was carried
out using the sklearn.model_selection.train_test_split function in Python Version 3.11.

2.8. Local Outlier Factor Model

The LOF model is an unsupervised anomaly detection model that identifies anomalies
in the data based on local neighbourhood densities. It is especially useful when the density
of the data varies globally across the dataset. This makes the LOF especially useful in this
case since the presence of a leak will affect the pressure, flow, and chlorine levels that are
closer in distance to the suspected leak.

The LOF score of a data point is calculated to determine whether it is considered an
outlier. The closer the LOF score is to −1, the more “likely” it is to be an outlier. To calculate
the LOF score of a datapoint, we first need to understand k-distance and k-neighbours. The
k-distance of any point A is defined as the distance between point A and its kth nearest
neighbour. The number of k-neighbours from point A is denoted as Nk(A), where Nk(A)
is always less than or equal to k. The measure of distance used in this analysis is the
Minkowski distance with p = 4, where p is the parameter that determines the order of the
distance calculation. Since each data point in this dataset contains 4 features (pressure, flow,
chlorine, and ratio_pf), the parameter p is set to 4. The Minkowski distance between two
points A and B can be computed as follows:

Minkowsi(A, B) =
(
∑4

i=1 |Ai − Bi|4
) 1

4 (3)
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The Reachability Distance (RD) between two points A and B can then be defined as
the maximum of the k-distance of A and the distance between A and B:

RD(A, B) = max{k − distance(A), distance(A, B)} (4)

The Local Reachability Distance (LRD) of a point A is defined as the inverse of the
average RD of A from its k-neighbour. The lower the LRD value, the further the closest
cluster is to point A.

LRDk(A) =
1

∑Xj∈Nk(A)
RD(A, Xj)
||Nk(A)||

(5)

Finally, the LOF score of a datapoint A is calculated as the ratio of the average LRD of
its k-neighbours to the LRD of A:

LOFk(A) =
∑Xj∈Nk(A) LRDk(Xj)

||Nk(A)|| × 1
LRD(A)

(6)

Evaluating how well the model was able to cluster anomalies was performed using
the silhouette score of the data. The silhouette score is a metric used to evaluate the quality
of clusters generated by a model. It is used in this analysis as a standard to decide how well
the model performs. The silhouette score S(A) for a datapoint A is calculated as follows:

S(A) =
f (A)− g(A)

max{ f (A), g(A)} (7)

where f (A) is the smallest average distance from A to points in a different cluster, and g(A)
is the average distance from A to other points in the same cluster. The silhouette score for
the dataset can then be calculated as the average of all individual silhouette scores:

Silhouette Score =
1
N

N

∑
i=1

S(i) (8)

where N is the total number of data points. The closer the silhouette score is to 0, the
more overlapping there is between the clusters. An A value closer to −1 indicates possible
misclustering of the data, whilst a value closer to 1 indicates more distinct clustering of
the data.

2.9. GIS-Based Interface Workflow

A GIS-based interface was developed using model builder, combining the data mea-
sured to automate the leak detection process. An average daily value was generated,
and the flow and pressure data were compared to their average monthly and minimum
acceptable ranges, respectively. An IDW variability raster was developed for each of the
two parameters to examine the parametric variation throughout the network. Subsequently,
the areas showing pressure and flow readings below the threshold values were clipped
out of the network and the two models were intersected and presented as potential leak
locations. Finally, the residual chlorine levels at the locations nearest to the areas of intersec-
tion obtained in the previous step were inspected, and locations with values less than the
acceptable range were confirmed as suspected leak locations. In the case of a leak event, the
GIS interface would provide a visualization of the leak locations overlaid with the WDN
and road layers. The following flowchart shows the workflow of the proposed GIS-based,
water leak detection system (Figure 3).
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2.10. ArcGIS Model Builder

The model builder module in ArcGIS Pro 3.0 was utilized to automate the leak detec-
tion workflow process. Model builder is a tool used to create and modify geoprocessing
models. It displays the selected functions in a diagram format, chaining separate tools
together in a manner that enables the output of one function to be the input of the subse-
quent one [43]. The flowchart in Figure 3 illustrates the methodology used in this study.
The steps of the proposed method are shown below:

• Read the WDN sensor recordings of the three leakage predictors: pressure, flow,
and chlorine.

• Apply the threshold values of the three readings.
• Use the buffer around the sensors’ locations and intersect operators to assess the

variability in the three predictors throughout the WDN.
• Use IDW to create raster layers for pressure, flow, and chlorine in ArcGIS Pro for

the WDN.
• Use GWR to seamlessly integrate the three predictors and, at the same time, automate

the leak detection workflow.
• Identify potential leakage locations.

A drone can then be deployed to the areas of the potential leakage locations determined
by our proposed method. The IR images taken for the potential leakage locations would be
processed to accurately identify the leak locations. The IR drone images were processed
using our method in [44], which is based on multitemporal infrared thermography.
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The pressure and flow data were inserted into the GIS model and compared with the
thresholds. Subsequently, an IDW was created for each parameter to provide values to
unmonitored locations. Following this procedure, a fishnet mimic of the area was created
to select certain portions of the network using the query table tool (values below zero
for pressure and above zero for flow). The vector fishnet was narrowed down, using
the spatial join tool, to the locations suspicious of a leak, identified using the query table
in the previous step. Each of the mentioned steps was applied to the pressure and flow
individually. Next, the suspicious locations were merged using the intersect tool to identify
the areas with drops in both pressure and flow. The same tool was later employed to
select the parts of the network experiencing those drops. Finally, the chlorine values in the
vicinity were identified by the intersect tool and were further compared with the minimum
acceptable value using the query table to further narrow down the leak locations. The roles
of each of the mentioned functions are discussed below.

3. Results
3.1. Model Performances

Fine tuning the LOF model to achieve the best possible silhouette score was performed
by running different combinations of the n_neighbours and contamination parameters. The
n_neighbours parameter specifies the number of neighbours considered when calculating
the LOF score, while the contamination parameter defines the expected proportion of
outliers in the dataset. The results of the applied grid search can be seen in Table 3.

Table 3. Grid search for optimal contamination and n-neighbours parameters.

n_Neighbours

Contamination 2 5 10 15

0.005 0.0247 0.0688 0.2525 0.3478

0.010 0.0080 0.1050 0.2144 0.3404

0.050 −0.0476 0.0038 0.1480 0.1378

0.100 −0.0298 0.0091 0.0659 0.0774

Despite the best silhouette score being observed at a 0.005 contamination rate and
15 n_neighbours, the model with a contamination rate of 0.01 was chosen, with its results
shown in Figure 4b. This was decided due to the small number of data points existing in
the dataset, with 0.005 limiting the number of anomalies to only eight data points. The
more anomalies that are detected, the less likely it is for the model to misclassify an actual
leak as normal.

The machine learning-model-predicted leak locations are shown in Figure 4a for the
GWR model and in Figure 4b for the LOF model. Note that since leakage causes drops in
the values of the three independent variables, positive standard deviations of the dependent
variables were used to determine the possible leak locations. GWRs of pressure, flow, and
chlorine show large numbers of sites with positive and negative residual values, indicating
a lack of stationarity across Sharjah (Figure 4a). Moreover, these variables show similar
sub-regions with high positive residuals in industrial areas of the region, leak locations A, B,
C, and D, suggesting some parallel localized dependency on the high density of residuals.
A geographic pattern was observed where residuals are stationary throughout most of the
study area, with some clusters of high residual variation in the western part (Figure 4a),
and an isolated patch of low residual variation in the western part of the study areas
because there are fewer settlements. The obtained coefficient of determination (R2) for the
GWR model was 0.909. The main advantage of using GWR in this study is to explore the
varying spatial relationships between the three parameters (the explanatory variable) and
the leakage as the dependent variable. The results show that the relationship between the
leakage (dependent variable) and the explanatory variables is spatially consistent. The high
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degree of correlation indicates the suitability of the model. Figure 5 shows a comparison
between the results of the GWR and LOF models, which showed an overall match of 80%
in the dataset. Note that in the figure, a circle shows a match and a rectangle shows no
match between the models, only for the visually clear leak locations. A match of 80% is
also indicative of the effectiveness of this particular model.

Figure 4. The predicated leak locations using the GWR and LOF models.
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Figure 5. Comparison between GWR and LOF model results (circle: match; rectangle: no match).

3.2. GIS Interface

The automation process was carried out on ArcGIS Pro 3.0 utilizing the model builder
tool. This process returns a series of visual outputs at individual functions. The first visual
output was two IDW raster surfaces representing individual pressure and flow data points
(sensor readings). Following this step, the locations selected to be indicative of leaks, based on
numerical criteria, in each IDW were overlaid using the intersect tool and were subsequently
intersected with the network layer as well. The third visual output was a capture of the chlorine
monitoring points located in the vicinity selected in the previous steps. The chlorine values
were further compared with the minimum acceptable limit and the values that appeared to
be within the limit were discarded from the map. The final visual output of the automation
process then returned a network area showing drops in all three parameters that can indicate
the presence of a leak. Figure 6 below illustrates the series of outputs returned during
the automation process. These different subfigures indicate the pressure and flow patterns
throughout the WDN.
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The IDW method was employed to generate density grids presenting the spatial
distribution of pressure, flow, and water quality data throughout the study area. Three
scenarios were carried out to test the efficiency of the automation model in leak detection.
The first days of October, January, and July were selected to test the leak progression in
water pipes throughout the seasons autumn, winter, and summer, respectively.

3.2.1. Autumn

For consistency, the first day of October was chosen in this scenario to test the automa-
tion model. Figure 7 shows the spatial distribution of pressure and flow over the network
area obtained from the IDW. The cream colour in Figure 7 indicates the lowest observed
values and the burgundy colour indicates the highest values. The pressure IDW indicated
low pressure values (0.6 to 1.2 bar) observed at a few areas including Butina, Al Ghuwair,
Industrial Area 4, Industrial Area 6, Al Ghaphia, Maysaloon, Al Fayah, and Al Nasserya.
However, the remaining vicinities covering the Al Rahmaniya 1, Al Rahmaniya 3, Al Qad-
sia, Al Sabkha, and Barashi areas indicated normal pressure behaviour across its network
(ranging from 2 to 3.75 bar). The IDW returned for the net flow data for the analysed day
indicated a major increase covering the eastern sector of the network which included Al
Rahmaniya 1, Al Rahmaniya 3, Butina, Maysaloon, Al Nasserya, Barashi, and Al Fayha,
while the remaining locations indicated normal flow patterns (110 to 7380 m3/day). The
individual pressure and flow drops were selected by the model (shown in brick red) and
both the selected vicinities in the pressure and flow layers were intersected. Since pressure
and flow drops are indicative of multiple defects other than leaks, the individual layers
were intersected to determine the regions with a high risk of a leak based on both param-
eters. Finally, one chlorine monitoring point showing a low chlorine value of 0.15 mg/L
narrowed down the suspected area to a vicinity extending from Butina to Industrial Area 4,
including a pipe length of about 320 km.
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3.2.2. Winter

Day 1 of January was selected to carry out this scenario. Figure 8 shows the spatial
distribution of pressure throughout the study area. The cream colour indicated the lowest
observed values and burgundy indicated the highest values, which varied between 0.67
to 4.07 bar, respectively. Areas including Al Rahmanya 1, Al Rahmanya 3, and Al Barashi
pressure values were indicative of normal pressure patterns across that specific sector of
the network, while Al Sabka, Al Ghuwair, Industrial Area 4, Industrial Area 6, Butina,
Al Qadsia, Al Nassreya, Al Ghaphia, Al Maysaloon, and Al Fayah were displayed in
burgundy, which reflected the highest pressure drops (below 1.3 bar) in the system for
the analysed day. Hence, the dark burgundy areas at the western and eastern ends were
selected (depicted in brick red) by the automation model to carry out further analysis.
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The IDW created for the flow data utilized the same colour patterns, with burgundy
indicating the areas with the highest net flow values (target) and cream specifying areas
with the lowest net flow. The net flow values within the study area fluctuated from 30
to 6500 m3/day. Based on the daily averages calculated by the model for each area, the
values above the average were selected to be indicative of the leak. The suspected leak area
(shown in brick red) was found to extend from Al Rahmanya 1 to Al Ghuwair, including
Al Sabka and Al Qadsiya. The remaining areas showed a relatively regular distribution
of net flows within the network. The chosen areas based on pressure and flow data were
overlaid to indicate the most vulnerable areas of the network; however, they were further
intersected to determine the common areas where both flow and pressure drops were
observed. Finally, two chlorine monitoring points, 0.2 mg/L, and 0.14 mg/L, respectively,
were identified to be lower than the minimum acceptable value. As shown in the last step
of the flowchart, the automation model selected the part of the network where a leak was
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identified based on the three parameters (Figure 8). This network section extended from Al
Sabka through Al Ghafia to Al Ghuwair including a pipe length of around 480.0 km.

3.2.3. Summer

The month of July was selected to carry out this run based on the data recorded on the
first day of the month. Figure 9 illustrates the subsequent model outputs which return the
final leak location specified in the last step (month of June). The spatial variability pressure
map showed a varied pattern including pressure drops across most areas excluding Al
Rahmaniya 1, Al Rahmaniya 3, and Barashi with pressure values varying from 0.65 to
2.3 bar. The net flow IDW represented relatively mild variations throughout the network
based on the calculated averages per area, ranging from 950 to 8950 m3/day. The areas
selected by the automation model in step 2 from the individual IDWs of pressure and
flow were somewhat similar, indicating a high potential of leak in the observed locations.
The layers were overlaid to determine the vulnerable sections of the network and further
intersected to represent the vicinities that are at a higher risk. The total suspected leak
area appeared to have drastically increased as compared to the previous runs. Finally, five
chlorine monitoring points showing low chlorine readings were found to lie within the
selected network section (varying from 0.14 to 0.2 mg/L).
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4. Discussion

The model on ArcGIS 3.0 Pro was successfully tested on a section of the Sharjah WDN.
The results obtained from the analysed data showed a gradual increase in the suspected
leakage area from October to July. This can be attributed to the extreme temperature
fluctuations between the tested seasons as well as the time factor. This indicates that there is



Appl. Sci. 2024, 14, 5853 16 of 19

more pipe breakage/leakage in summer and winter compared to the rest of the seasons [45].
SEWA also confirmed the vulnerability of pipe leakage in that area [46].

Typically, there is less rainfall during the summer, causing the ground to be very loose.
This allows the pipes to shift and/or expand, which can lead to pipe bursts and leakage as
a result. Additionally, hot and dry weather calls for more showers, the frequent recreational
use of water in general, the frequent watering of lawns and plants, and more drinking
water for our consumption. All of these create a higher-than-normal water demand, which
poses a high demand for the water pipes as well. If the pipes are not in good condition, are
aging, or are rusting, an increase in water demand can lead to a leak somewhere in the line,
or worse, they may burst. Moreover, if a pipe is clogged, the pipeline pressure can increase
to an extent that pushes the pipe to crack and leak. Temperature changes in winter can
cause the pipes to contract upon cooling, causing cracks and leaks as a result. Furthermore,
there is typically a water consumption reduction during this season, causing a rise in the
water pipe pressure which might lead to leaks. In transition months like October, the water
consumption and weather conditions are typically less extreme and hence do not pose
a threat to the distribution pipes. Additionally, any change in soil characteristics due to
weather fluctuations would cause changes in pipeline infrastructure, which would cause
an imbalance between pipeline sections and fittings, and cause pipe wall rupture, water
leakage, and pipe bursts [47].

Another perspective to consider is the time factor between the trials. Pipes that had
been damaged during October (due to aging, temperature change, and construction anoma-
lies) could continue to deteriorate over the year if no measures are taken to fix/replace
those [48].

Considering that the model results agreed with the typically expected weather, soil,
and temporal impacts on the water network and consistency with the literature in potential
leakage location, this proves the model’s accuracy and efficiency in water leak detection [49].
Additionally, the real-time analysis creates an added benefit of increasing the time to
respond or take action, minimizing future risk, understanding the network’s behaviour
as leaks occur, and identifying the common areas of leaks/bursts, while simultaneously
saving unnecessary costs [49]. Finally, the model results can be displayed in the GIS in
combination with other layers, including the topographic layer of the city, the road layer,
and the water treatment plants in the vicinity, which can provide an understanding of the
network behaviour and critical zone identification for optimal management and operation
of the pipe system. Furthermore, the method utilizes existing pipe sensors which can
eliminate the costs associated with other means of leakage detection. The method also
proved its applicability in a large-scale network.

5. Conclusions

Leakage in WDNs is a major concern for water utilities. Hence, a timely inspection
of the network is required for the early detection of fluctuations in the system that are
indicative of leaks. This raises the necessity of exploring possible approaches to remedy the
issue. In this paper, we have described an automatic GIS-based method for leak detection
using machine learning, specifically GWR (supervised ML) and LOF (unsupervised ML)
models. The method combines sensor readings of flow, pressure, and chlorine using GWR
and LOF to detect irregularities that occur in the WDN in real-time. In collaboration with
SEWA, the method was tested on a part of Sharjah’s WDN successfully. The seasonal
variations in water parameters have been predicted to be consistent with the temperature
variations. This study can be very useful for water utilities for prompt leak localization.
The results indicated the effectiveness of our method in detecting the presence of leaks
within the network. For large WDNs, carrying out leakage studies is often time-consuming
and resource-intensive. This model can be used with the existing sensor network to identify
potential leakage locations.

The proposed approach has limitations even though the results were successful in
this particular WDN. The ability of the model is dependent on the availability, size, and
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accuracy of the dataset. Even though the use of different hydraulic and water quality
parameters can reduce inaccuracies, a large number of monitoring points are needed for a
large WDN for the model to be accurate. Future studies should investigate the applicability
of this model with more datasets and in other large WDNs.
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Abbreviations

WDN Water distribution network
GWR Geographically Weighted Regression
GIS Geographical information system
IDW inverse distance weighting
KNN k-nearest neighbours
SCADA supervisory control and data acquisition
CIS customer information system
LDA linear discriminant analysis
PRV pressure reduction valves
SEWA Sharjah Electricity and Water Authority
OLS ordinary least squares
VOI Value of Information
ML Machine learning
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