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Abstract

:

Deep learning (DL) has been widely applied to forecast the sales volume of household appliances with high accuracy. Unfortunately, in small towns, due to the limited amount of historical sales data, it is difficult to forecast household appliance sales accurately. To overcome the above-mentioned challenge, we propose a novel household appliance sales forecasting algorithm based on transfer learning, temporal convolutional network (TCN), long short-term memory (LSTM), and attention mechanism (called “TransTLA”). Firstly, we combine TCN and LSTM to exploit the spatiotemporal correlation of sales data. Secondly, we utilize the attention mechanism to make full use of the features of sales data. Finally, in order to mitigate the impact of data scarcity and regional differences, a transfer learning technique is used to improve the predictive performance in small towns, with the help of the learning experience from the megacity. The experimental outcomes reveal that the proposed TransTLA model significantly outperforms traditional forecasting methods in predicting small town household appliance sales volumes. Specifically, TransTLA achieves an average mean absolute error (MAE) improvement of 27.60% over LSTM, 9.23% over convolutional neural networks (CNN), and 11.00% over the CNN-LSTM-Attention model across one to four step-ahead predictions. This study addresses the data scarcity problem in small town sales forecasting, helping businesses improve inventory management, enhance customer satisfaction, and contribute to a more efficient supply chain, benefiting the overall economy.






Keywords:


household appliance sales forecasting; transfer learning; temporal convolutional network; long short-term memory; attention mechanism












1. Introduction


With the development of the global economy and the advancement of technology, the quality of people’s living standards has continued to grow, and the demand for household appliances among consumers has been increasing. However, the rapid pace of appliance innovation and replacement has led to a swift reduction in the lifespan of these appliances, resulting in a continuous rise in the number of discarded appliances. At the same time, the substantial amount of electronic waste generated has brought about a series of resource and environmental issues [1]. Therefore, it is necessary to promote green recycling, reduce resource waste, and achieve the recycling of products.



One of the promising techniques to reduce the pollution caused by waste household appliances is the dual network integration technique. Dual network integration refers to the combination of the product sales networks and the recycling and reuse networks. Such integration not only improves the efficiency of resource utilization but also promotes the development of a green economy and thus brings sustainable growth opportunities for the household appliance industry [2]. During such a dual network, the accurate prediction of household appliance sales is crucial for optimizing inventory management and improving the overall supply chain efficiency.



In recent years, house appliances sales forecasting has been widely studied in [3,4,5]. It is noted that the widely used forecasting method can be classified into three types: (1) statistical probability models [6], (2) machine learning (ML) models [7,8], and (3) deep learning (DL) models [9,10]. All these three categories can achieve excellent house appliances sales forecasting with the help of sufficient sales data, and these data can be easily obtained in large cities, especially in megacities. However, in small towns, the sales and recycling network may be not established, and there is not sufficient historical house appliances sales data to train the complex predictive models. In addition, since the market demand in small towns may differ from that of large cities significantly, the complexity of predictions could be further improved. Therefore, it is necessary to propose a novel house appliances sales forecasting algorithm via small sample mining for small towns.



Transfer learning (TL) is a powerful strategy in ML that is extensively employed for small sample learning. It leverages knowledge learned from one task to enhance the performance of another, related task [11]. This technique is especially effective when the source and target tasks share some correlations, as it can speed up the learning process and reduce the need for extensive data and computational resources.



In order to address the challenge of limited data in small town home appliances sales, we propose a novel TL approach that combines the temporal convolutional network (TCN), long short-term memory (LSTM), and attention mechanism (called “TransTLA”). Firstly, we integrate the TCN and LSTM networks to capture both spatial and temporal correlations within sales data and extract meaningful features. Then, we employ attention mechanisms to effectively utilize the extracted features, enhancing the model’s understanding of the sales data. Finally, we use TL techniques to address data scarcity and regional disparities. After one round of training, the model incorporates the feature discrepancy between the source domain and target domain into a composite loss function. This step highlights the model’s strength in domain adaptation. Our TransTLA model can adapt to data-limited scenarios and facilitate the transfer of knowledge from the source domain’s sales network to the target domain.



The primary contributions of this paper can be summarized as follows:




	(1)

	
A novel forecasting model integrating TL, TCN, LSTM, and attention mechanisms is proposed to forecast the sales volume of household appliances in small towns with limited data availability, significantly enhancing the predictive performance, as confirmed by ablation and comparative experiments.




	(2)

	
A composite loss function is designed to facilitate effective knowledge transfer from the source domain to the target domain, utilizing a weighted superposition of regression losses from both domains and the domain adaptation loss.









The rest of this paper is organized as follows: In Section 2, we briefly review related works in household appliance sales forecasting. In Section 3, we provide the formal definition and system model for the household appliance forecasting problem. In Section 4, we describe the proposed TransTLA model in detail. In Section 5, the simulation results of household appliance sales forecasting are shown. Conclusions are drawn in Section 6.




2. Related Works


In this section, we provide a concise overview of the existing literature on forecasting sales of household appliances. ML and DL technologies have proven to be effective in addressing related forecasting challenges.



As for ML models, Schmidt et al. [12] implemented three different ML models to achieve the precise household appliance sales forecasting. In [13], the authors proposed a novel clustering-based forecasting model that combines a clustering approach and machine learning method for computing the retailing sales forecasting. In this model, K-means, self-organizing map, and growing hierarchical self-organizing map were used as clustering techniques, while extreme learning machine (ELM) and support vector regression (SVR) were used as ML techniques. In [14], the authors used efficient ML techniques for household appliance sales prediction. All the above studies can be accelerated by utilizing big data as a tool for predictive analysis in household appliance sales forecasting.



In recent years, some works have employed DL models for sales forecasting. In [10], the authors used convolutional neural networks (CNNs) to learn effective features from the historical sales data automatically and predict household appliance sales. In order to exploit the temporal correlation among the historical sales data, the authors in [15] utilized LSTM for sales prediction in the E-commerce realm. This algorithm focuses on the household products with fluctuating demands over short periods. To further improve the predictive accuracy of sales forecasting, He et al. [16] designed a novel algorithm that combines LSTM with particle swarm optimization (PSO). In [17], the authors proposed a novel hybrid prediction model based on the autoregressive integrated moving average model (ARIMA) and recurrent neural network (RNN) model. Kaunchi et al. [18] cascaded CNN and LSTM networks to predict future market sales. In [19], a CNN-LSTM-Attention model was introduced to address the limitations of traditional LSTM architectures. Table 1 summarizes some studies related to the topic of sales forecasting in this paper. For time series forecasting, Heureux et al. [20] considered a Transformer architecture and multiple features in the input. Staffini at al. [21] proposed a CNN model combined with a bidirectional LSTM. Rathore et al. [22] proposed a graph convolutional neural network based on WaveNet to perform wind speed forecasting.



In summary, most of the previous works [10,12,13,14,15,16,17,18,19] assumed that there are sufficient household appliance sales data for predicting model training. Unlike these existing works, we consider the scenario of forecasting household appliance sales in small towns, which lack sufficient sales data. We will employ TL technology to transfer the sales knowledge learned from big cities to small towns and make a precise prediction for household appliance sales.




3. Problem Formulation and System Model


In this paper, the home appliance sales forecasting problem is formalized as an end-to-end time series prediction task, with the objective of predicting future sales within a specific time frame based on the sequence of historical sales volume data. The core goal is to identify and learn patterns within the historical sales data and apply these patterns to forecast future sales trends. Therefore, we establish a functional model that is capable of learning and representing the patterns in sales data.



Mathematically, this process can be defined as a mapping function   f  ⋅   , which takes the historical sales data     X =    x 1  ,    x 2  ,   … ,    x  t − 1   ,  x t      as the input and outputs the predicted sales volume   Y =    y 1  ,  y 2  , … ,  y k    =    x  t + 1   ,    x  t + 2   ,   … ,    x  t + k       for a given time length  k . This process is shown as follows:


  Y = f   X ; θ   ,  



(1)




where  θ  represents the parameters of the model, which are learned through the training process.



We introduce the TransTLA model, a novel forecasting approach for home appliance sales volumes, leveraging DL and TL technologies. The model integrates TCN, LSTM, and attention mechanisms, along with a custom loss function that incorporates TL mechanisms. The TCN-LSTM structure extracts the features from both source and target domains, while the attention mechanism refines these features to improve the predictive performance. After a round of training, the TL mechanism incorporates the distance between the features of both domains into a composite loss function. Once the model is trained, it can be used for forecasting the sales volume of home appliance products.



The TransTLA model is shown in Figure 1, which contains the input layer, TCN layer, LSTM layer, attention layer, and output layer. Firstly, the TCN layer extracts local features by using two stacked residual blocks. Secondly, the LSTM layer captures the temporal features of sequence data with two stacked LSTM units. Then, the attention mechanism layer refines these features by assigning weights based on relevance, and thus, the model’s predictive focus can be improved. Finally, two cascaded fully connected layers are used for the dimensionality reduction of high-dimensional features, and the output layer provides the prediction results. The first fully connected layer serves to halve the size of the feature vector from the hidden layer, and the second fully connected layer further maps high-level features to the final one-dimensional prediction result. This architecture not only mitigates overfitting but also enhances the model’s generalization capabilities.




4. The Proposed TransTLA Method


The TransTLA model consists of four components: The first part is a TCN, which uses convolutional methods to capture the spatial local attributes from the original dataset. The second part is a LSTM-driven temporal feature extraction network, which processes the temporal dynamics inherent within the data. The third part is the feature optimization network, composed of the attention mechanism. This network allocates attention weights to the extracted features, thereby optimizing the final predictive outcome. The last part is a TL mechanism implemented by a specially designed loss function. This function combines weighted losses from both the source and target domains, along with a domain adaptation loss, to enhance the model’s predictive capability for the target domain. In this section, we will introduce these four parts respectively.



4.1. Temporal Convolutional Network Layer


To extract the spatial local feature from source and target domain datasets, TCN is employed to utilize the information in the time domain to identify and extract local patterns through convolution operations. TCN provides a powerful feature representation for time series forecasting tasks. The key features of TCN include dilated causal convolution and residual connections [23].



4.1.1. Dilated Causal Convolution


Causal convolutions in TCN maintain temporal causality by using only past and present data, preventing information leakage and enhancing feature extraction capabilities effectively. Traditional CNNs face challenges with increased parameters and overfitting risks as the network depth grows. TCN can overcome the issues by introducing dilated convolutions, which incorporate “dilation” into the convolutional kernel by placing gaps between its elements. Therefore, dilated convolutions can expand the receptive field without increasing the parameters. By combining causal convolution with dilated convolution, TCN constructs dilated causal convolution, significantly enhancing the network’s ability to understand and model long-term dependencies in time series data. The network structure is shown in Figure 2.



Mathematically, for a one-dimensional time series input   X =    x 1  ,  x 2  , ⋯ ,  x n    ∈  ℝ n   , the dilated causal convolution operation  F  at the element  s  in the sequence with a convolutional filter   f :   0 , 1 , ⋯ , k − 1   → ℝ   can be represented as


  F ( s ) = ( X  ∗ d  f ) ( s ) =   ∑  k = 0   K − 1    f ( k ) ⋅  x  s − d ⋅ k     ,  



(2)




where    ∗ d    denotes the dilated convolution, d refers to the dilation factor,  K  is the kernel size, and   s − d ⋅ k   represents the use of past data. Notably, when d is set to 1, the dilated convolution degenerates into a regular convolution. The dilation factor controls kernel sparsity, allowing the network to integrate information over a wider range. In practice, the dilation factor typically grows exponentially by a factor of 2 with each additional layer in the network.




4.1.2. Residual Connections


Simply increasing the dilation rate without adding network layers may not maximize the network’s learning capabilities. Adding depth can expand the receptive field but may also cause vanishing or exploding gradients. To address these challenges, TCN utilizes residual connections, which integrate skip connections to facilitate a gradient flow directly from earlier layers, mitigating gradient problems and maintaining training stability even with the increased network depth. The network structure of the residual connections is illustrated in Figure 3. The mathematical representation of the residual connections is given as follows:


   y t  = F (  x t  ,  θ t  ) +  x t  ,  



(3)




where    y t    is the output of the residual connection,    x t    is the original signal input to the residual block, and   F (  x t  ,  θ t  )   is the transformation within the residual block with parameters    θ t   .



By integrating residual connections, TCN enhances the training efficiency and stability while expanding the receptive field, which is essential for capturing long-term dependencies in time series data. In practice, TCNs are often constructed by stacking multiple residual blocks, each incorporating dilated causal convolution layers to broaden the receptive field and preserve the time series causality.



TCN’s combination of dilated causal convolution and residual connections makes it a robust framework for time series analysis. This makes TCN well suited for forecasting tasks, providing precise predictions and strong generalization in home appliance sales forecasting. With an optimized architecture and training approach, TCN effectively extracts valuable features from time series data, serving as a powerful tool for subsequent feature extraction and TL. Despite these advantages, TCNs can be computationally expensive and memory-intensive, especially when dealing with very deep networks or long input sequences.





4.2. Long Short-Term Memory Network Layer


To extract temporal features from both the source and target domain datasets, we employ LSTM networks. The core innovation of LSTM lies in its internal gating units: the input gate, the forget gate, and the output gate. These gates work in concert to dynamically regulate the flow of information, allowing the network to learn both long-term and short-term dependencies. The input gate determines how much new input information to incorporate into the neuron’s state at each time step, the forget gate decides which outdated information to discard from the state, and finally, the output gate determines how much of the current neuron’s state to include in the next time step’s output. This design makes LSTM particularly effective in sequence prediction tasks, especially in scenarios that require remembering long-term information. The structure of the LSTM network unit is shown in Figure 4, where    C  t − 1     is the state of the neuron from the previous moment,    h  t − 1     is the output of the neuron from the previous moment, and    x t    is the current moment’s time series data input. The gating mechanism provides the network with powerful memory and forgetting capabilities, which is crucial for the temporal feature extraction of the source and target domain datasets. However, LSTM can be more resource-intensive and slower to train, particularly when dealing with large batches or extended sequences.



The LSTM network, fed by the TCN’s feature outputs, operates with a set of parameters that govern its state transitions. Let    X  L S T M   =    x 1  ,  x 2  , ⋯ ,  x n      denote the input features,    h t    the hidden state,    C t    the cell state, and    Y  L S T M   =    y 1  ,  y 2  , ⋯  y n      the output sequence. The state updates of the LSTM network parameters can be represented as follows:


   f t  = σ    W f  ⋅    h  t − 1   ,  x t    +  b f     



(4)






   i t  = σ    W i  ⋅    h  t − 1   ,  x t    +  b i     



(5)






    C ˜  t  = tanh    W C  ⋅    h  t − 1   ,  x t    +  b C     



(6)






   o t  = σ    W o  ⋅    h  t − 1   ,  x t    +  b o     



(7)






   C t  =  f t  ⊙  C  t − 1   +  i t  ⊙   C ˜  t   



(8)






   h t  =  o t  ⊙ tanh (  C t  )  



(9)






   y t  = σ   V  h t  +  b y     



(10)




where  σ  is the sigmoid function; tanh is the hyperbolic tangent function;    W f   ,    W i   ,    W c   ,    W o   , and  V  are the weight matrices for the forget gate, input gate, candidate memory cell, output gate, and sequence prediction output, respectively; and    b f   ,    b i   ,    b C   ,    b o   , and    b y    are the bias terms for the forget gate, input gate, candidate memory cell, output gate, and sequence prediction output, respectively. ⊙ denotes the Hadamard product. By stacking two layers of LSTM networks, we extract deeper temporal features within the dataset.




4.3. Attention Mechanism Layer


In the task of household appliance sales forecasting, it is crucial to recognize that not all extracted features possess equal importance, and existing features may not be sufficient to capture critical and subtle information. Thus, optimizing feature representation is essential. To address this, we incorporate the attention mechanism to enhance the model’s capacity to capture pivotal information within sales data, thereby improving the predictive performance. The attention mechanism is inspired by the human visual attention system, which automatically focuses on the most critical parts when processing a large amount of information [24].



The core of the attention mechanism lies in computing a weighted sum based on the relevance of each element in the input sequence to a central query. Define an attention pooling function  f , as shown in Equation (11). It accepts a query vector    q  ∈  ℝ q    and a set of  m  “key–value” pairs, where each key is     k  i  ∈  ℝ k    and each value is     v  i  ∈  ℝ v   .


  f (  q  , (   k  1  ,   v  1  ) , … , (   k  m  ,   v  m  ) ) =   ∑  i = 1  m  α  (  q  ,   k  i  )   v  i  ∈  ℝ v   



(11)







The attention weight   α (  q  ,   k  i  )   is a scalar derived from the attention scoring function  a  and normalized through the softmax function to ensure the sum of all weights equals 1, as shown in Equation (12). The function  a  maps the query vector   q   and key vector     k  i    to a scalar.


  α (  q  ,   k  i  ) =    exp ( a (  q  ,   k  i  ) )     ∑  j = 1  m   exp   ( a (  q  ,   k  j  ) )     



(12)







In the proposed TransTLA, we utilize the scaled dot-product attention mechanism to compute attention weights, enabling the model to more precisely predict home appliance sales while maintaining computational efficiency. This mechanism calculates the square root of the dimension of the key vectors, which is


  a (  q  ,   k  i  ) =     q    k  i ⊤       d k       .  



(13)







Compared to the traditional dot-product attention, this scaling operation stabilizes the gradients and mitigates numerical stability issues associated with high-dimensional key vectors, thereby enhancing the robustness of the attention mechanism and its efficacy in processing inputs of diverse dimensions. However, attention mechanisms can be computationally expensive, particularly with very long sequences.



The specific implementation of the attention mechanism is illustrated in Figure 5. Specifically, the hidden state of the final time step from the LSTM network serves as the query, while the entire sequence of hidden states output by the LSTM network is fed into the attention mechanism layer as the key and value. This design enables the model to assess the significance of each time step in the sequence while considering long-term dependencies. By focusing on the critical components of the LSTM output, the model can more accurately capture both long-term patterns and short-term dynamics within the sales sequence data, which is essential for precise sales forecasting.



The scaled dot-product attention mechanism involves a key tensor   K   derived from a nonlinear transformation using the tanh activation function. This key tensor interacts with the query tensor   Q   to compute attention scores that reflect the similarity between each time step and the last hidden state. The softmax function is then applied to these scores to yield the attention weights  α . These weights are used to perform a weighted sum with the value tensor   V  , producing a context vector that aggregates the features of each time step according to their importance, as depicted in Equation (14).


   c  =   ∑  i = 1  t    α i    ⋅   V  i   



(14)







Instead of directly utilizing the weighted context vector, we concatenate it with the last hidden state. This concatenated result is then passed through a fully connected layer and processed with the tanh activation function to produce the final attention vector, as shown in Equation (15). This strategy not only helps to prevent the loss of long-term dependency information but also strengthens the model’s capability to capture features from recent time steps.


   o  = tanh (   W  o  [  c  ;   h  t  ] +   b  o  )  



(15)




where   [ ⋅ ; ⋅ ]   represents the concatenation operation,     W  o    is a learnable weight matrix, and     b  o    is the bias term.




4.4. Transfer Learning Implementation


In the field of TL, Domain-Adversarial Training (DAT) and Model-Agnostic Meta-Learning (MAML) are two representative methods. DAT introduces domain discriminators and adversarial training strategies to learn domain invariant feature representations by minimizing the distribution difference between the source and target domains [25]. On the other hand, MAML leverages the concept of meta-learning to train models on a multitude of tasks, enabling them to quickly adapt to new target tasks [26]. TL boosts the efficiency and performance of a target task by transferring knowledge from a source domain. In our study, TL is employed in home appliance sales forecasting, with the aim of leveraging experience from data-rich areas (such as large cities) to enhance the predictive capabilities of the model in data-scarce areas (such as small towns).



Instead of the traditional two-step process of training on the source domain followed by fine-tuning on the target domain, a composite loss function is utilized during model training. This function comprises the source domain regression loss    L  source    , target domain regression loss    L  target    , and domain adaptation loss    L  adapt    . By leveraging data from both domains, our method progressively adjusts the model for better adaptation to the target domain’s predictive tasks. This integrated approach aims to enhance the model’s ability to generalize across domains without the need for separate adversarial training or extensive meta-learning phases.



The calculation of    L  source     and    L  target     focuses on optimizing the prediction performance through mean squared error (MSE) between the model’s outputs and actual data in both domains, i.e.,


   L  source   = MSE    y  source   ,   y ^   source     =   1 N     ∑  i = 1  N        y i    source  i    −   y ^  i  source      2     



(16)






   L  target   = MSE    y  target   ,   y ^   target     =   1 N     ∑  i = 1  N        y i  target   −   y ^  i  target      2     



(17)




where    y  source     and     y ^   source     are the actual data and predicted results from the source domain training set, respectively; and    y  target     and     y ^   target     are the actual data and predicted results from the target domain training set, respectively.



The domain adaptation loss    L  adapt     in home appliance sales forecasting aims to bridge the knowledge gap between source and target domains, facilitating the effective transfer of the model from the source to the target domain by quantifying the similarity of their feature distributions. Maximum Mean Discrepancy (MMD), a widely used measure of distribution similarity based on kernel methods, enables the comparison of distribution differences in high-dimensional spaces [11]. Specifically, MMD is defined as the difference between the means of two probability distributions,  P  and  Q , given by Equation (18), with a value close to zero indicating alignment and a higher value signifying divergence. Minimizing MMD facilitates effective knowledge transfer, thereby enhancing the model’s performance in the target domain.


    MMD  2  ( P , Q ) =       ∫ ϕ   ( x ) d P ( x ) −   ∫ ϕ   ( x ) d Q ( x )    2   



(18)







In Equation (18),   ϕ ( ⋅ )   is a mapping function from the input space to some high-dimensional feature space, and    ⋅    denotes the norm in that feature space.



In our study, a linear variant of MMD is used as the domain adaptation loss. This specialized MMD variant leverages a linear mapping function, simplifying the computation by utilizing the dot product in the original feature space as the kernel. The domain adaptation loss can be formulated as Equation (19), which accepts feature tensors from the source and target domains, as derived from the attention mechanism layer, as input sample sets. Calculate the Euclidean distance of the difference between the mean vectors of these two sample sets and then compute the square of this difference, guiding the model’s domain adaptation.


   L  adapt   =     E (  Y  source   ) − E (  Y  target   )    2  =       1   N  source        ∑  i = 1    N  source       Y i  source     −   1   N  target        ∑  j = 1    N  target       Y j  target        2   



(19)







Combining Equations (16), (17) and (19), the overall loss function can be expressed as


  L = α ⋅  L  source   +   1 − α   ⋅  L  target   + β ⋅  L  adapt   ,  



(20)




where  α  and  β  are the balancing weights.



By integrating the custom loss function, the model enhances the predictive performance across both source and target domains while facilitating effective knowledge transfer via domain adaptation loss, refining feature representations with each training epoch. Over successive training rounds, the model learns to minimize discrepancies between source and target domain feature tensors, mitigating predictive errors from data distribution inconsistencies.



Compared to traditional TL methods, including DAT and MAML, our proposed approach offers several key advantages: (1) Unlike DAT’s adversarial training and MAML’s meta-learning, our method eliminates complex model transfer and fine-tuning, simplifying the training process. (2) By simultaneously optimizing the regression losses and domain adaptation loss for both domains, it simplifies the training process and enables faster learning of common features. (3) This approach mitigates overfitting, especially in data-scarce target domains, enhancing generalization by learning common features across domains. (4) Furthermore, the model progressively adapts to target domain predictive tasks during training, improving the predictive accuracy. It is a continuous adaptation strategy distinct from DAT’s adversarial steps or MAML’s episodic learning.



The training process framework of the home appliance sales forecasting model based on TransTLA is depicted in Figure 6. Initially, source and target domain data are collected and preprocessed. The training data from both domains are then fed into the model network for training. During each training epoch, the model leverages data from both domains to calculate the source domain regression loss, target domain regression loss, and domain adaptation loss. These are weighted and summed to form the overall composite loss function, which is then used for backpropagation to update the model parameters for the next round of training. It is important to note that, despite facing two distinct data domains, we train the same model. The model adjusts its parameters according to the guidance of the composite loss function in each round to achieve TL, thereby improving the performance of home appliance sales forecasting in the target domain.



After each epoch, the model’s performance is evaluated using the target domain’s validation set. If the current model outperforms the previous best model on the validation set, it is updated and saved as the new best model. This process is repeated until a preset number of training epochs is reached. Once training is over, the saved best model is loaded to output and evaluate predictions on the target domain’s test set.



During the training process, the Adam optimizer is utilized for efficient model parameter tuning, while a dropout strategy is implemented to mitigate overfitting and enhance the model’s generalization capability. Furthermore, we employ a dynamic learning rate adjustment method. This approach, as described by Equation (21), gradually decreases the learning rate as the training advances, enabling rapid convergence in the early stages and facilitating precise parameter tuning in the later stages.


  L  R i  = L  R 0  ⋅     1 + γ ⋅ i     − δ    



(21)




where   L  R i    represents the learning rate at the i-th iteration,   L  R 0    is the starting learning rate,  γ  is the coefficient for learning rate growth, and  δ  is the coefficient for learning rate decay.



The pseudocode implementation of the entire training and evaluation process of the TransTLA model algorithm is shown in Algorithm 1.



	
Algorithm 1. Process of the TransTLA Model Algorithm




	
Input: Time series data of home appliance sales from both source and target domains




	
Output: Predicted sales volume result in the target domain under a given forecast time step




	
1:

	
Data Preprocessing: Clean, normalize, split the datasets, and process with sliding windows for both source and target domain data.




	
2:

	
Train the Model with the Training Set:




	
3:

	
for epoch in range(epochs) do     // for each iteration




	
4:

	
   Extract spatial local features through the TCN layer.




	
5:

	
   Extract temporal features through the LSTM layer.




	
6:

	
   Q = Hidden state output from the last time step by LSTM.




	
7:

	
   K = Sequence of hidden states output by LSTM.




	
8:

	
   V = Sequence of hidden states output by LSTM.




	
9:

	
   Optimize features through the attention mechanism layer: Attention(Q, K, V).




	
10:

	
   Calculate domain adaptation loss L_adapt.




	
11:

	
   Get prediction output through fully connected layers.




	
12:

	
   Calculate the regression loss of source domain L_source and target domain L_target.




	
13:

	
   Calculate composite loss L = α × L_source + (1 − α) × L_target + β × L_adapt




	
14:

	
   Backpropagate and optimize model parameters with the Adam optimizer based on the loss function.




	
15:

	
   Perform dynamic adjustment of the learning rate.




	
16:

	
   Evaluate performance with the target domain validation set, update and save the best model.




	
17:

	
end for




	
18:

	
Load the best model.




	
19:

	
Model Evaluation: Test on the target domain test set and calculate evaluation metrics.




	
20:

	
Return: The predicted sales results in the target domain.











5. Experiments


In this section, we will evaluate the performance of the TransTLA model in home appliance sales forecasting from various perspectives. First, we perform parameter selection experiments to identify the optimal values for key model parameters. Then, we implement ablation experiments to analyze the contribution of each model component to the overall performance. Finally, we compare the model with other forecasting methods.



5.1. Data Description and Preprocessing


Our study aims to refine the precision of home appliance sales forecasting via TL. In the experiment, we employ real sales data of home appliance products from the Chinese market. Rich historical sales data from outlets in large cities are selected as the source domain, while small towns or newly established outlets with lower market maturity and scarce data are chosen as the target domain. Specifically, we select two geographically close cities, City A and Town B in the Yangtze River Delta region, as the subjects of our study to ensure a certain degree of similarity in features between the source and target domains, such as geographical location, climate, and weather conditions. This similarity helps the model to better adapt to the characteristics of the target domain.



The source domain dataset covers 1260 days of air conditioner sales data from City A from 2020 to 2023, while the target domain dataset includes 405 days of air conditioner sales data from Town B from 2022 to 2023. These data provide a solid foundation for subsequent experiments, enabling us to conduct in-depth analysis and forecasting of home appliance sales patterns.



During the data preprocessing phase, the collected source and target domain datasets are first cleaned and filtered to remove outliers and noise. Missing values in the datasets are smoothed through mean imputation, which helps maintain data integrity and reduces the potential impact of missing data on model training.



We apply min–max normalization to standardize the data across variables, as shown below:


   x j ′  =     x j  −  x  min      x  max   −  x  min      ,  



(22)




where    x j    and    x j ′    represent the original data and normalized data, respectively, with    x  min     and    x  max     being the minimum and maximum values in the original sequence.



To visually present the experimental datasets and analyze the sales changes over time more accurately and meticulously for the two domains, we normalize and align the sales data of the source and target domains on the time axis, as shown in Figure 7. It can be seen that the sales trends from both domains exhibit a degree of similarity, suggesting that, despite variations in data volume and market maturity, there exists some shared patterns in sales fluctuations. This commonality offers robust empirical evidence that is instrumental for the domain adaptation training of the TransTLA model.



The dataset is partitioned into three distinct subsets: training (70%), validation (10%), and testing (20%). This division is strategically designed to address the limited availability of the target domain samples by assigning a larger training dataset, ensuring appropriate data support for the model’s training, optimization, and assessment. To model the sequences, a sliding time window technique is employed, with a fixed window size, such as 7 days, to capture consecutive time intervals. This approach allows for overlapping windows, enabling the model to effectively handle the sequential and evolving nature of sales data.




5.2. Evaluation Metrics


To assess the accuracy of the algorithm’s predictive results, we employ a combination of evaluation metrics, including the coefficient of determination (R-Square, R2), mean absolute error (MAE), mean absolute percentage error (MAPE), and root mean square error (RMSE). These metrics enable a quantitative assessment of the model’s predictive performance and error levels, providing an objective judgment of the quality of the forecast results. The calculation methods for these metrics are shown as follows:


   R 2  = 1 −      ∑  i = 1  N     (  y i  −   y ^  i  )  2        ∑  i = 1  N     (  y i  −  y ¯  )  2        
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  MAE =   1 N     ∑   i = 1  N     y i  −   y ^  i     
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  MAPE =   1 N     ∑   i = 1  N        y i  −   y ^  i     y i        
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  RMSE =     1 N     ∑   i = 1  N       y i  −   y ^  i     2     



(26)




where    y i    is the true value of the i-th sample,     y ^  i    is the predicted value of the i-th sample, and    y ¯    is the average of the true values of the samples.



R2 measures how well the model fits the data; the closer the value is to 1, the stronger the model’s explanatory power. However, it can sometimes be less than 0, indicating that the model’s predictive performance is not as good as simply using the mean. MAE calculates the average of the absolute differences between predicted and actual values; the smaller the MAE, the smaller the model’s average predictive error. MAPE assesses the proportion of the error relative to the actual value; the lower the MAPE, the smaller the relative predictive error. RMSE computes the square root of the mean of the squared differences between the predicted results and the actual data; the smaller the RMSE, the better the predictive capability.




5.3. Experimental Setup


The open-source DL framework PyTorch [27] is utilized to construct the DL network model. All experiments are conducted on a server with an AMD EPYC 7763 2.45GHz CPU, 512GB of memory, a NVIDIA A800 80GB GPU, and the CentOS 8 operating system. The software stack includes CUDA Toolkit version 12.2, Python 3.11, and PyTorch 2.2. The parameter settings used in the model training and testing are shown in Table 2.




5.4. Parameter Selection Experiments and Results


In the parameter selection experiment, we aim to determine the optimal parameter settings for the TransTLA model to optimize performance on home appliance sales forecasting. We focus on the impact of weight parameters in the composite loss function and the effect of the varying historical window sizes.



The composite loss function (see Equation (20)) includes source domain loss, target domain loss, and domain adaptation loss, with hyperparameters α and β balancing their contributions.



α is a critical hyperparameter that balances the weights between the source domain regression loss and the target domain regression loss. We explore α values from 0 to 1 with steps of 0.1 to determine its effect. Specifically, when α equals 0, the influence of the source domain regression loss is not considered; only the target domain regression loss and domain adaptation loss are used in the backpropagation. When α is set to 1, it indicates that the total loss consists entirely of the source domain regression loss and domain adaptation loss. For each value of α, the model is trained with a consistent structure and parameters as described in Section 5.3. The historical backtracking window length is set to 7 days, and β is set to 0.1. We use a sliding window to predict the sales volume for the next day. The evaluation metrics for sales volume prediction under different proportions of source domain regression loss are presented in Table 3, with comparative curves for the MAE and RMSE indicators illustrated in Figure 8.



Both Table 3 and Figure 8 indicate that the model performs well when the value of α is in the middle range, specifically at 0.5 or 0.6, with a small difference between them. As the value of α moves away from the middle, the predictive performance declines, suggesting that equally considering the regression losses of both the source and target domains leads to a more balanced effect, which helps the model maintain a better performance when transferred to the target domain. Therefore, 0.5 is chosen as the optimal parameter setting for α.



It can be observed that, when α = 0 or α = 1, the model’s performance is not ideal, indicating that relying solely on target domain data or source domain data is not the best strategy. A moderate amount of source domain information helps improve the predictive performance in the target domain task, but overreliance on source domain information may introduce noise or inadaptability, thereby reducing the model’s performance.



Next, we explore the impact of the hyperparameter β on the performance of the TransTLA model. β regulates the impact of the domain adaptation loss, which is crucial for minimizing the differences in feature distributions across source and target domains, thereby enhancing the model’s performance on the target domain. Experiments vary β from 0 to 1 in 0.1 increments, with other parameters held constant. At β = 0, the model disregards domain adaptation loss, focusing solely on regression losses. With α set at 0.5 and a 7-day backtracking window, the model forecasts the next day’s sales. The results under different domain adaptation loss ratios are detailed in Table 4, with the MAE and RMSE curves compared in Figure 9.



The analysis of the data and comparison curves from Table 4 and Figure 9 reveals that an initial increase in β from 0 to 0.1 enhances the model performance. However, beyond this point, further increments in β result in performance fluctuations rather than a steady improvement. A β that is too high could cause the model to prioritize reducing domain discrepancies over optimizing the regression task, potentially degrading the overall performance. This suggests that there is a sweet spot for balancing regression loss and domain adaptation loss, which is essential for model tuning. Notably, when β is set to 0.1, the model achieves the best results in forecasting home appliance sales. Consequently, this paper adopts β = 0.1 for all subsequent experiments.



The size of the historical backtracking window determines the length of historical information considered by the model when making predictions. Choosing the appropriate window size is crucial for the model to capture long-term dependencies in time series and to improve the predictive performance. To quantitatively analyze the impact of different backtracking window sizes, the size is varied from 4 to 12 days, generating corresponding datasets for training and evaluation. With α = 0.5 and β = 0.1, the model predicts the sales volume for the next day. The predictive efficacy is evaluated, with the results and comparison curves presented in Table 5 and Figure 10, respectively.



The experimental results from Table 5 and Figure 10 indicate that the model’s predictive performance follows an increasing and then decreasing trend with the expansion of the historical backtrack window size. Specifically, when the window size is less than 7 days, the model’s predictive accuracy improves with the enlargement of the window, likely due to the small window’s inability to capture long-term dependencies in the time series, thus limiting its predictive power. However, when the window size exceeds 7 days, the performance begins to decline, possibly because excessive historical information introduces noise and irrelevant data, which reduces its relevance to current sales trends and interferes with the model’s prediction of current sales. Additionally, considering the limited number of samples in the target domain of this paper, a larger historical backtrack window could theoretically provide more data but actually lead to a further reduction in available training samples. This not only decreases the model’s training efficiency but also, due to data scarcity, may prevent the model from being adequately trained, ultimately affecting its performance and generalization capability. When the backtrack window size is set to 7 days, the model achieves the best predictive performance, outperforming other window sizes across all evaluation metrics. In summary, a 7-day historical backtrack period is used for subsequent experiments.



In the real-world home appliance market, accurate sales forecasting is crucial for strategic planning, inventory optimization, and flexible sales strategies. Consequently, it is necessary to further evaluate the performance of the proposed TransTLA model in multi-step forecasting. We employ a 7-day historical sliding window to generate predictions for the next 1 to 4 days, which are then compared to actual sales data. For instance, to predict the next 3 days, the model uses real data from the previous 7 days to forecast the sales for the next 3 days at once. Subsequently, the sliding window moves forward by 3 days, and the process is repeated.



Figure 11 presents the home appliance sales forecast results of the TransTLA model on the test set under different prediction steps (1 to 4 days ahead). The blue lines represent the actual sales volumes, while the orange lines indicate the predicted values. The model demonstrates high accuracy and sensitivity for short-term forecasts of 1 and 2 days, closely tracking actual sales. As the prediction horizon extends, slight discrepancies emerge between the forecasted and actual sales volumes. This is expected due to the increased uncertainty associated with longer-term predictions. However, the model still captures the overall long-term sales trends effectively, especially during significant upward or downward trends, showing strong trend detection and robustness.




5.5. Ablation Experiments and Results


To comprehensively evaluate the contribution of each component in the TransTLA model to the overall performance of home appliance sales forecasting, this paper conducts a series of ablation experiments. The essence of ablation experiments is to remove or modify key components of the model gradually, compare the performance of the complete model with the ablated models in forecasting tasks, and thus deeply understand and quantify the specific impact of these components on the overall model performance.



The experiments focus on four key parts, i.e., TCN layers, LSTM layers, attention mechanism layers, and TL mechanisms, and various combinations of these parts, respectively. Notably, when TL is not used, the model is trained and predicted using only the target domain dataset. Models with the prefix “Trans” indicate the use of TL strategies, which means training with both source and target domain data and evaluating the testing set of the target domain. The ablation experiments in this study cover a time span of 1 to 4 days in the future to fully analyze the impact of each component on the model’s forecasting ability. Through these ablation experiments, we can not only identify the model components that are crucial for the forecasting performance but also understand whether the role of these components differs significantly under different prediction time spans. To address the inherent stochasticity in DL models due to random weight initialization and optimization processes, we conducted 10 separate evaluations for each model. Table 6 lists the average evaluation metrics of the models under different ablation configurations, with the standard deviation indicated in brackets. Figure 12 visually displays how the MAE metric of different models changes with the time span. Additionally, to statistically confirm the significant differences in the performance of the models, we performed independent t-tests, considering a significance level of p < 0.05.



From Figure 12, one can see that the predictive accuracy of all models declines as the forecast horizon increases, highlighting the complexity of long-term forecasting. This decline is due to escalating uncertainty and the diminishing relevance of historical data to future sales over time.



In single model structures, TCN and LSTM perform relatively well for a forecast step of one but deteriorate rapidly as the steps increase. Particularly, LSTM’s R2 becomes negative at step 4, indicating its predictions are less effective than a simple mean forecast and have very low relevance to the actual sales data. Thus, LSTM cannot effectively capture future trends. In contrast, TCN shows some predictive power at step 4.



Furthermore, the TCN-LSTM model shows some advantages at steps 1 and 2 but has poor performance at steps 3 and 4, indicating limitations in handling long-term forecasting tasks. However, the introduction of the attention mechanism improves the performance of the TCN-Attention, LSTM-Attention, and TCN-LSTM-Attention model, which achieves better results across single and multiple forecast steps, demonstrating that the attention mechanism helps the model focus on key information in the time series and confirms the advantage of hybrid model structures in capturing complex time series features.



The introduction of TL mechanisms enhances the model’s predictive performance. Such improvement can be attributed that leveraging the source domain data can effectively enhance the model’s understanding of the target domain. Comparisons clearly show that the proposed TransTLA model outperforms other ablation models at most forecast steps, with the percentage MAE improvement displayed in Table 7. At a one-day forecast step, the TransTLA model reduces the MAE by 6.66% compared to the TCN model and by 8.55% compared to the LSTM model, with 5.25% improvement over the non-TL TCN-LSTM-Attention model. When predicting four days, the TransTLA model further reduces these metrics by 6.13% compared to the TCN model, by 36.31% compared to the LSTM model, and by 10.64% compared to the TCN-LSTM-Attention model. This indicates that combining attention and TL mechanisms with TCN and LSTM can better leverage their respective advantages for more accurate sales forecasting. The TransTLA model effectively captures both short-term and long-term dependencies in time series data, focuses on key time steps through the attention mechanism, and learns useful knowledge from the source domain through TL, thereby improving the forecast accuracy.



In summary, the ablation study reveals the key role of the TCN layers, LSTM layers, the attention mechanism, and TL in improving the accuracy of home appliance sales forecasting. The TransTLA model integrates these components to achieve optimal performance across different forecast time spans.




5.6. Comparative Experiments and Results


To further validate the effectiveness and superiority of the TransTLA model for home appliance sales forecasting, comparative experiments are conducted with several time series forecasting models to comprehensively assess the performance of the TransTLA model. In addition to the proposed TransTLA model, the comparison includes the following models:



ARIMA: Autoregressive Integrated Moving Average, a classic and commonly used statistical method that predicts by capturing linear dependencies in time series data.



XGBoost: Extreme Gradient Boosting, an advanced and scalable ML method that enhances model performance by combining the predictions of multiple weak learners and using gradient descent to minimize errors.



SVR: Support Vector Regression, a ML method that extends Support Vector Machines (SVMs) to regression tasks, aiming to find a function within a margin of error while handling nonlinear relationships using kernel functions.



RNN: A type of neural network designed for sequence data, characterized by maintaining states in the hidden layers to influence subsequent outputs with previous information. In the experiment, a two-layer RNN stack processes the input, followed by two fully connected layers to produce the forecast.



CNN: A DL model initially used in image recognition but also effective in extracting local features of time series through one-dimensional convolution. The CNN structure employs one-dimensional convolution, average pooling, and ReLU activation function, stacked twice, followed by two fully connected layers for the output.



CNN-LSTM [18]: A combined model that first extracts local features with CNN layers and then captures temporal dependencies with LSTM layers to enhance the forecasting performance.



CNN-LSTM-Attention: A model that further combines the advantages of CNN, LSTM, and attention mechanisms to capture complex patterns and dependencies in time series data through layered abstraction and precise information filtering.



TransCNN-LSTM-Attention: A model that incorporates TL strategies into CNN-LSTM-Attention to explore the impact of TL on sales forecasting performance.



Experiments to predict sales volume for 1, 2, 3, and 4 days in advance are designed for each model. The results of various evaluation metrics in the comparative experiment are shown in Table 8, and Figure 13 displays the MAE comparison of different models across various forecast horizons.



The experimental results from Table 8 and Figure 12 demonstrate that, as the forecast horizon lengthens, the predictive performance of all models declines due to the increasing uncertainty associated with making longer-term predictions. Overall, ML- and DL-based models outperform the traditional statistical ARIMA model. Across all evaluation metrics and forecast steps, RNN, CNN, and their variants consistently perform significantly better than ARIMA. Particularly at the forecast steps of 3 and 4 days, for ARIMA, the values of R2 drop to −0.292 and −0.723, respectively, indicating that its predictions are less effective than a simple mean forecast and exhibit a substantial negative correlation. This suggests that traditional statistical models struggle to effectively capture the nonlinear trends and complex patterns in the time series data of home appliance sales.



For ML-based methods, XGBoost and SVR show nuanced differences in their predictive performances over 1–4 day forecast horizons. XGBoost starts strong with an R2 of 0.652 on 1 day but sees a significant drop by 4 days (R2 of 0.105). Conversely, SVR maintains a more consistent performance, demonstrating its stronger capacity to handle extended forecasts. While both models’ accuracy declines over longer horizons, SVR consistently outperforms XGBoost across most metrics and steps, indicating better accuracy and robustness in handling nonlinear time series data complexities. Nevertheless, these ML models still underperform compared to DL models, particularly for longer forecasts.



Further analysis of DL models reveals that combined models perform better than individual RNN and CNN base models. RNN shows better performance in short-term forecasts (e.g., 1-day step) but a significant drop in performance for long-term forecasts (e.g., 3 and 4 days). This may be due to challenges in capturing long-term dependencies in time series data and susceptibility to the vanishing gradient problem. CNN exhibits a relatively stable performance across various forecast steps but falls short of the combined models in overall predictive accuracy, indicating that convolutional operations alone may not be sufficient to fully explore the temporal characteristics of time series data.



Combined models like CNN-LSTM and CNN-LSTM-Attention achieve superior predictive performance, with CNN-LSTM-Attention showing a high R2 value (0.797) at a 1-day step and maintaining a relatively stable performance even at a 4-day step. This indicates that integrating convolutional operations with LSTM or attention mechanisms can better model time series data, capturing both local and global features, thereby enhancing the predictive accuracy.



The TransCNN-LSTM-Attention model, which incorporates TL, demonstrates exceptional performance in both short-term and long-term forecasting tasks, outperforming CNN-LSTM-Attention in most evaluation metrics and forecast horizons and ranking just below the TransTLA model overall. This shows that TL can further enhance sales forecasting performance by leveraging knowledge from related domains.



Notably, the TransTLA model proposed in this paper exhibits the best overall predictive performance across all forecast horizons. Table 9 presents the percentage MAE improvement of the TransTLA model over some comparative models. When predicting 1-day sales, its MAE is reduced by 9.83% compared to the CNN-LSTM-Attention model and by 9.29% compared to the second-best TransCNN-LSTM-Attention model. Especially in multi-step forecasting, its evaluation metrics are better than other comparative models. For instance, at a 3-day forecast step, the MAE is reduced by 12.12% compared to the CNN-LSTM-Attention model and by 10.53% compared to the TransCNN-LSTM-Attention model. This indicates that the components of the TransTLA model, such as TCN and TL, can more effectively mine intrinsic patterns and trends from time series data, further validating its high efficiency and robustness in multi-step forecasting tasks.



In addition to the superior predictive performance, it is also crucial to consider the computational complexity of these models. Table 10 presents the number of floating-point operations (FLOPs), multiply–accumulate operations (MACs), and parameters (Params) for different models used in the experiments, based on the settings described in Section 5.3.



From Table 10, we can observe that the TransTLA model has higher FLOPs and MACs compared to most other models, indicating greater computational complexity. However, this complexity is justified by its significantly improved predictive performance. When comparing with simpler models like ARIMA, XGBoost, and SVR, the complexity of DL models including TransTLA is considerably higher. Traditional models such as ARIMA and SVR generally have lower computational complexity due to their simpler structure and fewer parameters. XGBoost, while more complex than ARIMA and SVR, still does not reach the level of complexity seen in DL models. However, these traditional models often fall short in capturing the intricate patterns and dependencies in time series data, especially for multi-step forecasting tasks, where the TransTLA model excels.



It is worth noting that the addition of TL in models leads to the number of parameters remaining unchanged, but the computational cost actually doubles. This is because data from both the source and target domains will pass through the model.



In summary, the comparative experimental results clearly show the performance differences of various model structures in the task of home appliance sales forecasting. The TransTLA model’s overall performance is significantly better than other classic and combined models, demonstrating excellent time series forecasting capabilities. This not only validates the effectiveness of its design but also provides a powerful tool for sales forecasting in the home appliance industry.





6. Conclusions


In this paper, we have proposed a novel TL approach with TCN-LSTM-Attention for household appliance sales forecasting in small towns, addressing the challenge of limited data availability. First, we cascaded the TCN and LSTM networks to capture the spatiotemporal relationships within historical sales data. Subsequently, based on these extracted features from the sales data, we utilized the attention mechanism to assign different weights by calculating the relevance between query, key, and value, dynamically focusing on different points in the sequence and further enhancing the model’s focus on key information. Finally, by introducing a redefined composite loss function, we performed the TL technique between the source domain and target domain to address the challenges posed by limited data availability and regional variations. By transferring the knowledge gained from modeling sales data in large cities, we bolstered the predictive ability of small towns. The experimental results show that the proposed TransTLA approach outperforms traditional or combined methods such as RNN, LSTM, and CNN-LSTM-Attention in the context of small town household appliance sales forecasting.



The proposed methodology has potential applications beyond household appliances, extending to other product categories such as electronics, automotive, and furniture. Accurate sales forecasting can help businesses optimize inventory management, improve supply chain efficiency, and enhance customer satisfaction. For governments, such forecasts can assist in economic planning, policy making, and resource allocation, thereby contributing to economic stability and growth.



However, the current study has some limitations. The model’s reliance on historical data presupposes the continuation of past patterns, which may not always be the case. Future research will investigate the adaptability of this model to diverse product categories and various market conditions, thereby broadening its applicability. Additionally, we intend to examine the sensitivity of the TL component in TransTLA to domain variations and explore strategies to mitigate the potential presence of negative transfer, particularly in scenarios where the source and target domains differ significantly, further improving the robustness and effectiveness of our approach.
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Figure 1. The structure of the TransTLA model. 
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Figure 2. The structure of the dilated causal convolutional network. 
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Figure 3. The structure of the residual module. 
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Figure 4. The structure of the LSTM network. 
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Figure 5. The structure of the attention mechanism. 
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Figure 6. The training process for the TransTLA model. 






Figure 6. The training process for the TransTLA model.



[image: Applsci 14 06611 g006]







[image: Applsci 14 06611 g007] 





Figure 7. Visualization of the temporally aligned sales dataset. 
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Figure 8. Comparison curves of the evaluation metrics under different ratios of source domain regression loss. 
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Figure 9. Comparison curves of evaluation metrics under different domain adaptation loss ratios. 
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Figure 10. Comparison curves of the evaluation metrics under different backtrack window sizes. 
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Figure 11. Home appliance sales forecast results under different prediction steps. 
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Figure 12. MAE comparison of the ablation experiments. 
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Figure 13. MAE comparison of comparative experiments. 
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Table 1. Related studies on sales forecasting.






Table 1. Related studies on sales forecasting.





	Reference
	Methods
	Contributions
	Drawbacks





	[13]
	Clustering + ML
	Improving the accuracy of household appliance sales forecasting
	Increased complexity, computationally intensive



	[10]
	CNN
	Learning effective features from the historical sales data automatically and predicting household appliance sales
	Low prediction accuracy, high data requirements



	[15]
	LSTM
	Exploiting the temporal correlation among the historical sales data
	Low prediction accuracy, longer training time



	[16]
	LSTM + PSO
	Enhanced performance of sales forecasting with hyperparameter optimization
	Risk of overfitting, potential local optima



	[17]
	ARIMA + RNN
	Capturing both linear and nonlinear relationships of time series data
	Complex implementation



	[18]
	CNN + LSTM
	Using spatiotemporal information to improve prediction accuracy
	High computational cost



	[19]
	CNN + LSTM + Attention
	Addressing the limitations of traditional LSTM, particularly in scenarios influenced by small weights
	Higher complexity and computationally expensive










 





Table 2. Model parameter settings in the experiment.






Table 2. Model parameter settings in the experiment.





	Parameter
	Setting Value





	Iterations
	150



	Batch Size
	32



	TCN Channels
	64



	Kernel Size
	3



	Kernel Stride
	1



	Kernel Padding
	1



	Residual Blocks
	2



	Dilation Factor
	1, 2



	LSTM Layers
	2



	Hidden Layer Size
	64



	Initial Learning Rate
	0.001



	Learning Rate Growth
	0.0003



	Learning Rate Decay
	0.75



	Dropout Rate
	0.2










 





Table 3. Experimental results under different ratios of source domain regression loss.
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	α
	R2
	MAE
	RMSE
	MAPE





	0
	0.483
	17.677
	27.229
	0.438



	0.1
	0.816
	10.804
	16.361
	0.229



	0.2
	0.815
	10.415
	16.389
	0.210



	0.3
	0.812
	10.327
	16.511
	0.212



	0.4
	0.826
	9.721
	15.923
	0.180



	0.5
	0.844
	9.295
	15.048
	0.171



	0.6
	0.845
	9.786
	15.024
	0.179



	0.7
	0.816
	10.657
	16.349
	0.229



	0.8
	0.800
	10.736
	17.018
	0.225



	0.9
	0.802
	10.742
	16.920
	0.233



	1
	0.766
	12.128
	18.123
	0.279







Table note: The optimal results are highlighted in bold, and the suboptimal results are underlined. The same applies to subsequent tables and will not be repeated.













 





Table 4. Experimental results under different ratios of domain adaptation loss.
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	β
	R2
	MAE
	RMSE
	MAPE





	0
	0.825
	9.933
	15.964
	0.213



	0.1
	0.844
	9.295
	15.048
	0.171



	0.2
	0.827
	10.124
	15.866
	0.200



	0.3
	0.815
	10.206
	16.380
	0.211



	0.4
	0.806
	10.534
	16.750
	0.220



	0.5
	0.814
	10.329
	16.441
	0.212



	0.6
	0.798
	10.808
	17.121
	0.228



	0.7
	0.815
	10.431
	16.375
	0.227



	0.8
	0.807
	10.679
	16.737
	0.227



	0.9
	0.802
	10.445
	16.967
	0.220



	1
	0.807
	10.497
	16.763
	0.223










 





Table 5. Experimental results for different backtrack window sizes.
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	Backtrack Window Size
	R2
	MAE
	RMSE
	MAPE





	4
	0.813
	10.866
	16.551
	0.246



	5
	0.822
	9.936
	16.158
	0.214



	6
	0.819
	10.080
	16.261
	0.205



	7
	0.844
	9.295
	15.048
	0.171



	8
	0.821
	10.560
	16.078
	0.220



	9
	0.793
	10.836
	17.230
	0.213



	10
	0.805
	10.608
	16.655
	0.204



	11
	0.788
	10.892
	17.344
	0.210



	12
	0.790
	11.005
	17.212
	0.218










 





Table 6. Evaluation results of the ablation experiments.
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Model

	
Metric

	
Step Size 1

	
Step Size 2

	
Step Size 3

	
Step Size 4






	
TCN

	
R2

	
0.814 (0.011)

	
0.660 (0.034)

	
0.394 (0.048)

	
0.419 (0.046)




	
MAE

	
10.066 (0.251)

	
15.017 (0.857)

	
17.780 (0.839)

	
20.827 (0.901)




	
RMSE

	
16.453 (0.496)

	
22.198 (1.103)

	
29.604 (1.172)

	
29.006 (1.133)




	
MAPE

	
0.218 (0.009)

	
0.435 (0.047)

	
0.498 (0.044)

	
0.620 (0.043)




	
LSTM

	
R2

	
0.802 (0.009)

	
0.342 (0.024)

	
0.220 (0.080)

	
−0.010 (0.021)




	
MAE

	
10.275 (0.240)

	
20.534 (0.821)

	
24.498 (2.131)

	
30.697 (0.219)




	
RMSE

	
16.954 (0.380)

	
30.931 (0.571)

	
33.579 (1.631)

	
38.256 (0.399)




	
MAPE

	
0.216 (0.015)

	
0.594 (0.064)

	
0.724 (0.049)

	
0.857 (0.024)




	
TCN-LSTM

	
R2

	
0.820 (0.005)

	
0.388 (0.072)

	
0.185 (0.070)

	
−0.002 (0.075)




	
MAE

	
9.753 (0.287)

	
19.215 (0.953)

	
23.445 (0.915)

	
30.325 (1.269)




	
RMSE

	
16.188 (0.212)

	
29.787 (1.723)

	
34.338 (1.460)

	
38.082 (1.463)




	
MAPE

	
0.189 (0.014)

	
0.514 (0.037)

	
0.692 (0.038)

	
0.839 (0.028)




	
TCN-Attention

	
R2

	
0.818 (0.009)

	
0.654 (0.052)

	
0.430 (0.031)

	
0.404 (0.055)




	
MAE

	
9.631 (0.433)

	
14.234 (0.994)

	
17.524 (1.694)

	
19.745 (0.699)




	
RMSE

	
16.256 (0.407)

	
22.370 (1.653)

	
28.737 (0.789)

	
29.352 (1.333)




	
MAPE

	
0.189 (0.014)

	
0.354 (0.029)

	
0.479 (0.071)

	
0.607 (0.059)




	
LSTM-Attention

	
R2

	
0.803 (0.011)

	
0.660 (0.024)

	
0.412 (0.036)

	
0.418 (0.023)




	
MAE

	
10.376 (0.427)

	
14.228 (1.154)

	
18.434 (0.649)

	
20.662 (0.524)




	
RMSE

	
16.919 (0.452)

	
22.214 (0.764)

	
29.184 (0.888)

	
29.034 (0.570)




	
MAPE

	
0.222 (0.021)

	
0.333 (0.024)

	
0.480 (0.038)

	
0.579 (0.044)




	
TCN-LSTM-Attention

	
R2

	
0.813 (0.013)

	
0.677 (0.027)

	
0.424 (0.020)

	
0.363 (0.061)




	
MAE

	
9.917 (0.494)

	
13.629 (0.566)

	
17.675 (0.768)

	
21.880 (1.397)




	
RMSE

	
16.469 (0.579)

	
21.660 (0.909)

	
28.893 (0.503)

	
30.356 (1.432)




	
MAPE

	
0.191 (0.017)

	
0.348 (0.019)

	
0.429 (0.036)

	
0.582 (0.033)




	
TransTCN

	
R2

	
0.810 (0.013)

	
0.706 (0.020)

	
0.402 (0.029)

	
0.415 (0.024)




	
MAE

	
10.206 (0.609)

	
13.679 (0.542)

	
18.108 (0.695)

	
21.568 (0.775)




	
RMSE

	
16.605 (0.574)

	
20.664 (0.674)

	
29.430 (0.728)

	
29.118 (0.588)




	
MAPE

	
0.209 (0.022)

	
0.351 (0.022)

	
0.455 (0.024)

	
0.654 (0.040)




	
TransLSTM

	
R2

	
0.806 (0.007)

	
0.431 (0.012)

	
0.201 (0.037)

	
−0.066 (0.028)




	
MAE

	
10.741 (0.282)

	
19.337 (0.407)

	
24.855 (0.807)

	
31.135 (0.245)




	
RMSE

	
16.788 (0.300)

	
28.762 (0.309)

	
34.013 (0.792)

	
39.296 (0.522)




	
MAPE

	
0.241 (0.015)

	
0.506 (0.018)

	
0.664 (0.026)

	
0.814 (0.031)




	
TransTCN-LSTM

	
R2

	
0.820 (0.006)

	
0.382 (0.071)

	
0.207 (0.068)

	
−0.074 (0.045)




	
MAE

	
9.684 (0.152)

	
18.820 (0.835)

	
23.606 (1.367)

	
31.024 (0.282)




	
RMSE

	
16.176 (0.266)

	
29.937 (1.704)

	
33.873 (1.460)

	
39.441 (0.819)




	
MAPE

	
0.189 (0.012)

	
0.479 (0.026)

	
0.580 (0.016)

	
0.789 (0.043)




	
TransTCN-Attention

	
R2

	
0.804 (0.009)

	
0.682 (0.032)

	
0.368 (0.052)

	
0.424 (0.012)




	
MAE

	
9.737 (0.441)

	
13.383 (1.465)

	
17.726 (0.762)

	
19.868 (0.349)




	
RMSE

	
16.865 (0.371)

	
21.465 (1.055)

	
30.241 (1.236)

	
28.899 (0.305)




	
MAPE

	
0.181 (0.021)

	
0.297 (0.043)

	
0.429 (0.034)

	
0.602 (0.027)




	
TransLSTM-Attention

	
R2

	
0.808 (0.012)

	
0.671 (0.024)

	
0.475 (0.025)

	
0.402 (0.023)




	
MAE

	
10.664 (0.422)

	
13.712 (1.075)

	
18.087 (0.693)

	
20.745 (0.737)




	
RMSE

	
16.685 (0.503)

	
21.864 (0.784)

	
27.564 (0.644)

	
29.431 (0.552)




	
MAPE

	
0.232 (0.018)

	
0.336 (0.019)

	
0.458 (0.037)

	
0.583 (0.028)




	
TransTLA

	
R2

	
0.826 (0.009)

	
0.689 (0.025)

	
0.433 (0.029)

	
0.423 (0.017)




	
MAE

	
9.396 (0.197)

	
13.339 (0.605)

	
17.025 (0.528)

	
19.551 (0.347)




	
RMSE

	
15.890 (0.402)

	
21.231 (0.860)

	
28.649 (0.734)

	
28.924 (0.416)




	
MAPE

	
0.172 (0.004)

	
0.293 (0.020)

	
0.396 (0.025)

	
0.587 (0.024)








Table note: Values are presented as “mean (standard deviation)” based on 10 independent runs. 













 





Table 7. The MAE performance improvement of the TransTLA model over the ablation models (percentage).
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	Compared Model
	Step Size 1
	Step Size 2
	Step Size 3
	Step Size 4
	Average





	TCN
	6.66
	11.17
	4.25
	6.13
	7.05



	LSTM
	8.55
	35.04
	30.50
	36.31
	27.60



	TCN-LSTM-Attention
	5.25
	2.13
	3.68
	10.64
	5.43










 





Table 8. Evaluation results of comparative experiments.
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Model

	
Metric

	
Step Size 1

	
Step Size 2

	
Step Size 3

	
Step Size 4






	
ARIMA

	
R2

	
0.621

	
0.128

	
−0.292

	
−0.723




	
MAE

	
15.312

	
23.685

	
26.785

	
35.012




	
RMSE

	
23.403

	
35.503

	
43.206

	
49.908




	
MAPE

	
0.378

	
0.645

	
0.670

	
0.842




	
XGBoost

	
R2

	
0.652

	
0.423

	
0.598

	
0.105




	
MAE

	
12.944

	
18.499

	
18.336

	
23.398




	
RMSE

	
22.588

	
29.060

	
24.316

	
36.279




	
MAPE

	
0.258

	
0.419

	
0.446

	
0.561




	
SVR

	
R2

	
0.660

	
0.563

	
0.550

	
0.278




	
MAE

	
12.043

	
14.216

	
17.279

	
20.656




	
RMSE

	
22.312

	
25.287

	
25.713

	
32.587




	
MAPE

	
0.229

	
0.298

	
0.398

	
0.445




	
RNN

	
R2

	
0.812 (0.008)

	
0.425 (0.053)

	
0.281 (0.042)

	
−0.038 (0.044)




	
MAE

	
11.022 (0.246)

	
19.158 (0.894)

	
22.812 (0.761)

	
30.894 (0.416)




	
RMSE

	
16.545 (0.369)

	
28.870 (1.342)

	
32.258 (0.960)

	
38.783 (0.816)




	
MAPE

	
0.260 (0.019)

	
0.538 (0.050)

	
0.690 (0.044)

	
0.840 (0.044)




	
CNN

	
R2

	
0.801 (0.013)

	
0.644 (0.027)

	
0.304 (0.071)

	
0.372 (0.091)




	
MAE

	
10.565 (0.399)

	
14.552 (0.698)

	
19.414 (1.013)

	
20.621 (0.986)




	
RMSE

	
17.006 (0.570)

	
22.726 (0.884)

	
31.723 (1.643)

	
30.093 (2.131)




	
MAPE

	
0.221 (0.026)

	
0.366 (0.033)

	
0.522 (0.064)

	
0.632 (0.056)




	
CNN-LSTM

	
R2

	
0.816 (0.032)

	
0.644 (0.026)

	
0.436 (0.044)

	
0.392 (0.044)




	
MAE

	
10.670 (1.130)

	
14.688 (0.952)

	
19.153 (0.733)

	
20.293 (0.752)




	
RMSE

	
16.284 (1.338)

	
22.694 (0.842)

	
28.557 (1.093)

	
29.662 (1.059)




	
MAPE

	
0.212 (0.043)

	
0.336 (0.032)

	
0.520 (0.053)

	
0.633 (0.023)




	
CNN-LSTM-Attention

	
R2

	
0.797 (0.024)

	
0.588 (0.058)

	
0.365 (0.047)

	
0.348 (0.033)




	
MAE

	
10.420 (0.490)

	
15.392 (0.640)

	
19.373 (0.698)

	
21.419 (0.899)




	
RMSE

	
17.170 (1.027)

	
24.436 (1.671)

	
30.323 (1.147)

	
30.738 (0.775)




	
MAPE

	
0.201 (0.015)

	
0.353 (0.018)

	
0.473 (0.038)

	
0.622 (0.020)




	
TransCNN-LSTM-Attention

	
R2

	
0.813 (0.024)

	
0.645 (0.033)

	
0.374 (0.055)

	
0.360 (0.037)




	
MAE

	
10.358 (0.567)

	
14.498 (0.801)

	
19.029 (1.022)

	
20.829 (0.491)




	
RMSE

	
16.457 (1.040)

	
22.688 (1.079)

	
30.320 (1.409)

	
30.434 (0.878)




	
MAPE

	
0.198 (0.009)

	
0.301 (0.030)

	
0.446 (0.030)

	
0.583 (0.031)




	
TransTLA

	
R2

	
0.826 (0.009)

	
0.689 (0.025)

	
0.433 (0.029)

	
0.423 (0.017)




	
MAE

	
9.396 (0.197)

	
13.339 (0.605)

	
17.025 (0.528)

	
19.551 (0.347)




	
RMSE

	
15.890 (0.402)

	
21.231 (0.860)

	
28.649 (0.734)

	
28.924 (0.416)




	
MAPE

	
0.172 (0.004)

	
0.293 (0.020)

	
0.396 (0.025)

	
0.587 (0.024)








Table note: Values are presented as “mean (standard deviation)” based on 10 independent runs. 













 





Table 9. The MAE performance improvement of the TransTLA model over comparative models (percentage).
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	Compared Model
	Step Size 1
	Step Size 2
	Step Size 3
	Step Size 4
	Average





	CNN
	11.06
	8.34
	12.31
	5.19
	9.23



	CNN-LSTM
	11.94
	9.18
	11.11
	3.66
	8.97



	CNN-LSTM-Attention
	9.83
	13.34
	12.12
	8.72
	11.00



	TransCNN-LSTM-Attention
	9.29
	7.99
	10.53
	6.14
	8.49










 





Table 10. Computational complexity of various models.






Table 10. Computational complexity of various models.





	Model
	FLOPs (M)
	MACs
	Params (k)





	TCN
	25.4536
	12.7191 M
	51.906



	LSTM
	22.5556
	66.56 k
	52.61



	TCN-LSTM
	54.314
	12.3259 M
	106.178



	TCN-Attention
	27.0267
	13.5055 M
	51.969



	LSTM-Attention
	24.9152
	1.2462 M
	65.026



	TCN-LSTM-Attention
	56.6735
	13.5055 M
	118.594



	TransTCN
	50.9071
	25.4382 M
	51.906



	TransLSTM
	45.1113
	133.12 k
	52.61



	TransTCN-LSTM
	108.628
	24.6518 M
	106.178



	TransTCN-Attention
	54.0533
	27.0111 M
	51.969



	TransLSTM-Attention
	49.8303
	2.4924 M
	65.026



	RNN
	5.6965
	66.56 k
	14.786



	CNN
	21.3268
	10.5083 M
	399.681



	CNN-LSTM
	284.126
	6.3795 M
	75.074



	CNN-LSTM-Attention
	301.43
	15.0303 M
	87.49



	TransCNN-LSTM-Attention
	602.86
	30.0605 M
	87.49



	TransTLA
	113.347
	27.0111 M
	118.594
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