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Abstract

:

With the advent of Transformer-based generative AI, there has been a surge in research focused on large-scale generative language models, especially in natural language processing applications. Moreover, these models have demonstrated immense potential across various vertical fields, ranging from education and history to mathematics, medicine, information processing, and cybersecurity. In research on AI applications in Chinese, it has been found that the quality of text generated by generative AI has become a central focus of attention. However, research on the quality of input text still remains an overlooked priority. Consequently, based on the vectorization comparison of vertical field lexicons and text structure analysis, proposes three input indicators D1, D2, and D3 that affect the quality of generation. Based on this, we studied a text quality evaluation algorithm called VFS (Vertical Field Score) and designed an output evaluation metric named V-L (Vertical-Length). Our experiments indicate that higher-scoring input texts enable generative AI to produce more effective outputs. This enhancement aids users, particularly in leveraging generative AI for question-answering in specific vertical fields, thereby improving response effectiveness and accuracy.
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1. Introduction


In recent years, Transformer-based models have taken a dominant position in the field of natural language processing (NLP) due to their outstanding performance [1,2]. Prior to this, Recurrent Neural Networks (e.g., LSTM) were widely used to solve a variety of existing NLP problems [3,4,5]. However, Recurrent Neural Networks exhibit limitations in capturing long-distance dependencies within data sequences, particularly struggling with information at the beginning or end of texts, as well as with distant information [6]. Furthermore, its architecture does not effectively support the parallelization of training and inference processes, which poses a significant challenge in terms of computational resource requirements [7]. In contrast, the advent of the Transformer architecture has effectively overcome these issues. It was initially proposed as a sequence-to-sequence encoder–decoder model [8], with its advantages lying in the use of attention mechanisms to capture long-distance relationships in text, and its ability to easily achieve the parallelization of computations.



With the development of more powerful GPUs and TPUs [9], it has become possible to create models with an increased number of parameters, allowing these models to achieve or even surpass human-level performance in an expanding array of tasks [10,11,12]. To make the model’s responses more aligned with human needs, the development of the InstructGPT model employed a reinforcement learning from human feedback approach [13], which is particularly important for model fine-tuning.



However, due to the characteristics of the encoder-decoder model in the Transformer architecture, large language models (LLMs) need to convert input data into fixed-length representations, which the decoder then uses to generate output. Despite the “multi-head” design of the Transformer architecture offering significant improvements in context and semantic understanding, its effectiveness remains limited when dealing with complex text problems and specific tasks. In particular, within specific vertical fields, to accomplish certain tasks, it necessitates preprocessing the input text to enhance the efficiency of the encoder and increase the accuracy of the generated text. For example, Xuemei Dong and colleagues, when utilizing ChatGPT-3.5-Turbo-0301 for zero-shot Text-to-SQL tasks, employed structured inputs and prompt engineering, effectively improving the success rate of SQL statement generation on the Spider test set [14]. Furthermore, to enhance the text generation effect, Le Xiao and colleagues combined an additional genetic algorithm with ChatGPT’s natural language processing capabilities to generate news headlines, achieving notable results [15].



Based on these considerations, we designed an input text quality evaluation algorithm, VFS (Vertical Field Score), which is divided into three parts: prompt word score, vertical industry relevance score, and text logicality score. By performing a weighted calculation of the scores from these three aspects, we obtained the total score. Through experimental testing, we found that higher-scoring inputs were able to achieve higher quality, more specialized output results. This provides strong support for enhancing the output effects of generative AI in vertical industries.




2. VFS Algorithm Model


The VFS (Vertical Field Score) algorithm comprises three components: D1, D2, and D3. The overall score, S, can be calculated using the following formula (Formula (1)):


  S =    ln ( e +  D 1   ) (   D 2  +  D 3  )   2 ln ( e + 1 )     



(1)




where D1 represents the prompt word score, D2 represents the text structure score, and D3 represents the content relevance score.



When designing evaluation metrics, it is crucial to understand the semantic processing logic of large language models (LLMs). LLMs first process the input information through their multi-layer Transformer architecture in a weighted manner, aiming to extract more comprehensive information. However, when processing human input, most model frameworks pay special attention to the logical structure of human language, such as conjunctions (e.g., “therefore”, “then”, “finally”, etc.), during the training process. The models are highly sensitive to these terms and will segment sentences containing these words for analysis, in order to more accurately understand the meaning of the input text and its contextual logic. Therefore, large language models have a higher requirement for the logical coherence of lengthy texts, which includes a deep understanding of complex issues. The lack of structural words and overly verbose text narration can lead to biases in the model’s information processing.



Additionally, large models are extremely sensitive to specific prompt words. For example, Xuemei Dong and others improve the accuracy of ChatGPT-3.5-Turbo-0301 in handling specific tasks, such as zero-shot Text-to-SQL tasks, by prompting ChatGPT to play the role of a professional SQL code engineer. The higher the level of specialization in the information, the more specialized the answers generated by the large model will be.




3. VFS Algorithm Analysis


3.1. Prompt Word Score D1


Prompt words play a crucial role in the output of large language models (LLM). They enable the model to lock onto specific areas of knowledge within the vast training data, improving accuracy in subsequent tasks. In the application process of large language models, the role of prompt words is extremely broad. For example, in handling visual problems, specific prompt words can significantly improve the accuracy of recognition and analysis [16]. Similarly, in studying the programming capabilities of ChatGPT-3.5, appropriate prompt words are also used to enhance the success rate of code generation [17]. When calculating the prompt word score, the prompt words in the input text are evaluated. In the experiment, it was found that when the same prompt appears n times (n > 1), the generated results do not improve and may even deteriorate. However, when n = 1, the generated results show a significant improvement. Therefore, when setting the metrics, only the case where n = 1 is considered. If the text contains prompt words, the D1 value is set to 1; if the text does not contain prompt words, the D1 value is set to 0. Through this approach, it is possible to quantify the impact of prompt words on the output quality of large language models and reflect this in subsequent evaluation metrics.




3.2. Text Structure Score D2


The degree of text structuring directly affects the output efficiency of large language models (LLMs). Input texts with strong structuring typically yield higher quality output results. In research on the generative effects of large language models across many fields, researchers often subconsciously opt for structured questions and input formats. For instance, in studies on extracting character relationships from texts, questions, and task requirements are clearly segmented through formatting or punctuation. This structuring of inputs helps ChatGPT-3.5 to provide more accurate answers [18]. However, in most practical application scenarios, users do not fully recognize the importance of input format, leading to varying degrees of errors in understanding by large language models, especially in the field of mathematics [19]. Therefore, it is clear that structuring is crucial for enhancing the output effectiveness of large language models.



Evaluating the degree of text structuring is a complex task. Typically, the degree of text structuring is directly positively correlated with its logical coherence, but the judgment of logical coherence often carries strong subjectivity. Therefore, when assessing the degree of text structuring, we choose to use text structure parameters to quantify the overall structuring score of the text. The text structure score, D2, is composed of three parts: s1, s2, and s3. The method for calculating its total score is shown in the following formula (Formula (2)).


   D 2  =   1 3      s 1  +  s 2  +  s 3     



(2)







The overall calculation process of D2 is shown in Figure 1 below. The problem presented in the figure consists of five sentences and two logical connectors, with the logical connectors already highlighted in bold.



Where s1 represents the lexical richness of the text, calculated by segmenting the text into words to count the occurrence of each unique word n1 and comparing the number of unique words to the total number of words n to derive s1.





    s 1  =     n 1   n     



(3)







In the evaluation metric system of this text, s2 is a parameter used to measure the complexity of sentences. The specific method involves splitting the text into individual sentences using periods, then calculating the length of each sentence, and based on this, determining the average sentence length, l1. According to related research [20], an analysis of a Chinese corpus consisting of 1.2 million characters found that it contained a total of 112,431 sentences, with an average sentence length of 10.91 characters. The study also showed that sentences of 30 characters or fewer accounted for over 95% of the total, while sentences of 40 characters or fewer accounted for over 99%. Based on these data, 40 characters are set as the maximum sentence length l, and the average sentence length l1 of each text is compared to this maximum length l to calculate the score for s2. Here, if the average sentence length of the text exceeds 40 characters, the score of l1 will take its maximum value l, and s2 will take its maximum value (s2 = 1). Through this method, it is possible to quantitatively assess the sentence structure complexity of the text and incorporate it into the overall evaluation metric.


   s 2  =     l 1   l    



(4)







The s3 parameter is aimed at measuring the extent of logical connective words used in sentences. Logical connectives play a key role in the recognition and understanding of text by large language models. The primary function of these terms is to help the model more accurately understand the contextual relationships and core content of the text, thereby avoiding misunderstandings of synonymous sentences. Therefore, logical connectives are an important aspect of structuring sentence construction.



In the Chinese context, logical connectives encompass a variety of types including causal relationships, parallel relationships, transitional relationships, comparative-relationships, progressive relationships, and conclusions. By integrating open-source Chinese word libraries from the internet, these logical connectives have been extracted and compiled into a connective word dictionary.



Based on this, a formula for calculating the s3 parameter was designed, as shown in Equation (5). Through this approach, it is possible to quantitatively assess the usage of logical connectives in text and incorporate it as an important component of the D2 evaluation metric.


   s 3  =     z 1   z    



(5)







In the evaluation model, z and z1 are two key parameters, representing the theoretical maximum number of logical connectors in the input text and the actual number of logical connectors in the input text, respectively. First, the text is segmented into individual sentences using punctuation marks, thereby determining the total number of sentences. Subsequently, the maximum number of logical connectors in each sentence is determined. Here, the theoretical maximum number of logical connectors in the input text is equal to the total number of sentences. Next, during the analysis process, all logical connectors that appear in the text will be checked. These connectors are sourced from a predefined dictionary of connectors. Through this process, the number of logical connectors within each sentence, z1, can be calculated. If z1 exceeds z, then z1 is set to z, and s3 is assigned a value of 1.



This analysis method can quantitatively assess the frequency and distribution of logical connectives in the text. This assessment is important for understanding the degree of sentence structuring and the logical relationships within the context, while also providing crucial quantitative data for the D2 evaluation score.




3.3. Content Relevance Score D3


In the application of large language models in vertical fields, the importance of content relevance cannot be overlooked. For instance, in the application of large models in the medical field, when processing patient symptom information and providing suggestions, the specificity of the patient’s input text has a significant impact on the output results [21]. Similarly, in specialized models for the legal field, such as Chatlaw, given the complexity of real cases, slight differences in words can lead to drastically different outcomes. Therefore, in professional fields, the precise handling of content-relevant input becomes particularly crucial. Despite the Transformer architecture’s excellent performance in natural language processing, the specificity and relevance of the input content still directly affect its output results [22].



Therefore, the stronger the relevance of content to vertical industries, the richer and more professional the output content of large language models becomes. Based on this premise, this study designed a vertical industry-specific vocabulary comparison algorithm based on the Word2vec model. By integrating genetic algorithms, the issue of irrelevant word vectors was effectively resolved, and ultimately, a score for evaluating the relevance of text content was obtained through vector comparison. The specific process for scoring content relevance is illustrated in Figure 2.



This algorithm not only enhances the model’s understanding of professional terminology but also improves its accuracy and effectiveness in specific field applications.



As shown in Figure 2, after obtaining the input text, it undergoes preprocessing to generate tokenization results, which are then matched against a vectorized lexicon. In the specialized domain vectorized lexicon, if a word is present, its word vector is used. If a word is not present, it is assigned an unrelated vector, xe. The vector xe is obtained through a genetic algorithm screening of the vectorized lexicon. Finally, the vectors of all words are summed to obtain the input text vector Xinout. Then, it is compared with all words in the vectorized lexicon using cosine similarity to obtain the final content relevance score, D3.



The calculation of D3 primarily involves three main modules: the vectorized lexicon module, the unrelated word vector screening module, and the D3 calculation module. These will be detailed in Section 3.3.1, Section 3.3.2 and Section 3.3.3, respectively.



3.3.1. Vectorized Lexicon Module


Word2vec is a word embedding model used for obtaining word vectors. It can vectorize words in text, with the word vectors containing semantic information between words and their context. This allows for a good measure of the relationships between words and provides a basis for understanding their meanings [23].



Word2vec includes two architectures: Continuous Bag of Words (CBOW) and Skip-gram. In the CBOW model, the central word is predicted based on the words surrounding it, up to c words before and after. Based on this, each word serves as a central word to adjust the word vectors, as illustrated in Figure 3. Conversely, the Skip-gram model predicts the surrounding words, up to c words before and after, based on the central word, as shown in Figure 4.



In this module, due to the high number of specialized vocabulary terms contained in the vectorized lexicon designed for the vertical domain, the Skip-gram model is used as the training model to train the lexicon.



Based on a general Chinese cybersecurity textbook and 75 related papers in the field of cybersecurity, a cybersecurity knowledge base was compiled. A Word2vec word vector model with a vector dimension of 200 was trained, serving as the vectorized lexicon for the cybersecurity domain.




3.3.2. Unrelated Vector Screening Module


Genetic algorithms [24] are optimization methods derived from biological evolution theory, simulating natural selection and genetic mechanisms to search and optimize the solution space of problems. The core idea of this algorithm is to establish a population composed of a series of individuals, each representing a potential solution to the problem. Through multiple generations of iteration, experiencing genetic operations such as selection, crossover, and mutation, the population continuously improves, thereby gradually approaching the optimal solution to the problem.



In this study, genetic algorithms are applied to optimize the vector representation of text analysis. Specifically, the operation begins by randomly generating 200 vectors of 200 dimensions each, forming the initial population. These vectors represent potential solutions used to filter out the vectors most suitable for representing irrelevant word vectors (xe). We define an adaptive function F(v) to assess the fitness of each vector relative to the problem. Through multiple iterations, this function guides the evolution of the population, thereby filtering out the optimal vector representation for the subsequent evaluations of text content relevance.



The application of this method has improved the accuracy and efficiency of our algorithm, ensuring the relevance and professionalism of model outputs within specific fields.


  F ( v ) =     1  | V |      ∑   v i  ∈ V    S i m i l a r i t y ( v ,  v i  )      



(6)






  S i m i l a r i t y ( a , b ) = cos ( θ ) =    a ⋅ b   ‖ a ‖ ‖ b ‖     



(7)






  | V | = n  



(8)







In this paper, each individual in the initially generated random population is first compared with all word vectors in the vectorized vocabulary V, and the fitness score of each individual in the population is calculated using the adaptive function F(v). Subsequently, these scores are sorted, and the top 80 individuals with the highest adaptive scores are selected as the parents for the next generation of the population.



By combining the 100-dimensional features from both parents, new individuals in the population are generated. This process produces a total of 120 new individuals, who, together with the original parent individuals, form a new population. To increase the diversity of vectors and enhance the likelihood of high-quality target vectors emerging, a 5-dimensional genetic mutation is introduced into the offspring population.



In the implementation of the genetic algorithm, the convergence speed of the algorithm needs to be considered. The number of generations required varies for vectorized vocabularies of different scales and dimensions. In this study, based on practical requirements, 50 generations were chosen as the iteration number for the genetic algorithm, which has been proven to yield relatively good target vector individuals, meeting the needs of the research outcomes.



Through this method, the performance of the algorithm can be effectively improved, ensuring that the generated vectors accurately reflect the relevance of the text content, thereby enhancing the effectiveness of large language models in vertical field applications.




3.3.3. D3 Calculation Module


Subsequently, the results of the segmentation are matched with the vocabulary in the professional lexicon, counting the number of successfully matched words (denoted as M1) and extracting their corresponding vector representations (marked as Equation (9)). At the same time, the number of words not matched is recorded (denoted as M2).



Next, as previously mentioned, the genetic algorithm is applied to generate the initial population for the lexicon α. The goal is to filter out a specific vector, referred to as the irrelevant vector xe, whose absolute cosine similarity with every vector in the lexicon is as small as possible.



The vectors of unmatched words will be replaced by xe. Subsequently, all obtained word vectors are normalized and summed up to obtain the final input text vector Xinput. The final step involves calculating the cosine similarity between XInput and each vector in the lexicon α, and then taking the arithmetic mean of these similarity values to obtain the content relevance score D3. The specific calculation formula is shown in Equation (11).



Through this process, we can quantitatively assess the content relevance of the input text, thereby improving the accuracy and effectiveness of large language models in specific field applications.


   x i  , i = 1 , 2 , 3 ⋯  M 1   



(9)






   X  i n p u t   =   ∑ i   M 1      x i    +  M 2   x e   



(10)






   D 3  =   1 n     ∑  i = 1  n      X  i n p u t   ·  x i    ∥  X  i n p u t   ∥ ∥  x i  ∥      



(11)










4. Experimental Results


In this study, the most advanced Transformer large language model to date, ChatGPT-4, was selected as the primary experimental testing tool. The aim is to evaluate the correlation and effectiveness between the proposed evaluation criteria and the quality of generation.



To conduct this experiment, we generated 326 input question texts in the field of cybersecurity based on common cybersecurity issues. These texts were used to verify the effectiveness of the D1, D2, and D3 metrics, as well as the final score S. The specific problem classifications are shown in Table 1. The problems are mainly divided into five major categories: information protection, network defense, application security, user education, and physical security. Corresponding input question texts were generated based on common issues in each domain.



4.1. Evaluation Index V-L


This experiment designed a generation evaluation metric, V-L (Vertical-Length), to more intuitively demonstrate the quality of generation by large language models (LLMs) in vertical fields. For the quality evaluation of generated results for questions in vertical fields, two elements were selected to constitute the details of the V-L metric: the content relevance score of the generated result, Doutput, and the score for the length of the generated content, DL. The specific formula for DL is as follows (Equation (12)), where LMax is the maximum content length among all answers and L is the content length of each answer. After obtaining Doutput and DL, they are combined to form the evaluation score for the V-L metric, SV-L, with the specific formula as follows (Equation (13)).


   D L  =   L   L  M a x       



(12)






   S  V - L   =   1 2   (  D  o u t p u t   +  D L  )  



(13)








4.2. Result Analysis


When designing algorithms, prompts are a crucial metric, especially in the application of large language models in vertical domains. Prompts directly affect the generated results. For the same input text, there may be multiple identical prompts as well as multiple different prompts. However, since this algorithm is used in a vertical domain where prompts are relatively fixed, the scenario of multiple different prompts is not considered. Therefore, experiments were conducted to address the situation where multiple identical prompts exist for the same problem.



The experiment randomly selected five different problems and, while keeping the problems unchanged, added n identical prompts to each problem (n = 1, n = 2, n = 3). Since the quality of answers generated by the large language model can fluctuate even for the same input text, each input text was tested three times. The values of L and Doutput were averaged before calculating SV-L to eliminate the variability in generation quality. The experimental results are shown in Figure 5 below.



The experiment demonstrates that when the number of prompts is 1, the overall generation quality is better than when the number of prompts is greater than 1. Moreover, as the number of prompts n increases, the generation quality deteriorates. Therefore, when designing the prompt scoring system, it is preferable to consider only the case where the number of prompts is 1.



In this study, for each problem, univariate adjustments were made to the variables D1, D2, and D3 to pose questions to ChatGPT.



D1 Effectiveness Validation Experiment: For the same problem, questions were posed to ChatGPT both with and without added prompts. Each state was tested three times. The values of L and Doutput obtained were averaged, and then SV-L was calculated to validate the effectiveness of D1. The scores from the 326 comparison groups were averaged separately to obtain the mean scores for D1 = 1 and D1 = 0. These results are recorded in Figure 6 below.



D2 Effectiveness Validation Experiment: Under the condition of D1 = 0, each problem was rewritten by adding logical connectors, increasing sentence length, and incorporating more cybersecurity domain vocabulary. Ensuring that the D3 scores remain essentially the same, the D2 scores were increased, and questions were posed to ChatGPT. Both the original and modified input texts were tested three times each, and the average values of L and Doutput were calculated to determine SV-L. The scores from the 326 comparison groups were averaged, and the average D2 scores were also calculated. These results are recorded in Figure 6 below.



D3 Effectiveness Validation Experiment: Under the condition of D1 = 0, each problem was rewritten by changing colloquial descriptions to professional expressions and replacing replaceable words with cybersecurity-related vocabulary. Ensuring that the D2 score error remains minimal, the D3 scores were increased, and questions were posed to ChatGPT. Both the original and modified input texts were tested three times each, and the average values of L and Doutput were calculated to determine SV-L. The scores from the 326 comparison groups were averaged, and the average D3 scores were also calculated. These results are recorded in Figure 6 below.



Detailed data are shown in Figure 6. The results show that as the scores of D1, D2, and D3 increase, the SV-L score exhibits a growing trend. This finding indicates that as the scores of these variables improve, the quality of the generated answers correspondingly enhances.



Based on the aforementioned experimental framework, tests were conducted to examine the impact of the evaluation score S from low to high on the effectiveness of generative AI answers by Transformer large models. The experimental results indicate that as the S score increases, the answers generated by the large model become progressively more detailed and professional. This finding confirms the effectiveness of the evaluation score S in guiding and predicting the output quality of large language models. Questions with higher S scores, due to optimizations in cue words, structuring, and professional content, enable the model to extract and process information more effectively, thereby generating more precise and in-depth answers.



Therefore, these experimental results not only validate the VFS (Vertical Field Score) input evaluation method but also provide valuable insights into how to utilize generative AI large models effectively.



Within this research framework, a series of continuous experiments were conducted on a total of 326 questions. During the experiment, the VFS of each input question was systematically improved, and the corresponding V-L (Vertical Length) scores were recorded. Each score is the average of three independent experiments.



To more intuitively demonstrate the correlation between the quality of input questions and the quality of generated content, this study randomly selected 10 samples from these questions and subsequently plotted a graph illustrating the relationship between input quality and generation quality.



As shown in Figure 7 for the same question, as the VFS increases, there is a significant improvement in the quality of the generated results. This indicates that, although there are certain limitations to improving the input quality for specific questions, the experimental data show a clear trend: a positive correlation exists between higher VFS scores and better quality of generated results. Notably, when the VFS score begins to rise from a lower level, the improvement in generated quality (i.e., V-L score) is relatively rapid. However, as the score further increases, the rate of improvement in generated quality gradually diminishes, indicating a decreasing marginal effect of score improvement on the quality of generation.



As shown in Figure 8, Figure 9 and Figure 10, with the gradual increase in the Vertical Field Score (VFS), it is observed that the quality and length of ChatGPT’s generated responses for the same question exhibit a corresponding upward trend.



In Figure 11, the generated response is displayed when the input question is modified to S = 0.51. Compared to Figure 8, Figure 9 and Figure 10, the input problem in Figure 11 is more complete, featuring clearer descriptions of the details. Each sentence includes a logical connective to articulate the relationships between different sentences. Additionally, there is an enhanced use of specialized vocabulary.



It is evident that, compared to Figure 8, Figure 9 and Figure 10, ChatGPT’s response in Figure 11 shows a significant improvement in both length and professionalism.



When adjusting the input question, the first step is to eliminate colloquial expressions and provide a clearer description of the question. Next, the logical relationships between sentences are enhanced by adding logical connectors to each sentence, indicating the connections between different sentences. Finally, the actual problem is described in a more specialized manner by replacing general vocabulary with more professional terms whenever possible. It can be observed that increasing the number of prompts enhances both the length and professionalism of the output text, allowing the large language model’s responses to be more focused on relevant vertical domains. Enhancing the logical coherence of the input text also makes the generated results more specific and significantly increases the length of the output text. The enhancement of specialized vocabulary makes the responses more professional and targeted, providing more detailed solutions to the problems and potentially offering additional solutions.



Additionally, in practical applications, enhancing the professionalism of the input question greatly tests the user’s level of expertise. Therefore, for non-professional users in vertical domains, replacing general vocabulary with specialized terms can be challenging. In such cases, the use of logical connectors and prompts becomes crucial. However, both the use of prompts and the improvement of the input text’s logical coherence significantly enhance the quality of the final generated results.





5. Conclusions


This study verified through experiments the significant impact of the three set scoring indicators D1, D2, and D3 on the generation effect of the large language model. Experiments have shown that as the scores of these three indicators increase, the quality of the answers generated by the large language model improves accordingly. A particularly exciting finding is that as the comprehensive evaluation score S improves, there is a significant optimization in the generation results. This outcome suggests that the input text quality evaluation criteria designed in this paper are effective for assessing the generation effects of large language models in the field of cybersecurity, and this criterion has the potential to be applied to other vertical fields, such as medicine and law. The key difference in applying it across various fields lies in training the corresponding D3 indicator model for the specialized vocabulary of each field.



The study of input text quality is of significant importance for improving the generative effects of large language models. While the Transformer architecture can comprehensively extract input information, variations in the way questions are posed in professional, vertical fields can lead to significant differences in the effectiveness and depth of generated results. This research, based on the three indicators proposed that affect generation quality, has constructed an input text quality standard S, which effectively evaluates input quality and thereby supports the application of large language models in fields such as cybersecurity, filling a gap in research on the quality of inputs for large language models. Additionally, this paper primarily focuses on the vertical field of cybersecurity, conducting validation experiments based on a cybersecurity knowledge base. In future research, knowledge from other fields will be gradually established to extend the applicability of this algorithm.



Future research directions and focuses will include:




	
Building more structured input models based on the existing foundation.



	
Continuously optimizing the details of the indicators so that the S can more accurately reflect input quality.



	
This will be applied in specialized large language models for specific vertical fields.



	
Building knowledge in other fields to promote the general applicability of this algorithm.



	
Conduct a more detailed analysis of input text research in the field of cybersecurity, including the examination of necessary hardware information and related parameters for specific issues. Additionally, integrate advanced algorithms to enhance the analysis results.
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Figure 1. Text structure scoring flowchart. 
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Figure 2. Content relevance scoring flowchart. 
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Figure 3. CBOW model. 
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Figure 4. Skip-gram model. 
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Figure 5. The effect of the number of prompt words. 
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Figure 6. Validity proof of D1, D2, and D3. 
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Figure 7. Input and output quality relationship. 
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Figure 8. Question (S = 0.19). 
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Figure 9. Question (S = 0.25). 
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Figure 10. Question (S = 0.35). 
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Figure 11. Question (S = 0.51). 
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Table 1. Types of cybersecurity-related questions.
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	Question Type
	Quantity
	Content





	Information protection
	72
	Data tampering, theft, destruction, information leakage, unauthorized access, etc.



	Network defense
	103
	DDoS attacks, firewall vulnerabilities, protocol vulnerabilities, IPS configuration issues, etc.



	Application security
	66
	SQL injection, cross-site scripting (XSS), MFA anomalies, etc.



	User education
	32
	Phishing emails, malicious links, scam messages, etc.



	Physical security
	53
	Server failures, data center protection, computer hardware failures, etc.
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Q:"As an excellent cybersecurity engineer, my server has become very laggy. and I can't even access the
login page. Am I under some kind of attack?”
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A: "As a cybersecurity engineer, I can help you analyze the potential reasons why your server is

lagging or the login page is inaccessible. This issue could be caused by various factors, including but
not limited to network attacks. Here are some possible reasons and corresponding diagnostic
suggestions:1.DDoS Attack (Distributed Denial of Service): This is a common type of network attack
where attackers use multiple computers to send a large number of requests, causing the server to
overload. You can check the server's traffic logs to see if there is an abnormal increase in
traffic.2.Insufficient Server Resources: It might be that the server's CPU, memory, or disk space is
insufficient. Check the server's resource usage to see if any resources are being overused.3.Network
Issues: There could be problems with the network connection, such as insufficient bandwidth or
hardware failures. Check the network connection and related hardware devices.4.Software Failures:
Software running on the server might malfunction, such as database crashes or web service anomalies.
Review the software logs on the server to find possible error messages.5.Malware or Virus: The server
might be infected with malware or viruses. Conduct a virus scan to check for malicious software
activity.6.Configuration Issues: Improper configuration of the server could also lead to performance
issues. Review the server's configuration settings. When conducting these checks, ensure that you have
sufficient permissions and proceed with caution to avoid causing further issues. If you are unsure how
to proceed, it is best to seek help from a professional cybersecurity expert. Additionally, it is advised to
egularly back up important data to prevent data loss."
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Q:" As an excellent cybersecurity engineer, My server is currently experiencing significant lag, and both the login page and the target address are
inaccessible. Could this issue be due to a network attack?"
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A: “Yes, your server is experiencing significant lag and the login page is inaccessible, likely due to a network attack. Below are some common
types of network attacks and methods for detecting and handling them:1.Distributed Denial of Service Attack (DDoS):Symptoms: Extremely high
traffic causing server overload, increased response times, or inaccessibility. Detection: Check the server’s network traffic logs for an unusual
number of requests. Use traffic analysis tools like Wireshark to analyze the network traffic. Handling: Configure firewall rules to limit traffic, use
DDoS protection services such as Cloudflare or AWS Shield. and set up load balancers to distribute the traffic.
2.Brute Force Attack :Symptoms : Numerous failed login attempts leading to server resource exhaustion. Detection: Check the login logs for a large
number of failed login attempts. Handling : Enable Multi-Factor Authentication (MFA). set up account lockout policies, and use an Intrusion
Detection System (IDS) to block malicious IP addresses.3.Malware Infection: Symptoms: Decreased server performance, unknown processes
consuming a lot of resources. Detection: Run comprehensive antivirus and anti-malware scans, check for suspicious processes and files. Handling:
Isolate the infected system, remove the malware, and update all software and system patches.4.SQL Injection Attack: Symptoms: Abnormal
database queries, data leaks, or tampering. Detection: Check web server and database logs for unusual SQL queries. Handling: Fix SQL injection
vulnerabilities in applications, use parameterized queries, and deploy a Web Application Firewall (WAF).5.Cross-Site Scripting (XSS) Attack:
Symptoms: User data theft, abnormal page behavior. Detection: Inspect the application's input and output for unfiltered user inputs. Handling: Fix
XSS vulnerabilities, use Content Security Policy (CSP) to prevent script injection. Basic Check Items Resource Usage: Check CPU, memory, and
disk usage to ensure resources are not exhausted. Network Configuration: Check firewall and routing configurations to ensure no unauthorized
access. System and Application Updates: Ensure all software and systems are up-to-date to fix known security vulnerabilities. Inmediate Actions:
Isolate Problematic Server: Temporarily remove the affected server from the network to prevent further attacks. Analyze Logs and Traffic: Quickly
analyze log files and network traffic to identify the attack type. Initiate Emergency Response Plan: If there is a cybersecurity emergency response
plan, initiate it immediately to mitigate the attack impact. Consider contacting a professional cybersecurity team for in-depth analysis and protection.

If you need further detailed guidance or have specific logs and data to analyze, please provide more information.”
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A: " Asacybersecurity engineer, | an help you analyze this sivation. Your srver becoming shugeish
‘and the inability 10 accessthe login page could indeed be ndicatos of a network atack, but it could
also e due to other techical reasons. Here are some potental stuaions an corespanding methods of
nvestigaton:1. Distributed Deaial of Srvice Atack (DDoS): This s common type of network atack.
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A "When your server becomes very slow, and even th Iogi page camot be accessed normaly,this
could be due 10 a variety of reasons. Here re some possible causes and corresponding diagnostic
‘methods: 1 Network atacks: Such s Distrbuted Denial of Srvice (DDoS) o ol forms of network.
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Q:*"My server has become very laggy. and I can't even access the login page. Is it under some kind of
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A: "When your server becomes very slow, and even the login page cannot be accessed normally. this

could be due to a variety of reasons. Here are some possible causes and corresponding diagnostic
methods: 1. Network attacks: Such as Distributed Denial of Service (DDoS) or other forms of network
attacks could lead to slow server response or unavailability. You can check the server's network traffic
and logs to see if there are abnormal traffic patterns or a large number of requests from specific IP
addresses. 2. Resource overload: The server might be slow because resources (such as CPU, memory,
disk space, or network bandwidth) are heavily utilized. Check the resource usage to determine if there is
excessive use. 3. Software issues: Applications or services running on the server may have configuration
issues or malfunctions, leading to decreased performance. Check the status and logs of applications and
services on the server. 4. Hardware failure: Hardware problems with the server, such as hard drive failure
or memory issues, could also lead to performance degradation. Conduct hardware diagnostics to rule out
this possibility. 5. Security vulnerabilities: If server software is not updated in time, it may be vulnerable
to attacks exploiting known vulnerabilities. Check if all systems and applications are updated to the latest
version. For non-professionals, dealing with these issues can be quite complex. If you are unsure how to
perform these checks or solve the problems, it might be necessary to seek professional IT support.
Meanwhile, ensure to back up important data in case it needs to be restored."
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login attempts, ©and the number of successful or failed logins significantly
increased, @especially from unfamiliar IP addresses or geographic locations.
&What issue might I be encountering?”
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Q:"As an excellent cybersecurity engineer, my server has become sluggish and I can't access the login
page. Could this be a sign that it's under attack?”
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A: " As acybersecurity engineer, I can help you analyze this situation. Your server becoming sluggish
and the inability to access the login page could indeed be indicators of a network attack, but it could
also be due to other technical reasons. Here are some potential situations and corresponding methods of
investigation:1.Distributed Denial of Service Attack (DDoS): This is a common type of network attack.
Attackers use a massive number of systems to launch a flood of network requests, causing the server to
be unable to process legitimate requests. You can check the network traffic logs to see if there's an
abnormal increase in traffic.2.Resource Exhaustion: The server's CPU, memory, or disk space might
have reached or be nearing its capacity limit. Check the server resource usage to see if there are signs of
overuse.3.Network Issues: It could be due to network connection problems, such as insufficient
bandwidth or network hardware failure. Inspect the server's network connections and related hardware
devices.4.Software Problems: There could be a malfunction in the software on the server, such as
database service crashes or web server software failures. Check the logs for these pieces of software for
possible error messages.S.Malware or Virus Infection: The server might be infected with malware or a
virus. Run a virus scan to check for malicious software or virus activity.6.Configuration Errors: Errors
in the server configuration could also lead to performance issues or service interruptions. Review the
server's configuration settings to ensure everything is set up correctly.Recommended Steps:1.Immediate
Backup: First, ensure all important data is backed up to prevent loss or damage.2.Check Log Files:
Server logs are often the first place to look for issues. Check web server logs, database logs. and logs
for other services.3.Resource Monitoring: Use system monitoring tools to observe the usage of CPU,
memory, disk, and network.4. Analyze Network Traffic: Look for abnormal network traffic, which
could indicate a DDoS attack.5.Security Scanning: Use security scanning tools to check if the system
has been infected with malware or viruses.If you are unsure about how to conduct these checks, or if
the situation is complex. it's advisable to seek assistance from a professional cybersecurity expert for a
detailed diagnosis and remedy. Also, ensure regular updates and patching to minimize the risk of
security vulnerabilities."
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