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Abstract: For several years, a growing interest among numerous researchers and investors in pre-
dicting stock price movements has spurred extensive exploration into employing advanced deep
learning models. These models aim to develop systems capable of comprehending the stock market’s
complex nature. Despite the immense challenge posed by the diverse factors influencing stock price
forecasting, there remains a notable lack of research focused on identifying the essential feature set
for accurate predictions. In this study, we propose a Dynamic Feature Selection System (DFSS) to
predict stock prices across the 10 major industries, as classified by the FnGuide Industry Classification
Standard (FICS) in South Korea. We apply 16 feature selection algorithms from filter, wrapper, em-
bedded, and ensemble categories. Subsequently, we adjust the settings of industry-specific index data
to evaluate the model’s performance and robustness over time. Our comprehensive results identify
the optimal feature sets that significantly impact stock prices within each sector at specific points
in time. By analyzing the inclusion ratios and significance of the optimal feature set by category,
we gain insights into the proportion of feature classes and their importance. This analysis ensures
the interpretability and reliability of our model. The proposed methodology complements existing
methods that do not consider changes in the types of variables significantly affecting stock prices
over time by dynamically adjusting the input variables used for learning. The primary goal of this
study is to enhance active investment strategies by facilitating the creation of diversified portfolios
for individual stocks across various sectors, offering robust models and feature sets that consistently
demonstrate high performance across industries over time.

Keywords: feature selection; Korean industry sectors; dynamic; stock prediction; optimal feature set

1. Introduction

The recent financial market has evolved into a more complex and interconnected
structure, driven by rapid advancements in technology and digitalization [1]. These
technological advancements, along with the swift circulation of information, underscore
the dynamic nature of the market, thereby presenting new challenges and opportunities
for investors and market analysts [2]. However, the prediction of stock prices remains a
challenging issue, attributed to the market’s volatility, non-linearity, and non-stationarity,
as well as the influence of various external factors [3]. In response, the field of stock price
prediction is increasingly shifting towards improving performance through the application
of various machine learning and deep learning algorithms, with the aim of enhancing
prediction accuracy and computational efficiency [4–7]. These research endeavors are

Appl. Sci. 2024, 14, 7314. https://doi.org/10.3390/app14167314 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14167314
https://doi.org/10.3390/app14167314
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-9828-2178
https://orcid.org/0000-0003-4674-5430
https://orcid.org/0000-0001-7974-8027
https://doi.org/10.3390/app14167314
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14167314?type=check_update&version=1


Appl. Sci. 2024, 14, 7314 2 of 20

focused on enhancing the predictability of financial markets and providing more accurate
decision-making tools for investors.

There is a notable scarcity of research focused on identifying effective combinations
of factors influencing stock prices. The dynamics of the stock market are affected by
various elements, including the market value of stocks, company performance, government
policies, a country’s gross domestic product (GDP), inflation rates, and unexpected events
such as natural disasters [8]. Additionally, factors like short-term price trends, economic
conditions, corporate solvency, and profitability, and the impact of behavioral psychology
are acknowledged as significant [5]. Current research is exploring these complex factors
through the development of various technical indicators and advancements in computer
science. However, the pursuit of effective feature sets for stock price prediction continues
to be a formidable challenge [9–12].

In the realm of machine learning and deep learning algorithms, feature selection is a
critical step for avoiding overfitting and mitigating the curse of dimensionality. This process
is essential for identifying key feature sets that significantly influence the prediction of the
target feature. Active exploration of this process is ongoing in various AI fields [13,14]. Its
significance is especially pronounced in the stock market due to its dynamic nature and the
unique characteristics of each sector. Employing dynamic methods, rather than a static ap-
proach, becomes imperative for feature selection, aligning with the continuously evolving
conditions and sector-specific characteristics of the stock market. Identifying the appropri-
ate combination of features for each situation is crucial. Thus, prioritizing effective feature
management in stock price prediction emerges as a significant and necessary challenge,
one that should be addressed before focusing on enhancements in algorithm complexity.

We propose a Dynamic Feature Selection System (DFSS) specifically designed to pre-
dict stock prices across the 10 major industries within South Korea’s FICS sectors. This
system utilizes 16 distinct feature selection algorithms that encompass filter, wrapper, em-
bedded, and ensemble methodologies. It conducts in-depth analyses of sector-specific index
data to thoroughly understand each sector’s unique characteristics. The DFSS continually
evaluates and adapts to the ever-changing market conditions, assessing the performance
and stability of predictive models for each industry over time. This iterative process en-
ables the identification of the most effective combination of features and algorithms that
significantly impact stock prices at any given moment. By providing a versatile analysis
model that dynamically responds to market fluctuations, the DFSS substantially improves
the adaptability and effectiveness of investment strategies. Ultimately, the DFSS offers
investors and analysts critical insights, facilitating more informed and astute investment
decisions in a dynamic market environment.

The structure of this paper is as follows: Section 1 describes the background of stock
price prediction and the contributions of this study. Section 2 discusses previous research,
while Section 3 explains the methodologies used in this study. Section 4 details the research
procedures, and Section 5 presents the experimental results. Finally, Section 6 concludes
the study and suggests directions for future research.

2. Literature Review
2.1. Stock Price Prediction

Diverse methodologies have been explored over time for stock price prediction. With
advancements in machine learning and deep learning models, there has been a signifi-
cant increase in research employing these artificial intelligence approaches for forecasting
stock prices.

Han (2021) investigated a method to enhance the performance of stock price predic-
tion models by integrating LSTM deep learning models with various indicators, such as
technical, macroeconomic, and market sentiment factors [15]. Through experimenting
with 290 combinations, the study demonstrated that selecting the appropriate combination
for each industry could improve the model’s predictive capability. Sayavong et al. (2019)
combined CNN with the characteristics of the Thai stock market for data preprocessing



Appl. Sci. 2024, 14, 7314 3 of 20

and model training [16]. This approach yielded predictions for three stocks listed on the
Thai stock exchange (BBL, CAPLL, PTT), and reported high accuracy in comparison to
actual stock price data. Park and Shin (2013) proposed a semi-supervised learning (SSL)
model designed to capture the complex interrelationships between features, using network
structures to address the interconnectedness and complexity of factors necessary for stock
prediction [17]. This model exhibited superior AUC and ROI results compared to other
predictive models. Fang et al. (2023) tackled the limitations of traditional models in cap-
turing rapid changes in stock price data by introducing an adaptive cross-entropy loss
function [18]. This function assigns greater weights to samples with significant stock price
volatility. Applying this method, they developed an LSTM-BN network and conducted pre-
dictions on the S&P500, CSI300, and SSE180 indices, ultimately showing that their model
outperformed existing models in terms of returns. These studies exemplify the use of
diverse techniques combined for predicting stock prices. Nam and Seong (2019) classified
Korean stocks using the Global Industry Classification Standard (GICS) and integrated
causal relationship information from financial news to predict stock movements [19].

2.2. Feature Selection

The increasing scale and diversity of datasets have elevated the importance of feature
selection, leading to a heightened emphasis in this area. As a result, numerous studies are
being conducted to address its significance. Effrosynidis and Arampatzis (2021) carried out
research using eight environmental datasets, encompassing approximately 6830 features
and 18 feature selection techniques, employing filter, wrapper, embedded, and ensemble
methodologies [20]. They identified the optimal method and feature sets by evaluating the
average accuracy ranking and variance of each technique. Cateni et al. (2014) developed
a hybrid algorithm that combines filter-wrapper techniques to improve performance in
classification problems and executed feature selection [21]. Classifiers trained with datasets
reduced by this hybrid model exhibited high balanced classification rate (BCR) performance
during testing. Fernandes et al. (2019) analyzed various datasets from a metallurgy com-
pany, conducting a study that integrated the remote memory reference (RMR) algorithm—a
filter technique—with a rule-based model [22]. This approach resulted in reducing the
feature space from the initial 47 datasets to the most significant 32 datasets. Benkessirat
and Benblidia (2019) performed feature selection on diverse real-world datasets using filter,
wrapper, and embedded methods [23]. They then conducted a comparative analysis of the
most effective feature selection methods for each sector, using metrics such as accuracy
and F1_score. Meera and Sundar (2021) researched using feature selection to decrease
the processing load of the model and mine data streams in real time [24]. They proposed
a wrapper-based particle swarm optimization (PSO), grammatical evolution (GE), and a
hybrid PSO-GE model. The hybrid PSO-GE model demonstrated an 8.63% higher accuracy
in feature selection compared to other models. Lastly, Khaire, and Dhanalakshmi (2022)
provided an overview of feature selection techniques and instability of algorithms, offering
solutions for various causes of instability [25].

2.3. Feature Selection for Stock Price Prediction

Feature selection in stock price prediction has been crucial in unraveling the complex
attributes and interconnections within financial market data. Initially, research in this do-
main primarily utilized basic statistical methods and straightforward economic indicators
to forecast market trends and stock price fluctuations.

Advancing this research, Tsai and Hsiao (2010) developed a methodology that in-
tegrates various feature selection techniques, including Principal Component Analysis
(PCA), Genetic Algorithm (GA), and Classification and Regression Trees (CARTs) [26]. This
approach aimed to identify key features to enhance the accuracy of stock price predictions.
They found that the combined application of PCA and GA, as well as the integration of
PCA, GA, and CARTs, were particularly effective. This method distilled approximately
80% of the initial 85 features, identifying 14–17 critical features. Ni et al. (2011) adopted
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the fractal feature selection method in conjunction with a Support Vector Machine (SVM)
for daily stock price trend forecasting, demonstrating superior average prediction accu-
racy with a smaller subset of features [27]. Naik and Mohan (2019) utilized 33 technical
indicators along with the Boruta feature selection technique for forecasting stock prices,
reducing the error rate to 12% through an ANN regression model [13]. Yuan et al. (2020)
analyzed Chinese A-share market data using various feature selection algorithms and ma-
chine learning models, including time-sliding window cross-validation [28]. Their findings
underscored the effectiveness of the Random Forest algorithm in predicting stock price
trends. Chaudhari and Thakkar (2023) introduced a novel stock price trend prediction
methodology using feature selection based on the coefficient of variation and various
neural network models, showing substantial improvements in performance compared to
traditional feature selection techniques [29].

Previous research has indicated a significant gap in the context of the Korean market,
often focusing either on broad market indices or individual stock predictions, with a
limited range of feature selection methods and types. Korean industry-specific prediction
research also focuses on improving stock prediction performance. To overcome these
limitations, this study aims to explore a spectrum of feature selection techniques, seeking
to identify the most effective feature sets for predicting stock prices within key domestic
industry classifications.

3. Methodology

In this study, we employed four distinct feature selection techniques—filter, wrapper,
embedded, and ensemble—to derive the optimal feature set, utilizing a total of 16 algo-
rithms. The selected methodologies were chosen based on the study by Effrosynidis and
Arampatzis (2021), focusing on commonly used approaches. Within the filter category,
we applied the Chi-square test, mutual information, ANOVA F-value, variance threshold,
Fisher score, and MultiSURF algorithms [20]. For the wrapper techniques, we used recur-
sive feature elimination, permutation importance, SHAP, Boruta, and BorutaSHAP. The
embedded category involved the use of algorithms such as embedded random forest, em-
bedded LightGBM, and embedded LASSO. Finally, in the ensemble category, we employed
borda count and reciprocal rank algorithms. Detailed descriptions of each technique and
algorithm are provided in the subsequent subsections.

3.1. Filter Method

The filter technique, as described by Colla and Reyneri (2009), is a feature selection
method based on the statistical characteristics of data that involves filtering out insignificant
features [30]. The primary advantage of the filter method is its high-speed operation,
although it tends to demonstrate lower effectiveness in terms of performance impact
compared to other techniques. In this paper, we conducted experiments applying the
Chi-square test, mutual information, ANOVA F-value, variance threshold, Fisher score,
and MultiSURF algorithms to the filter technique.

Chi-square Test. This method, as detailed by Magnello (2005), identifies relationships
between categorical variables through the difference between observed frequencies and
expected values [31]. Features are ranked based on statistical significance tests, with
selection favoring those dependent on the class label [32].

Mutual Information. As Kraskov and Grassberger (2004) explain, this methodology
measures the mutual dependence between two probability features [33]. Greater mutual
dependence suggests that selecting one feature provides significant information about
another, highlighting the importance of the selected feature [34].

ANOVA F-value. One statistical method for evaluating differences between data
groups is ANOVA, which, according to Rutherford (2011), assesses the significance of differ-
ences by analyzing the variance levels within groups [35]. This approach measures feature
similarity and identifies significant features, thereby reducing the high dimensionality of
the feature space [36].
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Variance Threshold. This feature selection technique, described by Fida and Ntahobari
(2021), eliminates characteristics that do not meet a certain feature percentile, thereby
focusing on more significant features [37].

Fisher Score. This method, as Duda (2001) outlines, identifies the optimal feature set
that maximizes the distance between data points of different classes and minimizes the
distance within the same class in the data space generated by the selected feature [38,39].

MultiSURF. Based on the Relief algorithm, this methodology, as presented by Raj and
Mohanasundaram (2020), generates a threshold defining the average pairwise distance
between the target instance and all other instances [40]. Implementing this threshold aids
in selecting features across all instance pairs in the dataset, increasing the probability of
choosing optimal features.

3.2. Wrapper Method

The wrapper method is an approach that aims to find the optimal feature subset, tailored
to a specific algorithm and domain. However, its dependency on multiple iterations of
machine learning algorithms results in considerable time and cost implications, which is a
notable drawback. Additionally, this method introduces complexities in implementation [41].

Recursive Feature Elimination. As described by Gregorutti (2017), this method in-
volves training the model repeatedly and removing the least important features at each
step, ultimately retaining only the essential features [42].

Permutation Importance. Introduced by Breiman (2001), this measure theoretically
elucidates the impact of correlation on feature rankings [43].

SHAP. Proposed by Lundberg and Lee (2017), this technique expands usability by
allowing feature inclusion based on the independence between features, founded on the
SHAP theory [44]. The SHAP framework objectively distributes benefits by considering
each feature’s marginal contribution.

Boruta. As detailed by Kursa and Rudnicki (2010), the Boruta algorithm is a wrapper
feature selection method utilizing random forest [45]. It evaluates candidate features
alongside shadow features to determine all significant features related to the outcome.

BorutaSHAP. Building on the Boruta algorithm, BorutaSHAP, as described by Keany
(2020), uses randomly shuffled shadow features. It improves upon Boruta by integrating
Shapley values and an optimized Shap TreeExplainer, tailored specifically for tree-based
models [46].

3.3. Embedded Method

The embedded method represents a hybrid approach that amalgamates the benefits
of both filter and wrapper techniques. It learns directly from each feature, identifying
and selecting those that significantly enhance the model’s accuracy. This method refines
the training process by selectively incorporating features with non-zero coefficients, thus
efficiently training the model while concurrently reducing its complexity [47,48].

Embedded Random Forest. Utilizing the Random Forest algorithm, this method
assesses the significance of features and conducts feature selection based on these assess-
ments [49].

Embedded LightGBM. By exploiting LightGBM’s streamlined architecture and rapid
learning capabilities, this method involves training the model and determining the importance
of each feature. In this process, it methodically discards features of low significance, thus
selectively retaining only those crucial for substantial contributions to the model’s efficacy.

Embedded LASSO. This technique employs an absolute value-based penalty within
the regularization term of a regression model. This effectively minimizes the model’s
complexity and mitigates the risk of overfitting [50].
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3.4. Ensemble Method

The ensemble technique employed in this study is based on a voting system that
incorporates the Borda count and reciprocal rank methods [20]. This paper integrates the
feature sets derived from all feature selection algorithms into rankings or ordinal orders.

Borda Count. As a preference-based voting method, the Borda count allocates scores
to each candidate according to their rank order, ultimately selecting the candidate with
the highest aggregate score [51]. Essentially, the more significant a feature is, the higher its
ranking score will be.

The formula of Borda count is as follows:

r( f ) = ∑N
j=1 rj( f ) (1)

In this formula, N represents the number of techniques of feature selection, and rj( f )
denotes the rank of the feature obtained from the jth technique.

Reciprocal Rank. Reciprocal rank is a metric information retrieval method (Craswell,
2009) and is utilized to calculate the final rank r( f ) for feature f [52]. This metric is
equivalent to the harmonic mean rank and is also known as inverse rank position (IRP) [20].
The reciprocal rank is computed as follows, with the symbols having the same meanings as
those in the Borda count formula.

r( f ) =
1

∑N
j=1

1
rj( f )

(2)

4. Empirical Study

We conducted an empirical study to ascertain whether our proposed Dynamic Fea-
ture Selection System (DFSS) yields feature selection algorithms that exhibit optimal per-
formance and stability across different sectors. The comprehensive process of DFSS is
illustrated in Figure 1 below.
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DFSS initiates by identifying the specific sector for which feature selection is to be
conducted, followed by the collection of relevant data for that sector. Subsequently, the col-
lected data undergo a performance evaluation using a range of feature selection algorithms
to determine the most effective combination. Ultimately, based on the outcomes of this
performance evaluation, rankings are assigned to discern the optimal feature combination.

4.1. Data Preprocessing

DFSS facilitates the collection and preprocessing of crucial data for the chosen sector,
enabling their integration into the prediction models. The experiments were executed across
ten sectors, adhering to the FnGuide industry classification standard (FICS). The sectors se-
lected encompass energy, materials, industrials, consumer discretionary, consumer staples,
healthcare, financials, information technology (IT), communication services, and utilities.
Data collection was tailored to amass features that provided comprehensive information,
thereby allowing the prediction model to forecast the direction of the index accurately.

For each sector, data encompassing six primary classes—price indicators, technical
indicators, economic indicators, financial indicators, fundamental indicators, and market
sentiment indicators—were meticulously gathered, incorporating a total of 67 features.
A detailed list of these variables is presented in Table 1. The news sentiment index was
computed using the Koelectra-base-finetuned model, which quantifies news data for the
respective sector on a scale from 0 to 1.

Table 1. Features collected in DFSS.

Type Feature

Technical
Indicators

Moving Average Convergence Divergence (MACD), On-Balance Volume (OBV), Commodity
Channel Index (CCI), Relative Strength Index (RSI), Stochastic Oscillator D%/K%, Stochastic

Oscillator, Disparity Index, Moving Average (5,20,60,120), Bollinger Band (h, l), Average Directional
Index (ADX), Accumulation Distribution Index (ADI), Force Index (FI), Money Flow Index (MI),

True Strength Index (TSI), Market Facilitation Index (MFI), Williams %R Awesome Oscillator, Rate
of Change (ROC)

Economic
Indicators

Exchange Rate (KRW-USD), Exchange Rate (KRW-EUR), Exchange Rate (KRW-JPY), Exchange Rate
(KRW-CNY), International Gold Price Monthly, Economic Sentiment Index Monthly, Oil Prices
(Crude, Diesel, Gasoline) Monthly, Gross Domestic Product (GDP)_Yearly, Employed Persons

Monthly, Unemployed Persons Monthly, Consumer/Producer Price Index, Import/Export Price
Index, Housing Sales Price Index Monthly

Price
Indicators Volume, Daily OHLC (Open, High, Low, Close), Individual/Institution/Foreigner Quantity

Financial
Indicators

Certificate of Deposit (CD) (3 months), Monetary Stability, Government Bonds, M1 Monthly, M2
Monthly, Lf Monthly, KOSPI Index Monthly

Fundamental
Indicators

Sales per Share (SPS), Operating Profit per Share (OPS), Earnings per Share (EPS), Book Value per
Share (BPS), Price-to-Earnings Ratio (PER), Price-to-Book Ratio (PBR), Return on Assets (ROA),

Return on Equity (ROE Quarterly)

Market
Sentiment
Indicators

Google Trends Search Volume Weekly, News Sentiment Index,
Naver DataLab Company Name Search Index

The proposed DFSS analyzes data from the last three years to determine the optimal
feature combination at each point, considering both accurate performance and stability.
The empirical study utilized data from 1 March 2020 to 31 March 2022.

4.2. Performance Evaluation

Performance evaluation of various combinations of feature selection algorithms was
conducted using preprocessed data. Four types of variable selection algorithms—filter,
wrapper, embedded, and ensemble—were employed, incorporating a comprehensive set of
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16 variable selection algorithms as detailed in Section 3. Their performances were subse-
quently compared for evaluation. To determine the contribution of the proposed algorithm
to the improvement in prediction performance, the benchmark model, No Feature Selection
(NOFS), was utilized. NOFS evaluates prediction performance by extracting non-repeating
features from the entire feature set at random based on the feature selection percentile.

For each algorithm, we varied the “feature selection percentile”, “look-back size”,
and “window size”, measuring the classification performance on the rise or fall of the
sector index during the test period using models trained in the training period. We
compared “feature selection percentiles” at 10%, 20%, 30%, 50%, and 70%. Additionally,
we explored “look-back sizes” of Lag 1, Lag 5, and Lag 10. The “window sizes” for the
train-test period included 3 months–1 month, 6 months–2 months, 12 months–4 months,
and 18 months–6 months. As a result, performance measurements were conducted for a
total of 60 combinations for each of the 16 feature selection algorithms.

The “look-back size” refers to using data from time t to t-n time points to predict
the direction at time t + 1. Lag 1 predicts the direction using data from only the previous
day, lag 5 uses data from one week ago, and lag 10 uses data from two weeks ago. The
“window size” and test period maintained a 3:1 ratio, with window sizes varying from 3 to
18 months for training. A dataset was selected for each “window size”, with 22 datasets
over 3 months, 18 datasets over 6 months, 10 datasets over 12 months, and 2 datasets over
18 months used for evaluation.

Prediction models used for evaluation are Bagging-based Random Forest, Boosting-
based Light GBM (LGBM), commonly used in time series prediction, and LSTM-based
neural networks. To measure the model’s performance, classification metrics such as
accuracy, precision, recall, F1 Score, AUC, and specificity were calculated and averaged.

4.3. Rank Comparison

The evaluation of performance and stability is carried out by examining the average
ranking and standard deviation of the 60 outcomes derived from varying the “feature
selection percentile”, “look-back size”, and “window size” across the 16 feature selection
algorithms. This approach is designed to ascertain the optimal feature selection results.
The results garnered from this process facilitate the identification of the most suitable
feature selection algorithm for the current sector, allowing for an examination of the feature
class percentages within the optimal feature selection combination. Likewise, calculating
the average rank of feature importance aids in assessing the significance of each feature,
thereby augmenting the interpretability and predictive accuracy of the model. The insights
obtained from the Dynamic Feature Selection System (DFSS) enhance the understanding
of effective feature selection algorithms and the relevance of each feature for the specified
sector at the present time. Moreover, by determining which feature class has a greater
prevalence in predictions and comparing the outcomes across various combinations, it
becomes possible to draw stable and reliable conclusions.

5. Experimental Results

In this section, we present the results of the conducted experiments to demonstrate
the utility of the DFSS. Sections 5.1 and 5.2 describe and interpret the outputs achievable
through DFSS, while Section 5.3 demonstrates the dynamic nature of the system.

5.1. Average Results across All Sectors in DFSS

We develop effective feature selection algorithms for the stock market by analyzing the
average results across all sectors. Figure 2 and Table 2 illustrate visual representations and
tabulations of these average outcomes for all sectors using the Dynamic Feature Selection
System (DFSS). These averages are computed from 600 results obtained by varying feature
selection percentiles, look-back sizes, and window sizes for each sector, reflecting the
performance and stability of the algorithms.
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Table 2. Average results in rank mean’s descending order across all sectors in DFSS.

Model Method Rank Mean Rank STD

SHAP Wrapper 7.222 4.3
BorutaSHAP Wrapper 7.453 4.483

RFE Wrapper 7.468 4.407
NOFS Random Selection 7.608 4.678

Embedded Random Forest Embedded 7.628 4.341
Borda Count Ensemble 8.117 4.406

Embedded LightGBM Embedded 8.137 4.591
Mutual Information Filter 8.368 4.913
Variance Threshold Filter 8.687 4.68

Permutation Importance Wrapper 8.768 4.618
ANOVA F-value Filter 8.878 4.654
Reciprocal Rank Ensemble 9.163 4.618

MultiSURF Filter 9.185 4.744
Fisher Score Filter 9.580 4.610

Embedded Lasso Embedded 9.683 4.622
Chi2 Filter 11.058 4.849

Boruta Wrapper 14.650 3.543

The performance comparison of these algorithms was conducted against a benchmark
of random feature sampling (No Feature Selection, NOFS). An algorithm is deemed superior
to NOFS in terms of average performance and stability if its average result is positioned in
the upper right corner relative to the NOFS result. The findings indicate that, on average,
wrapper-based algorithms demonstrate high performance and stability in forecasting stock
prices in domestic sectors. In contrast, filter methods show markedly lower performance
and stability. This can be attributed to their limitation of considering only univariate
correlations, as opposed to multivariate ones. Ensemble and embedded methods exhibit
marginally lower performance. Based on the high performance of the predictive model,
the wrapper model, as known, demonstrated the highest performance. Ultimately, by
balancing both stability and performance, the wrapper-based SHAP algorithm is identified
as the optimal feature selection method.
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5.2. Results for Each Sector in DFSS

The optimal feature selection algorithms and combinations for each sector were de-
termined by analyzing their average results. Additionally, the importance and proportion
of feature classes in each sector were assessed. Table 3 presents a summary of the optimal
outcomes for each sector, reflecting the average results from 60 experimental configurations
per sector. Consistent with the overall results, the wrapper method exhibits the best per-
formance in four out of ten sectors. Intriguingly, despite its generally lower performance,
the filter method proves effective in three out of ten sectors. It is noteworthy that no sector
demonstrated optimal results with the ensemble method, possibly due to the influence
of outliers within the algorithm’s impact. In the majority of sectors, price and market
sentiment indicators are commonly included, with market sentiment often emerging as the
most significant. This indicates that, typically, price is a secondary feature, while market
sentiment plays a primary role (considering price’s high inclusion rate but relatively lower
significance). Most sectors exhibit an optimal set of features. However, in the sectors of
communication services and utilities, a random selection approach yielded the best results.
This could be ascribed to both sectors being highly regulated and less affected by economic
fluctuations, as they provide essential services. Such characteristics impact the profitability
and operations of companies within these sectors.

Table 3. Results of the first ranked feature class analysis by sector.

Sector Algorithm
(Feature Count) Method 1st Ranked Feature

Class by Percentage (%)

1st Ranked Feature
Class in Feature

Importance

Energy RFE (20) Wrapper Price (50) Economic

Material Variance Threshold (34) Filter Price (100) Financial

Industrial ANOVA F-value (20) Filter Market Sentiment (80) Market Sentiment

Consumer
Discretionary Mutual Information (13) Filter Financial

(28.6) Market Sentiment

Consumer Staples SHAP (13) Wrapper Market Sentiment (60) Price

Health Care Embedded Random
Forest (7) Embedded Price (25) Economic

Financial SHAP (47) Wrapper Market Sentiment (100) Technical

IT RFE (7) Wrapper Market Sentiment (40) Price

Communication
Services NOFS (13) Random Selection Price (37.5) Market Sentiment

Utilities NOFS (13) Random Selection Price (37.5) Market Sentiment

Figure 3 presents graphs summarizing the average results for each sector, illustrating
the performance and stability outcomes of various algorithms. These results indicate dis-
tinct patterns of algorithmic superiority in different sectors. In the energy and healthcare
sectors, aligning with the general sector results, the wrapper method exhibits high perfor-
mance. In contrast, in the materials and consumer staples sectors, the filter method shows
higher performance, despite its relative ineffectiveness in other sectors.

Table 4 details the optimal feature sets for the materials, consumer discretionary, and
financial sectors. Results for all sectors are compiled in Appendix A. The interpretations of
these results are as follows:
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Table 4. Optimal feature set of material, consumer discretionary, and financial sectors.

Material

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Price 1 Financial 10.500
Technical 0.591 Price 11.000
Financial 0.571 Technical 17.769

Fundamental 0.500 Economic 23.800
Economic 0.294 Fundamental 28.750

Market Sentiment 0 Market Sentiment -

Consumer Discretionary

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Financial 0.286 Market Sentiment 2.000
Price 0.250 Technical 5.750

Market Sentiment 0.200 Economic 6.667
Technical 0.182 Fundamental 8.000
Economic 0.176 Price 8.500

Fundamental 0.125 Financial 10.500

Financial

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Market Sentiment 1 Technical 19.050
Price 1 Economic 22.667

Technical 0.909 Price 26.000
Economic 0.529 Financial 29.333
Financial 0.429 Market Sentiment 31.800

Fundamental 0.250 Fundamental 44.000

Material: All price features are included, with technical and financial indicators
following. The most significant factors, in descending order, are financial, price, and
technical indicators. This implies that the materials sector is profoundly influenced by
financial indicators such as currencies, government bonds, market indices, and short-term
price trends, alongside daily price movements.

Consumer Discretionary: Indicators are evenly distributed, with financial, price, and
market sentiment indicators being the most prominent. The order of significance, with
market sentiment, technical analysis, and economic factors leading, suggests that, in the
consumer discretionary sector, financial indicators moderately impact stock prices. Market
sentiment and short-term price trends, coupled with long-term economic conditions, have
a more pronounced role.

Financial: Market sentiment and price features are fully included, with technical
indicators constituting over 90%. The prominence of technical, economic, and price factors
indicates that, in the financial sector, market sentiment has a lesser influence, and the sector
is mainly affected by price variations, both in the short term and in relation to the overall
economic conditions.

As shown in the results, the DFSS identifies the feature selection algorithms that
demonstrate optimal performance and stability for each sector at any given time. It involves
a process of selecting feature sets in these instances, thereby reflecting market fluctuations.
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5.3. The Dynamic Nature of DFSS

We assessed the effectiveness of the DFSS in capturing temporal changes. This entailed
identifying the optimal feature selection algorithms, their respective sets, and the contri-
butions and percentages of feature classes for each sector over time. Table 5 displays the
dynamic adjustments in the optimal feature sets for each sector across various time periods.
The table demonstrates that the algorithms yielding optimal performance, along with
their corresponding feature sets, differ for each sector over the timeline. This observation
underscores the DFSS’s capability to dynamically adjust the optimal feature sets at specific
time points.

Table 5. Dynamic adjustment of feature set across the timeline.

Sector
Win3 Win6 Win12 Win18

1st
Algorithm

1st
Score

1st
Algorithm

1st
Score

1st
Algorithm

1st
Score

1st
Algorithm

1st
Score

Energy ERF (47) 0.4938 BSHAP (13) 0.5014 BC (20) 0.5428 ERF (20) 0.5567

Material MSURF
(34) 0.5114 BC (7) 0.6503 RFE (20) 0.5188 RFE (20) 0.5824

Industrial RFE (20) 0.4933 PI (13) 0.5076 MI (20) 0.5182 ELGBM
(20) 0.5926

Consumer
Discretionary VT (7) 0.4906 ERF (13) 0.4858 BSHAP (20) 0.5051 PI (20) 0.5426

Consumer
Staples

MSURF
(20) 0.4921 SHAP (47) 0.5032 BSHAP (13) 0.5349 MSURF

(13) 0.5524

Health Care ELGBM (7) 0.4777 VT (47) 0.4892 SHAP (7) 0.5214 MI (20) 0.5434

Financial PI (7) 0.5403 BSHAP(20) 0.5322 ELASSO
(34) 0.5511 BSHAP (47) 0.6153

IT MI (7) 0.5215 MI (7) 0.5220 VT (13) 0.5467 RR (20) 0.5792
Communication

Services BSHAP (20) 0.4793 RR (20) 0.4995 ELGBM (7) 0.5467 RFE (7) 0.5689

Utilities SHAP (20) 0.4705 ELGBM
(20) 0.5107 MSURF

(47) 0.5467 ELGBM
(47) 0.5745

Figures 4 and 5 depict the evolution of feature class inclusion percentages and feature
importance rankings within the DFSS over time. Specifically, Figure 4 illustrates that, with
the exception of the consumer staples and healthcare sectors, the trends in the inclusion
rates of feature classes in other sectors vary over time. This suggests that the consumer
staples and healthcare sectors, being essential consumption markets, exhibit less significant
variability in the trends of feature inclusion. Additionally, Figure 5 reveals that there is
minimal or no variation in the trends of feature importance across almost all sectors over
time. This implies that the DFSS effectively mirrors the impact of certain well-established
factors in the real world.

Consequently, DFSS ultimately demonstrates itself as a real-time system that dynam-
ically calculates the optimal percentage of feature sets for each sector over time. This is
evidenced by the fact that the trends in importance do not vary, indicating that the system
does not randomly determine these percentages.
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6. Conclusions

In this paper, we propose the Dynamic Feature Selection System (DFSS) for predicting
stock prices in ten major Korean FICS industry sectors. The DFSS employs 16 different
feature selection algorithms, focusing on both performance and stability. Our experimental
results show that the DFSS generally outperforms random feature selection in both areas.
The optimal performance algorithms and their corresponding feature sets vary across
sectors, and the percentage of features included changes over time within the same sector.
These findings are corroborated in Section 5.3, demonstrating the model’s capability to
capture temporal variations and determine sector-specific optimal features. This aspect
was previously overlooked in existing research. Integrating DFSS into stock algorithm
trading systems could enhance their sophistication and aid investors by providing reliable,
dynamically updated information.

Future research could enhance the system’s performance by employing Attention or
GAN-based feature selection methods, which are increasingly prevalent in AI. Additionally,
the model could be applied to various financial markets, such as futures, options, bonds,
and real estate, as well as tested in diverse countries like the United States and China to
evaluate its robustness.
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Appendix A

Table A1. Optimal feature set by ten sectors.

Energy

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Price 0.500 Economic 2.000
Technical 0.500 Market Sentiment 8.500

Market Sentiment 0.400 Technical 10.727
Financial 0.286 Price 10.750
Economic 0.059 Financial 15.000

Fundamental 0 Fundamental -

Material

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Price 1 Financial 10.500
Technical 0.591 Price 11.000
Financial 0.571 Technical 17.769

Fundamental 0.500 Economic 23.800
Economic 0.294 Fundamental 28.750

Market Sentiment 0 Market Sentiment -

https://dataguide.fnguide.com/
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Table A1. Cont.

Industrial

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Market Sentiment 0.800 Market Sentiment 4.250
Price 0.625 Financial 10.000

Technical 0.455 Technical 11.800
Financial 0.143 Price 13.000
Economic 0 Economic -

Fundamental 0 Fundamental -

Consumer Discretionary

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Financial 0.286 Market Sentiment 2.000
Price 0.250 Technical 5.750

Market Sentiment 0.200 Economic 6.667
Technical 0.182 Fundamental 8.000
Economic 0.176 Price 8.500

Fundamental 0.125 Financial 10.500

Consumer Staples

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Market Sentiment 0.600 Price 5.333
Price 0.375 Technical 6.333

Technical 0.273 Market Sentiment 9.000
Financial 0.143 Financial 10.000
Economic 0 Economic -

Fundamental 0 Fundamental -

Health Care

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Price 0.250 Economic 1.000
Market Sentiment 0.200 Market Sentiment 3.000

Technical 0.136 Technical 3.667
Economic 0.059 Price 6.500
Financial 0 Financial -

Fundamental 0 Fundamental -

Financial

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Market Sentiment 1 Technical 19.050
Price 1 Economic 22.667

Technical 0.909 Price 26.000
Economic 0.529 Financial 29.333
Financial 0.429 Market Sentiment 31.800

Fundamental 0.250 Fundamental 44.000
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Table A1. Cont.

IT

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Market Sentiment 0.400 Price 1.500
Price 0.250 Technical 4.000

Technical 0.136 Market Sentiment 6.500
Economic 0 Economic -
Financial 0 Financial -

Fundamental 0 Fundamental -

Communication Services (Random Selection)

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Price 0.375 Market Sentiment 5.000
Fundamental 0.250 Economic 6.000

Market Sentiment 0.200 Financial 6.000
Economic 0.176 Technical 6.000
Financial 0.143 Price 7.333
Technical 0.136 Fundamental 11.000

Utilities (Random Selection)

Feature Class Percentage Feature Class Average Importance
Ranking of Feature

Price 0.375 Market Sentiment 5.000
Fundamental 0.250 Economic 6.000

Market Sentiment 0.200 Financial 6.000
Economic 0.176 Technical 6.000
Financial 0.143 Price 7.333
Technical 0.136 Fundamental 11.000
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