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Abstract: In the context of the rapid development of edge computing, optimizing data transmission
and reducing latency is crucial for efficient collaborative processing among edge servers. Traditional
TCP/IP protocols are hindered by high latency and low throughput, while RDMA (Remote Direct
Memory Access) technology addresses these challenges by enabling direct memory access and
bypassing the operating system kernel. However, the RDMA data transmission mechanism based
on sliding windows requires frequent memory status exchanges in the order of memory blocks,
which can limit its ability to handle multiple concurrent tasks within a single Queue Pair (QP). To
address the limitations of the traditional sliding window transmission mechanism in multi-task
environments, we propose a novel RDMA data transmission mechanism that utilizes status bytes to
indicate memory block utilization, which utilizes stateless server connections, and multi-task shared
QP transmission strategies. In the proposed mechanism, fine-grained control over memory blocks
is achieved through the status byte, thereby enabling effective multi-task real-time video stream
transmission. Experimental results show that, compared to the sliding window method, the proposed
status-byte-assisted RDMA transmission mechanism provides higher throughput, lower latency, and
reduced resource consumption, thus enhancing system scalability and reducing CPU utilization.
Moreover, this mechanism achieves more stable throughput than the sliding window method when
transmitting multiple real-time video streams in edge computing scenarios, making it particularly
suitable for data transmission in such environments.

Keywords: RDMA; sliding window; shared QP; multitasking; status byte; data transmission

1. Introduction

With the rapid growth in the number of Internet of Things (IoT) devices and the surge
in data volume, edge computing has attracted increasing attention as a key paradigm for
decentralizing computational tasks near the source of data generation, thereby reducing
latency and improving bandwidth utilization [1,2]. Edge computing achieves this by
offloading some computational tasks from central cloud servers to edge nodes closer to
data sources. However, edge servers often face challenges related to limited computational
and storage resources and the heterogeneity of computational resources (e.g., CPUs, GPUs,
and FPGAs) complicates the ability of individual edge servers to independently handle
complex business processes [3]. Consequently, collaborative processing among multiple
edge servers becomes essential, which in turn necessitates large-scale data transmission
among multiple servers.

The traditional TCP/IP protocol stack faces significant bottlenecks in this environ-
ment, including high transmission latency, low transmission rates, and high CPU resource
consumption, which limit the overall performance and scalability of the system [4]. Remote
Direct Memory Access (RDMA) technology enables direct memory access between network
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nodes by bypassing the operating system kernel. This approach substantially reduces
transmission latency and CPU resource consumption, making RDMA a powerful tool for
addressing data transmission bottlenecks in edge computing.

Despite the notable advantages of RDMA in enhancing data transmission performance,
the existing RDMA data transmission mechanisms still face several challenges in practical
applications. Most current work primarily exploits RDMA’s unilateral operation feature to
accelerate data transmission without further optimization, and RDMA NICs face scalability
issues [5–10]. Furthermore, the existing RDMA technologies show limitations in multitask-
ing transmissions and resource management, particularly when supporting multiple tasks
within a single QP. For example, the sliding window transmission mechanism proposed
by Tu et al. [11] requires frequent exchanges of memory status during data transmissions
to prevent memory overwriting or reading invalid data. Additionally, since it uses only
two pointers to indicate the status of all memory blocks, it limits flexible manipulation of
memory blocks and lacks robust support for multitasking transmissions within a single QP.

To further optimize resource scheduling and data processing in edge computing envi-
ronments, container technology, along with Kubernetes (K8s) [12,13], has been introduced.
Kubernetes is used to manage containers, automating their deployment, scaling, and oper-
ation. As the smallest unit of processing, containers can flexibly and efficiently manage
and allocate computing resources while ensuring resource isolation, allowing edge servers
to collaborate more effectively in handling complex business processes.

The contributions of this paper can be summarized as follows. Firstly, we propose
the use of status bytes to indicate the status of all memory blocks and introduce a novel
status-byte-assisted RDMA transmission mechanism that addresses the limitations of the
traditional sliding window mechanism. The proposed transmission mechanism optimizes
data transmission and provides synchronization methods for the transmission of multiple
data streams, and thus provides higher throughput, lower latency, and reduced resource
consumption. Moreover, this improvement enhances system scalability and reduces CPU
utilization. Secondly, we design and implement an efficient multi-task shared QP trans-
mission strategy, which achieves fine-grained control over memory blocks through status
byte transmission. This mechanism provides more stable throughput compared to the
sliding window method in multi-task real-time video streaming scenarios. Thirdly, in
conjunction with our data transmission mechanism, we use containers as the smallest
processing units to handle data and enable collaborative resource scheduling and allocation
among edge servers, thereby enhancing the multitask processing and system scalability of
edge computing.

The rest of the paper is organized as follows. Section 2 provides the background and
motivation for our work. In Section 3, we detail the design and implementation of the
status-byte-assisted RDMA transmission mechanism. Section 4 presents our experimental
evaluation results to illustrate the effectiveness of the proposed status-byte-assisted RDMA
transmission mechanism. Finally, Section 5 concludes the paper with a summary.

2. Related Works and Motivations
2.1. Edge Computing and RDMA Technology

Edge computing aims to deploy computing and storage resources closer to the data
source to meet the demands for low latency and high bandwidth [14]. However, the
computing and storage resources of edge servers are often limited, and the heterogeneous
computing resources severely complicate the ability of a single server to complete complex
business processes. When performing collaborative processing among edge servers, large
volumes of data need to be transmitted, making it crucial to coordinate the allocation and
scheduling of edge server resources to meet the requirements of multitask processing. The
works [15–17] demonstrate that the traditional TCP/IP network protocol stack requires
multiple copies of data between the kernel and user space during data transmission,
resulting in numerous limitations such as high transmission latency, low transmission
speed, low throughput, and significant CPU core resource consumption.
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The RDMA technology is a high-performance data transmission technology that
allows network nodes to directly access the memory of remote nodes. By bypassing the
operating system kernel, it significantly reduces transmission latency and CPU resource
consumption [18,19]. In the field of RDMA, many studies utilize RDMA’s one-sided
operation characteristics to improve system performance [20–22], while others focus on
enhancing RDMA’s scalability [23]. For example, Wang et al. [7] improve connection
scalability by minimizing on-chip data structures and their memory requirements through
protocol and architecture co-design. Huawei’s StaR [24] adopts stateless server connection
technology to reduce RDMA resource consumption on the server side, thereby alleviating
connection scalability issues. Mellanox attempts to limit the number of active network
connections through dynamic connection transport service technology [25], aiming to avoid
frequently triggering cache miss events in the network interface. Chen et al. s’ Scalable [26]
effectively mitigates resource contention through connection grouping and virtualization
mapping. However, in resource-limited situations, there is a need for improved memory
management and data synchronization methods [27].

Moreover, to further optimize resource scheduling and data processing in edge com-
puting environments, container technology has been introduced as the smallest processing
unit. K8s is employed to manage these containers, automating deployment, scaling, and
operations. Container technology can flexibly and efficiently manage and allocate com-
puting resources while ensuring isolation, enabling edge servers to better collaborate in
handling complex business processes.

2.2. Asymmetry in RDMA Unilateral Communication

The core of the RDMA protocol lies in its one-sided read-and-write capabilities, which
provide the foundation for efficient data transmission. RDMA’s one-sided operations can be
categorized into active and passive operations [28]. In active operations, the server initiates
RDMA operations to write data to or read data from the client. In passive operations,
the client initiates requests for data reads or writes, and then the server merely responds
to these requests passively. However, the resources consumed and latency incurred by
actively initiating RDMA operations differ from those involved in passively responding to
RDMA operations.

Due to the unique nature of RDMA communication, some data processing functions
are directly integrated into the RDMA NIC (RNIC) hardware, allowing RDMA operations
to bypass the operating system kernel and occur directly at the hardware level [29]. During
one-sided RDMA transmissions, passive RDMA operations (receive operations) are entirely
handled by the RNIC hardware. In contrast, active RDMA operations (initiate requests)
involve interaction between hardware and software. This process includes sending a work
request, waiting for an acknowledgment (ACK) from the remote RNIC, and generating
a completion queue entry (CQE) upon request completion, which requires data tracking
throughout to ensure successful operation.

This asymmetry, referred to as the asymmetry of RDMA one-sided communication,
implies that during data transmission, the initiating side (active party) bears most of the
processing burden, while the responding side (passive party) only needs to provide simple
responses. Consequently, under the same conditions, the cost of processing passive RDMA
operations is significantly lower than that of initiating active RDMA operations.

In edge computing, although servers work collaboratively, once the RDMA connection
is established, the receiving server often does not need to send large amounts of data to
the sending server. Therefore, in an RDMA-based data transmission system, the sending
server uses active RDMA operations exclusively, while the receiving server exclusively uses
passive RDMA operations. This approach not only conserves significant CPU and RNIC
resources for the receiving server but also improves throughput and supports a higher
number of RDMA connections.
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2.3. Motivations for the Status-Byte-Assisted RDMA Transmission Mechanism

Currently, there are two primary transmission mechanisms: traditional RDMA data
transmission and sliding window-based data transmission [11]. Traditional RDMA data
transmission requires at least three network interactions: memory address notification,
remote data reading/writing, and completion notification. This method incurs significant
overhead in communication control and is more suitable for scenarios where transmissions
are infrequent and latency is less critical.

As illustrated in Figure 1a, the sliding window technique proposed by Han et al.
requires only two RDMA interactions per transmission. This technique consists of two
phases: initialization and data transmission. In the initialization phase, the sender invokes
the memory pool initialization interface (RmInit). RmInit is an interface that sets up the
sliding window using the received memory pool information (address, length, and KEY).
This function of RmInit is to initialize the memory pool for use in the RDMA communication
and create a circular queue with n members, as shown in Figure 1b. The sender then uses
the remote memory write interface (RmWrite) to perform data transmission. RmWrite is
an interface that writes data to a specified remote memory location. The RDMA Write
With Immediate (Write_with_imm) operation is utilized, which includes immediate data to
notify the receiver about the data’s starting position and length. After the data has been
processed, the receiver sends an ACK notification to confirm receipt. Finally, the sender
calls the memory release interface (RmFree). RmFree is an interface that updates the sliding
window status by releasing the memory block and making it available for reuse.
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However, this sliding window transmission mechanism has several limitations. As
illustrated in Figure 1c, the sliding window tracks the usage status of all memory blocks
with two pointers, which necessitates that memory block sending and releasing memory
blocks follow a strict sequence, resulting in a lack of flexibility. During task transmission, as
shown in Figure 1d, if an ACK confirmation for a memory block is not received promptly or
the memory block at the receiver needs to remain in waiting status, the head pointer cannot
advance and the window position occupied by this data block cannot be released for new
data. When the tail pointer cycles back to this position, the system might misinterpret the
situation as no available memory blocks, despite actual availability, leading to transmission
delays or even crashes due to the logical constraints of the sliding window. Additionally,
this transmission mechanism requires the receiver to actively return ACK notifications and
the sender to periodically poll for ACK notifications. This method not only consumes the
receiver’s CPU resources but also results in poor real-time performance.

When processing the transmission of multiple data streams of various devices, the
receiver may require multiple processing threads, which may result in varying sequences
of ACK returns. Given that the release of sliding window memory blocks must follow
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a strict order, this can easily lead to confusion in the release of memory blocks, making
it difficult to handle the inputs from multiple devices effectively. If concurrency control
mechanisms are employed to synchronize access to resources, it will severely impact
RDMA performance, rendering it no better than single-threaded performance [30]. Thus,
when transmitting data streams from multiple devices, the sliding window transmission
mechanism typically requires establishing multiple RDMA connections, which consumes
significant RDMA NIC resources [31,32], potentially leading to performance bottlenecks. To
offer a comprehensive understanding of the key characteristics, advantages, and limitations
of existing RDMA transmission mechanisms, Table 1 presents a comparative analysis
of traditional RDMA transmission methods and the sliding window-based approach.
This comparison highlights the inherent trade-offs and challenges associated with each
mechanism, providing a foundation for discussing potential improvements.

Table 1. Comparison of various RDMA transmission mechanisms.

Method/Technique Name Key Features Advantages Limitations

Traditional
RDMATransmission

Dynamic memory block
allocation, requires at least
three network interactions

per transmission

Simple implementation,
high flexibility

High network latency and
communication overhead

Sliding Window-based
RDMA Transmission

Controls data transmission
using a sliding window

mechanism, requiring only
two RDMA interactions

Optimized for fixed window
size, reduces network

interactions

Memory blocks must be used
in order, consuming excessive
CPU and RNICA resources.

Building on this analysis, we propose to utilize status bytes to indicate the status of
each memory block and introduce a status-byte-assisted RDMA transmission mechanism.
By introducing the status byte, we achieve fine-grained control over memory blocks, reduce
the need for frequent memory status exchanges, and enhance multi-task transmission
efficiency and system scalability. Moreover, the proposed status-byte-assisted transmission
mechanism better manages memory block status, thereby overcoming the limitations of
the sliding window transmission mechanism and providing higher stability and scalability
in multi-device environments.

3. Proposed Status-Byte-Assisted RDMA Transmission Mechanism

In this section, the overall system architecture of the proposed status-byte-assisted
RDMA transmission system is first described. Then, the status-byte-assisted transmission
mechanism is illustrated in detail, covering the processes involved in data filling, sending,
receiving, synchronization, and processing. Next, this section details the specificity of the
status-byte-assisted RDMA transmission mechanism, which offers fine-grained control
over memory blocks. Finally, it explains the multi-device shared QP strategy to efficiently
handle data streams from multiple devices.

3.1. Overall System Architecture

Figure 2 provides an overview of the architecture of our proposed system, which
includes a cloud-edge collaborative global management platform and multiple edge servers.
The cloud-edge collaborative global management platform is a cloud-based system that
manages and allocates resources across all edge servers, ensuring efficient use of resources
and coordination among them. Each edge server is connected to several sensor devices such
as radar and cameras. When the data processing requirements of an edge server exceed
its processing capacity, the server sends a resource scheduling request to the cloud-edge
collaborative global management platform. The platform then responds with a resource
scheduling result based on the resource status of each edge server and the requested
amount of resources.
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Based on the resource scheduling results, the edge server that sends the request is
designated as the data-sending end, while the edge server allocated for the collaborative
processing function is the data-receiving end. The data transmission between the sending
and receiving ends utilizes the proposed status-byte-assisted RDMA data transmission
mechanism to accelerate data transmission and synchronization. Moreover, Docker and
container technology, managed by K8s, are implemented at the data-receiving ends to
achieve flexible and efficient data processing workflows. By enabling collaborative data
processing among edge servers, the system can fully utilize the unique characteristics and
resources of each edge server.

3.2. Design of the Status-Byte-Assisted RDMA Transmission Mechanism
3.2.1. Overview of the Status-Byte-Assisted RDMA Transmission Mechanism

In our proposed data transmission mechanism, the system is divided into two main
parts: the data-sending end and the data-receiving end. The sending end is responsible
for filling, sending, and synchronizing data, while the receiving end is responsible for re-
ceiving, storing, and processing data. Moreover, we propose a novel memory management
approach that utilizes a ‘status byte’ to track and indicate the current state of memory
blocks, which helps in managing data flow more effectively.

Initially, the sending end sets up status bytes to indicate the status of all memory
blocks. When sending data, these status bytes are transmitted along with the data. The
receiving end monitors for new data arrivals by checking the status bytes. The sending
end also retrieves the status bytes from the receiving end to track their states. This system
leverages status bytes to effectively manage synchronization between the sending and
receiving ends.

Figure 3 illustrates the data transmission process based on the status-byte-assisted
RDMA transmission mechanism. As shown in Figure 3, the data-sending end first calls
the memory pool initialization interface (RmInit) to create the status byte. After that, it
uses RDMA Write requests (via the RmWrite interface) to continuously send data. When
no memory blocks are available, the sending end invokes the memory release interface
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(RmFree) to issue the RDMA Read requests. These RDMA Read requests read the status
bytes of all memory blocks on the receiving end at once and store them in the second status
byte memory block. This method reduces communication overhead on the receiving end
and improves real-time performance since the sending end manages the status updates.
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Figure 4 illustrates the relationship between the status byte and the status byte memory
blocks on the sender and receiver ends. As shown in Figure 4, the data-sending end includes
N sending memory blocks, the first status byte memory block for storing the usage status
of the local memory blocks, and the second status byte memory block for storing the usage
status of the receiving end’s memory blocks. The data receiving end includes N receiving
memory blocks and the third status byte memory block for storing the usage status of
the local memory blocks. Here, the status bytes are used to describe the usage status of
memory blocks. The usage status of the N sending memory blocks is represented by the
status bytes stored in the first status byte memory block, while the usage status of the N
to receive memory blocks is represented by the status bytes stored in the third status byte
memory block. The structures of the first, second, and third status byte memory blocks are
shown in Figure 4.
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The status bytes for the sending memory blocks can have two statuses: 0 indicates that
the sending memory block does not contain data, while 1 indicates that it contains data.
The status bytes for the receiving memory blocks can have three statuses: 0 indicates that a
receiving memory block does not contain data, 1 indicates that it has data, and 2 indicates
that it is currently unavailable.

The structures of the sending memory block and receiving memory block used in the
proposed transmission mechanism are shown in Table 2. Each memory block, whether
sending or receiving, contains two sections: the data status section and the valid content
section. The data status section includes one byte for the device number and two bytes for
the data packet number, which facilitates sharing the QP and prevents data confusion.

Table 2. Structure of sending and receiving memory blocks.

device number (one byte) packet number (two bytes) valid data (fixed size)

3.2.2. Transmission Mode Selection

The sliding window transmission mechanism uses RDMA Write With Immediate to
transmit data, utilizing immediate data to notify the receiver of the data’s arrival. Although
this method is a one-sided RDMA transmission, it still requires the receiver to issue a receive
request, which generates a Completion Queue Entry (CQE). A CQE is a data structure used
in RDMA to indicate the completion of an operation. The location of the transmitted data is
determined by the immediate data in the CQE, which requires interaction with the receiver.
To address this issue, we propose to utilize two RDMA Writes for data transmission: the
first RDMA Write transmits the valid data and the second RDMA Write transmits the status
byte of the corresponding memory block to the third status byte memory block on the
receiving end. These two requests are sent using a linked list to minimize context switching.
The first request does not generate a CQE, while the second request uses inline data. This
approach effectively reduces the exchange between the RNIC and memory. Evidently,
this approach achieves true one-sided transmission without interacting with the receiver,
thereby enhancing transmission efficiency and reducing resource consumption.

3.2.3. Data-Filling Module

The data-filling module on the sender end is responsible for filling the data into the
sending memory blocks. First, it checks the status byte stored in the first status byte memory
block to determine whether there are available sending memory blocks. If available, the
data-filling process is executed.

Figure 5 shows the flowchart of the data-filling process. Specifically, the steps of the
data-filling process are as follows:

1. Check the status of the sending memory blocks: The filling thread first checks the
first status byte memory block to determine the status of the i-th sending memory
block. If the i-th memory block already contains data (status is 1), it needs to wait. If
the i-th memory block has no data (status is 0), the filling thread proceeds with the
data-filling operation;

2. Perform data-filling operation: During this operation, the filling thread writes the
device number and packet number into predefined positions within the block;

3. Update the status byte: Finally, after completing the data-filling operation, the filling
thread updates the status byte of the sending memory block in the first status byte
memory block to indicate that it contains data.



Appl. Sci. 2024, 14, 7437 9 of 24

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 25 
 

 
Figure 5. Flowchart of the data-filling process. 

3.2.4. Data-Sending Module 
The data-sending module first checks the status byte stored in the second status byte 

memory block to determine whether there are available receiving memory blocks. Next, 
it checks the first status byte memory block to determine whether there are available send-
ing memory blocks, and then executes the data-sending process. 

Figure 6 shows the flowchart of the data-sending process. Specifically, the steps of 
the data-sending process are as follows: 
1. Check the status of the receiving memory blocks: The sending thread examines the 

second status byte memory block to determine the status of the receiving memory 
blocks. If the j-th receiving memory block contains data (status is 1), it means there 
are no available memory blocks, and synchronization operations must be performed 
until the j-th receiving memory block is empty (status is 0); 

2. Check the status of the sending memory blocks: The sending thread verifies the first 
status byte memory block to determine the status of the j-th sending memory block. 
If the j-th sending memory block is empty (status is 0), it waits for the filling thread 
to fill the data. If the memory block contains data (status is 1), the sending thread 
initiates RDMA Write requests to transmit the data stored in the sending memory 
block to the j-th receiving memory block on the receiver end; 

3. Update the status byte: The sending thread uses inline operations to update the status 
byte in the third status byte memory block, reflecting that the j-th receiving memory 
block now contains data. After the data sending is complete, the sending thread up-
dates the corresponding status byte of the sending memory block in the first status 
byte memory block to indicate that it is empty. Additionally, the sending thread up-
dates the status byte in the second status byte memory block to reflect that the j-th 
receiving memory block now contains data and waits for the receiver to process the 
data. 

Figure 5. Flowchart of the data-filling process.

3.2.4. Data-Sending Module

The data-sending module first checks the status byte stored in the second status byte
memory block to determine whether there are available receiving memory blocks. Next, it
checks the first status byte memory block to determine whether there are available sending
memory blocks, and then executes the data-sending process.

Figure 6 shows the flowchart of the data-sending process. Specifically, the steps of the
data-sending process are as follows:

1. Check the status of the receiving memory blocks: The sending thread examines the
second status byte memory block to determine the status of the receiving memory
blocks. If the j-th receiving memory block contains data (status is 1), it means there
are no available memory blocks, and synchronization operations must be performed
until the j-th receiving memory block is empty (status is 0);

2. Check the status of the sending memory blocks: The sending thread verifies the first
status byte memory block to determine the status of the j-th sending memory block.
If the j-th sending memory block is empty (status is 0), it waits for the filling thread
to fill the data. If the memory block contains data (status is 1), the sending thread
initiates RDMA Write requests to transmit the data stored in the sending memory
block to the j-th receiving memory block on the receiver end;

3. Update the status byte: The sending thread uses inline operations to update the status
byte in the third status byte memory block, reflecting that the j-th receiving memory
block now contains data. After the data sending is complete, the sending thread
updates the corresponding status byte of the sending memory block in the first status
byte memory block to indicate that it is empty. Additionally, the sending thread
updates the status byte in the second status byte memory block to reflect that the
j-th receiving memory block now contains data and waits for the receiver to process
the data.
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3.2.5. Data-Receiving Module

The data-receiving module determines whether there are available receiving memory
blocks by checking the status byte stored in the third status byte memory block. If there are
available receiving memory blocks, the data-receiving process is executed.

Figure 7 shows the flowchart of the data-receiving process. Specifically, the steps of
the data-receiving process are as follows:

1. Check the status of the receiving memory blocks: The receiving thread checks the
third status byte memory block to determine the status of the j-th receiving memory
block. If the j-th receiving memory block is empty (status is 0), it means no data have
arrived, and the thread sleeps for a fixed time before querying again;

2. Perform the data processing operation: If the j-th receiving memory block contains
data (status is 1), the receiving thread performs the data processing operation. Before
executing the data processing operation, the receiving thread extracts the contents
of the first predetermined position in the j-th receiving memory block to obtain the
device number and then extracts the contents of the second predetermined position
to obtain the packet number;

3. Update the status byte: After completing the data processing operation, the receiving
thread updates the status byte in the third status byte memory block to indicate that
the j-th receiving memory block is empty.
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3.2.6. Data Synchronization Module

The synchronization module performs operations when no available receiving memory
blocks on the sender end. The specific process is as follows: the sender uses an RDMA
Read request to obtain the status bytes of the receiving memory block from the receiver
end and saves the retrieved status bytes in the second status byte memory block.

3.2.7. Data-Processing Module

During the data-receiving phase, the data from the same sensing device are stored
in the same directory based on the device number and arranged sequentially by packet
number. By using container volume mounting technology for data sharing, the data from
different devices are mounted into separate containers for processing. By allocating differ-
ent resources to different containers, the containers are treated as the smallest computing
units for data processing.

To enhance the efficiency and scalability of container management, K8s is utilized to
automate the deployment, scaling, and operations of containers, ensuring optimal resource
utilization and fault tolerance. By managing the lifecycle of containers, K8s simplifies the
orchestration of containerized data processing applications and thus allows the system to
handle dynamic workloads more effectively. Thus, this approach facilitates collaborative
data processing by the edge server and enhances the scalability of the system.

3.2.8. Stateless Connection at the Receiving End

Both the synchronization module and the sending module are initiated by the sender
through RDMA operations, and the receiver passively receives the data. Since the receiver
does not perform sending operations, it does not need to retain connection information
or maintain the sender’s connection status, thereby freeing up RNIC resources on the
receiver end.

3.3. Specificity of the Status-Byte-Assisted Transmission

In the proposed status-byte-assisted transmission mechanism, an innovative memory
management solution is proposed by implementing the concept of status byte, as illustrated
in Figure 8. The status byte indicates the usage status of a memory block: 0 signifies the
memory block is available, 1 indicates the memory block contains data, and 2 means the
memory block is currently unavailable. Compared with the sliding window transmission
mechanism, the status-byte-assisted transmission can handle memory blocks more flexibly.
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In burst scenarios, if the current receiving memory block is unavailable, the status
byte of the corresponding memory block can be marked as 2. This mechanism allows the
sending thread to skip the unavailable memory block and continue sending other memory
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blocks, thereby avoiding the blocking of threads. This flexibility makes the transmission
mechanism more suitable for various edge-computing data transmission scenarios.

3.4. Multi-Device Shared QP Strategy

In the proposed status-byte-assisted RDMA transmission mechanism, the system
scalability is improved by introducing device numbers and packet numbers to manage
the memory blocks. Figure 9 provides a comparison of data transmission methods for
different transmission mechanisms in the multitasking scenarios. As shown in Figure 9a,
the existing sliding window RDMA transmission techniques struggle to support multi-
threaded sending and receiving on both ends when transmitting multiple data streams from
multiple devices. The sliding window approach establishes multiple RDMA connections,
which significantly consumes the on-chip cache resources of the RDMA NIC. When the
number of devices is large, low-speed PCIe channels may be required to retrieve connection
status from main memory, which will lead to performance bottlenecks. Additionally,
due to the uncertainty in the sending times of data blocks, multiple memory blocks may
be sent simultaneously or not at all, resulting in significant fluctuations in the system’s
instantaneous throughput and low bandwidth utilization.
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To address this issue, as shown in Figure 9b, the proposed status-byte-assisted RDMA
transmission technology enables multiple tasks to share a single RNIC QP, in contrast
to existing multi-task RDMA transmission methods where each task uses a separate QP
connection. Although the multi-task QP sharing can lead to parallel access to QP resources
and result in resource contention, the status-byte-assisted RDMA transmission mechanism
serializes the process of filling device data into the RNIC QP resource. During data filling,
the filling thread adds device numbers and packet numbers to the memory blocks. The
receiving end identifies data from different devices using device numbers and arranges the
data in sequence based on the packet number to ensure data reliability.

Moreover, by utilizing container mounting technology to share transmitted data
among containers for processing, a single-edge server can simultaneously control multiple
devices. Additionally, K8s is employed to manage these containers, which automates the
deployment, scaling, and operations. This approach addresses the issue of low resource
utilization and poor scalability typically encountered with traditional RDMA technologies
when transmitting data streams from multiple devices.
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4. Results and Analysis

In this section, comprehensive test results are presented to demonstrate the effective-
ness of the proposed status-byte-assisted RDMA transmission mechanism and compare it
with existing RDMA transmission techniques.

4.1. Test Environment and Experimental Design
4.1.1. Test Environment

The experiments were conducted on two x86 servers, each equipped with dual Intel
Xeon Gold 2650 CPUs. Both servers ran the Ubuntu 22.04 LTS operating system with kernel
version 6.2.0-33-generic. Each server was fitted with a 100 Gbps Mellanox ConnectX-5
InfiniBand NIC and connected via 100 Gbps fiber.

4.1.2. Experimental Design

The experiments were carried out in the following two parts to evaluate and verify the
performance and characteristics of the status-byte-assisted RDMA transmission mechanism:

1. Comparison of transmission mechanisms: This part compares the performance of
the status-byte-assisted RDMA transmission mechanism and the sliding window
transmission mechanism in terms of multiple metrics, including synchronization
control latency, transmission latency, throughput, and CPU utilization.

2. Validation of transmission mechanism specificity: This part aims to verify the advan-
tages of the status-byte-assisted RDMA transmission mechanism in terms of flexible
memory block control and its application capabilities in multi-task data transmis-
sion scenarios.

The goal of the above experiments is to comprehensively evaluate the effectiveness of
the status-byte-assisted RDMA transmission mechanism in an edge computing environ-
ment and provide a detailed performance comparison with the existing methods.

4.2. Comparative Testing of Transmission Mechanisms and Results Analysis

In the comparison tests, the procedures for data filling and processing were standard-
ized in both transmission mechanisms, so the duration of these steps was not factored into
the results. Each sender and receiver was allocated three memory blocks for data transmis-
sion and reception. This choice of three memory blocks was intended to simulate a realistic
scenario where at least two blocks are necessary for continuous data transmission from
the sender, with an additional block providing redundancy to address potential delays in
data processing by the receiver. This configuration helps to balance sending and receiving
activities. Furthermore, the data packet sizes varied from 64 B to 8 MB to cover a broad
spectrum of transmission scenarios. In addition, the upper limit of 8 MB was chosen to
ensure fairness in the tests. These considerations were made to thoroughly evaluate the
proposed mechanism under practical conditions.

4.2.1. Synchronization Control Delay

For the sliding window transmission mechanism, only the time from when the receiver
successfully polled to the start of the next poll was calculated, excluding the time for the
sender to process the ACK. This is because the sender handles ACKs in real time using
a dedicated ACK polling thread, which does not interrupt the sending thread. Since the
measurement steps for synchronization control latency and the amount of transmitted data
remain constant regardless of the number of memory blocks, the communication control
latency for the sliding window transmission mechanism was measured only once. In
contrast, the status-byte-assisted RDMA transmission mechanism blocks the sending thread
during communication control operations. Therefore, the time for the receiver to modify
the status byte is negligible, while the amount of communication control transmission data
varies with the number of memory blocks. As a result, the communication control latency
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for the status-byte-assisted RDMA transmission mechanism was remeasured each time the
number of memory blocks changed.

Figure 10 compares the synchronization control latency of various transmission mech-
anisms with different numbers of memory blocks. As shown in Figure 10, the synchroniza-
tion control latency of the proposed status-byte-assisted RDMA transmission mechanism is
significantly lower than that of the sliding window transmission mechanism for different
number of memory blocks. For instance, with three memory blocks, the control latency for
the status-byte-assisted RDMA transmission mechanism is 5.1 µs, compared to 70 µs for
the sliding window transmission mechanism. This discrepancy arises because the sliding
window transmission mechanism employs RDMA Send to transmit synchronization data,
a bidirectional operation that requires both sending and receiving ends to generate Com-
pletion Queue Entries (CQEs), resulting in increased latency. Moreover, the control latency
of the sliding window transmission mechanism does not vary with window size as it im-
mediately returns an ACK after processing a memory block. In contrast, the control latency
of the status-byte-assisted RDMA transmission mechanism increases with the number of
memory blocks because it retrieves the status byte for all memory blocks simultaneously.
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4.2.2. Synchronization Control Delay Distribution

The status-byte-assisted RDMA transmission mechanism utilizes RDMA Read, which
blocks the sending thread during the transmission of synchronization data. This approach
results in relatively stable synchronization control latency. In contrast, the sliding window
transmission mechanism uses RDMA Send, with the receiver sending synchronization
data. This approach does not block the sending thread, and thus, it makes transmission
latency susceptible to sender-induced fluctuations and leads to greater variance. Figure 11
illustrates the distribution of synchronization control latency versus the number of trans-
missions: (a) the sliding window RDMA transmission mechanism and (b) the status-byte-
assisted RDMA transmission mechanism. As can be seen from Figure 11, under identical
test conditions, the status-byte-assisted transmission mechanism exhibits consistent latency
with significantly smaller fluctuations compared to the sliding window mechanism.
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transmission mechanism.

4.2.3. Comparison of Transmission Delay

During the program initialization phase, the size of memory blocks used for trans-
mission varies from 64 B to 8 MB. Subsequently, the latency of both the sliding window
RDMA transmission mechanism and the status-byte-assisted RDMA transmission mecha-
nism for transmitting a single memory block is measured. The transmission delay of each
mechanism is recorded and averaged over 100 independent experiments.

Figure 12 compares the transmission delay of various RDMA transmission mecha-
nisms under different packet sizes. As illustrated in Figure 12, the transmission latency
of the status-byte-assisted RDMA transmission mechanism is reduced by 2 ns to 3.4 µs
compared to the sliding window RDMA transmission mechanism. The sliding window
RDMA transmission mechanism uses RDMA Write With Immediate to transmit data, which
requires the receiver to issue a receive request and generate a CQE. This results in significant
latency due to interactions with the receiver. In contrast, the status-byte-assisted RDMA
transmission mechanism performs two RDMA Write operations in a linked list: the first
request does not generate a CQE and the second request uses inline data transmission.
This approach reduces both NIC and memory exchanges, eliminates the need for receiver
interaction, and thus achieves lower transmission latency due to its true unilateral nature.
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4.2.4. Throughput Test

For different packet sizes, the time taken to 1000 consecutive transmissions was
measured for both RDMA transmission mechanisms. This measurement was repeated
10 times to calculate the average throughput. Figure 13 presents a comparison of throughput
between the different RDMA transmission mechanisms. As illustrated in Figure 13, the
throughput of the status-byte-assisted RDMA transmission mechanism is significantly
higher than that of the sliding window RDMA transmission mechanism, especially for
smaller packet sizes.
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To illustrate throughput for different data packet sizes, Figure 14 compares the through-
put of different RDMA transmission mechanisms: (a) for small data packet sizes (64 B
to 4 KB) and (b) for large data packet sizes (8 KB to 22 MB). As shown in Figure 14, the
throughput of the proposed status-byte-assisted RDMA transmission mechanism is notably
higher than that of the sliding window RDMA transmission mechanism, especially for
smaller packet sizes. For packets smaller than 1 KB, the sliding window RDMA trans-
mission mechanism experiences high control latency that often exceeds the actual data
transmission time, severely limiting its throughput. In contrast, the status-byte-assisted
RDMA transmission mechanism shifts synchronization control to the sender and employs
low-latency unilateral operations to query control information in real time, significantly
reducing the control latency. This results in higher throughput for small packet sizes. As
the packet size increases, the transmission time lengthens, which reduces the number of
packets transmitted per unit of time. Consequently, the effect of communication control
latency on throughput diminishes and the throughput of both transmission mechanisms
converges. The throughput peaks when transmitting packets of 1 MB. However, for packets
larger than 1 MB, the throughput tends to stabilize at approximately 7000 MB/s due to the
increased overhead of retransmissions for excessively large packets.
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In summary, the status-byte-assisted RDMA transmission mechanism significantly
outperforms the sliding window RDMA transmission mechanism for packet sizes smaller
than 512 KB, and the throughput of both transmission mechanisms becomes relatively
similar for packet sizes larger than 512 KB.

4.2.5. CPU Utilization Analysis

Optimizing CPU utilization is a core objective in improving the RDMA transmission
mechanism’s efficiency, particularly under high-load conditions. Therefore, CPU utilization
serves as a key indicator of system performance and resource management.

During the throughput test experiments, the CPU utilization on the sender side was
recorded. Figure 15 compares CPU utilization for various RDMA transmission mechanisms
at the sending end for different data packet sizes. As shown in Figure 15, the CPU utilization
of the status-byte-assisted RDMA transmission mechanism is consistently lower than that
of the sliding window RDMA transmission mechanism. This is because the sliding window
RDMA transmission mechanism requires additional ACK receiving threads on the sender
end to handle ACKs promptly, which results in higher CPU utilization. In contrast, the
status-byte-assisted RDMA transmission mechanism eliminates the need for extra ACK
receiving threads by leveraging one-sided operations, resulting in a 20% reduction in
average CPU utilization.
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This reduction in CPU utilization directly supports our research objective of enhancing
resource efficiency in RDMA transmission, especially in edge computing environments han-
dling large-scale data transmissions. The findings demonstrate that the status-byte-assisted
mechanism not only reduces computational overhead but also significantly enhances sys-
tem performance under high-load conditions, thereby offering considerable potential for
real-world applications.

4.2.6. NIC Resource Utilization Analysis

In terms of RDMA resource utilization, the status-byte-assisted RDMA transmission
mechanism demonstrates high efficiency and significantly reduces RNIC resource usage on
the receiver end. This is because the status-byte-assisted RDMA transmission mechanism
utilizes one-sided operations and implements a stateless transmission strategy on the
receiver end, which eliminates the need to maintain QP connection status and requires only
maintaining locally registered memory block information. Consequently, it greatly reduces
the consumption of RNIC on-chip resources on the receiver end.

Figures 16 and 17 compare the minimum RNIC resource consumption required during
transmission for different RDMA transmission mechanisms. As shown in these figures, the
RNIC resource consumption of the status-byte-assisted RDMA transmission mechanism is
significantly lower than that of the sliding window RDMA transmission mechanism. In
the sliding window transmission mechanism, to prevent the receiver from continuously
sending ACKs, the sender initially issues three consecutive receive requests. Additionally,
the sender may issue an RDMA Write With Immediate request and a receive request
simultaneously, generating two CQEs. Consequently, the receiver might continuously
receive three requests, so the minimum capacity required for both the receive queue and
the completion queue is three. Overall, to reduce processing latency, the sender in the
sliding window RDMA transmission mechanism initiates an ACK receiving thread and sets
up two CQ queues to maintain continuous send and receive operations. Both sides issue
multiple receive requests during initialization, which increases the consumption of RNIC
on-chip resources. In contrast, in the status-byte-assisted RDMA transmission mechanism,
the sender needs to issue two RDMA Write requests for each send operation, generating
one CQE. An RDMA Read request, which also generates a CQE, is issued only when a
status byte of 1 is encountered in the second status byte memory block. Since the sender
serializes Write and Read requests, the minimum capacity of the sender’s send queue is two
and the completion queue’s minimum capacity is one. The receiver does not explicitly send
or receive any requests, so the capacity required for both the send queue and receive queue
is zero. In addition, establishing an RDMA connection necessitates creating a completion
queue with a minimum capacity of one.
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4.2.7. Special Features of the Status Byte in Memory Block Management

The status-byte-assisted RDMA transmission mechanism adds a status byte to each
memory block, enabling operations on individual memory blocks. In contrast, the sliding
window RDMA transmission mechanism requires sequential processing of memory blocks.
In practical applications, the receiver might need to retain data within a memory block.
The two transmission mechanisms handle this differently. To simulate this scenario, it is
assumed that the receiver retains the data from the third memory block at the 100-ms mark
and resumes processing at the 200-ms mark.

Figure 18 shows the throughput changes in the sliding window RDMA transmission
mechanism and the status-byte-assisted RDMA transmission mechanism in response to
specific demands. As depicted in Figure 18, the status-byte-assisted RDMA transmission
mechanism experiences only a 12% decrease in throughput after the 100-ms mark and
recovers at the 200-ms mark. In contrast, the sliding window RDMA transmission mecha-
nism stops sending data at the 100-ms mark, resulting in zero throughput until the memory
block is released at the 200-ms mark, after which the throughput recovers.
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The reason for this difference lies in the status-byte-assisted RDMA transmission
mechanism’s ability to set the status byte of a retained memory block to “unavailable”
while continuing to process the next memory block. In this scenario, the sending thread
skips over the retained memory block and continues processing until the device returns to
normal. With only two memory blocks used for data transmission, the throughput only
slightly decreases. Therefore, this flexible memory block handling capability of the status-
byte-assisted RDMA transmission mechanism enhances the system’s ability to manage
various unexpected situations. In contrast, in the sliding window RDMA transmission
mechanism, memory block sending and receiving must occur sequentially. Consequently,
a subsequent memory block cannot be sent before the preceding one, and the ACK for a
subsequent memory block cannot be sent before the preceding memory block’s ACK. As a
result, its throughput drops to zero.

One of the key advantages of the status-byte-assisted RDMA transmission mecha-
nism in practical applications is its ability to maintain transmission continuity effectively.
When network conditions change or delays occur, this mechanism dynamically adjusts
the allocation of memory blocks, ensuring that the data transmission process is not inter-
rupted. This continuity is particularly crucial in critical applications such as real-time video
streaming and autonomous systems, where any pause or interruption could lead to serious
consequences. By quickly adapting to changing transmission conditions, this mechanism
significantly reduces the risk of system downtime, ensuring efficient and stable operation.

Although the status-byte-assisted RDMA transmission mechanism provides signifi-
cant flexibility in memory block management, this flexibility also comes with some potential
drawbacks. Specifically, this mechanism requires status byte checks during data trans-
mission to flexibly manage the memory blocks. The status-byte-assisted mechanism does
not need to check the memory block status when the memory block is available. How-
ever, it needs to perform an additional check to find an available memory block when a
particular memory block is unavailable, which could increase additional CPU resource
usage. Moreover, the CPU resource consumption of the status-byte-assisted transmission
mechanism remains lower than that of the sliding window transmission mechanism as the
data transmission of the status-byte-assisted RDMA transmission mechanism is handled
by a single thread.

4.3. System Testing for the Multi-Tasking Video Streaming Delivery

The status-byte-assisted RDMA transmission mechanism supports multi-task pro-
cessing because each memory block has an independent status byte indicating its usage
status. In contrast, the sliding window RDMA transmission mechanism utilizes only two
pointers, which require memory blocks to be used and released sequentially. This can
lead to contention for pointer resources when multiple threads send data, and the order of
returned ACKs can be inconsistent due to various factors when multiple threads receive
data. Therefore, the sliding window RDMA transmission mechanism does not effectively
support parallel multi-threading. For transmitting real-time video streams from multiple
cameras, typically, multiple sliding window programs are needed for the sliding window
RDMA transmission mechanism, whereas only one status-byte-assisted RDMA transmis-
sion program is necessary for the status-byte-assisted RDMA transmission mechanism.

In this experiment, 12 simulated cameras were used, each filling memory blocks with
25 frames of data per second; the size of each frame is 640 × 480 × 3 bytes, and the system’s
throughput variation over time is recorded. Figure 19 shows the throughput variations in
multitasking scenarios using both the sliding window RDMA transmission mechanism
and the status-byte-assisted RDMA transmission mechanism. As shown in Figure 19, the
overall throughput of the status-byte-assisted RDMA transmission mechanism remains
relatively stable, concentrating around 7000 MB/s over a longer period. This is because the
status-byte-assisted RDMA transmission mechanism sequentially queries the first status-
byte memory block and sends memory blocks serially. The periods where throughput
is zero indicate that no data need to be sent, during which the program enters a sleep
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mode and periodically checks for new data to send. In contrast, the throughput of the
sliding window RDMA transmission mechanism fluctuates significantly over time, with a
broader range of transmission rates compared to the status-byte-assisted mechanism. This
is because each sliding window RDMA transmission program’s transmission times are in-
dependent, and multiple memory blocks can sometimes be transmitted in parallel, causing
substantial throughput variations and leading to unstable performance. Moreover, when
transmitting multiple data streams over the same period, the status-byte-assisted RDMA
transmission mechanism demonstrates more stable throughput than the sliding window
RDMA transmission mechanism, thus enhancing the system’s stability and reliability while
avoiding resource waste and bottlenecks.
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During the transmission process, the average CPU utilization of the status-byte-
assisted RDMA transmission mechanism is 106% and memory usage is 1.3%. In contrast,
the sliding window RDMA transmission mechanism has an overall average CPU utiliza-
tion of 168% and memory usage of 2.4%. In summary, the status-byte-assisted RDMA
transmission mechanism maintains a smooth throughput curve by efficiently organizing
tasks on the sending end and concentrating them into a single QP, while also saving CPU
and memory resources and reducing RNIC resource consumption.

To summarize the key findings and facilitate a clear comparison between the two
RDMA transmission mechanisms, the following Table 3 is provided. This table highlights
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the main strengths and weaknesses of each approach, offering a concise overview of the
performance, resource utilization, and specific features discussed above.

Table 3. Comparative analysis of RDMA transmission mechanisms.

Comparison Dimension Sliding Window-Based Mechanism Status-Byte-Assisted Mechanism

Synchronization Control
Latency

High, especially due to delays introduced by
ACK processing.

Low, using RDMA Read for unidirectional
synchronization, significantly reducing

control latency.

Transmission Latency High, involves bidirectional operations and
processing of ACKs.

Low, optimized transmission method using
unilateral transmission.

Throughput High, but performs poorly with small
packets, limiting throughput.

High, especially for small packets,
significantly improving throughput.

CPU Utilization High, need to create and manage additional
ACK receiving threads.

Low, reduces CPU utilization by using
one-sided operations.

RNIC Resource Consumption High, requires bidirectional communication. Low, one-sided operation and stateless
connections reduce resource consumption.

Memory Block Management
Characteristics

Sequential processing, less suited for parallel
data transmission.

Flexible handling, allows independent
management of each memory block and

supports parallel processing.

Limitations Poor performance with small packets,
limiting throughput.

Additional checks of status bytes may
increase CPU resource consumption.

Applicable Scenarios Suitable for general data transmission and
supports basic transmission needs.

Suitable for multi-task data transmission
scenarios, especially video streaming.

4.4. Future Work and Potential Improvements

Although the status-byte-assisted RDMA transmission mechanism demonstrates sig-
nificant advantages over the existing methods in optimizing multi-task video streaming,
there are several aspects that warrant further exploration and improvement.

One area for future research is optimizing status byte management. While the status-
byte-assisted RDMA transmission mechanism effectively manages memory blocks and
improves transmission efficiency, the handling and determination of status bytes might in-
crease system overhead. Therefore, future research could explore more efficient algorithms
for managing status bytes to reduce memory and computational resource consumption.
For instance, investigating methods to dynamically adjust the frequency of status byte
updates could optimize the system’s performance. Additionally, integrating advanced
technologies such as machine learning to predict and optimize status byte behavior may
lead to the development of more intelligent and autonomous systems. This integration
could not only enhance performance but also minimize the need for manual intervention
in data transmission management.

5. Conclusions

With the development of edge computing, there is an increasing need for edge servers
to collaboratively process data, accelerate data transmission, and reduce latency. This
paper evaluates the strengths and weaknesses of the sliding window RDMA transmis-
sion mechanism, particularly in relation to the multitasking requirements of the current
edge computing environment and the asymmetry inherent in RDMA’s unilateral opera-
tions. To address the shortcomings of the existing RDMA transmission mechanism, we
propose an RDMA data transmission mechanism based on status byte. The proposed
status-byte-assisted RDMA transmission mechanism modifies the data transmission and
synchronization methods of the sliding window RDMA transmission mechanism. By
utilizing the unique properties of status-byte-assisted RDMA transmission to precisely
control memory blocks, it provides a solution for multitasking processing and is well-suited
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for transmitting real-time video streams. Finally, we provide extensive experimental results
to validate the performance of the status-byte-assisted RDMA transmission mechanism.

Experimental analysis results demonstrate that the proposed status-byte-assisted
RDMA transmission mechanism improves all performance metrics compared to the sliding
window RDMA transmission mechanism. First, in terms of transmission latency and
throughput, when transmitting data packets ranging from 64 B to 8 MB, the status-byte-
assisted RDMA transmission mechanism reduces latency by 2 ns to 3.4 µs compared to the
sliding window scheme, and its throughput exceeds that of the sliding window scheme
for packet sizes up to 1 MB. Notably, for 256 B packets, the status-byte-assisted RDMA
transmission mechanism achieves a throughput 4.6 times higher than the sliding window
scheme. Second, in terms of resource utilization, experimental results show that the status-
byte-assisted RDMA transmission mechanism reduces average CPU utilization by 20%
under the same workload, while minimizing RNIC resource consumption. Lastly, the status-
byte-assisted RDMA transmission mechanism exhibits exceptional flexibility in memory
block transmission and support for multitasking, exhibiting greater stability and higher
throughput in multitasking scenarios. Additionally, in conjunction with multitasking
transmission, we utilize containers as the smallest computing units for data processing,
with K8s managing these containers by automating deployment, scaling, and operations.
This achieves more flexible resource coordination and allocation among edge servers.
These improvements make the status-byte-assisted RDMA transmission mechanism a
novel solution for efficient data transmission in edge computing environments, with broad
application prospects.
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