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Abstract: To address the limitations of the Deep Deterministic Policy Gradient (DDPG) in robot
path planning, we propose an improved DDPG method that integrates kinematic analysis and D*
algorithm, termed D*-KDDPG. Firstly, the current work promotes the reward function of DDPG
to account for the robot’s kinematic characteristics and environment perception ability. Secondly,
informed by the global path information provided by the D* algorithm, DDPG successfully avoids
getting trapped in local optima within complex environments. Finally, a comprehensive set of
simulation experiments is carried out to investigate the effectiveness of D*-KDDPG within various
environments. Simulation results indicate that D*-KDDPG completes strategy learning within
only 26.7% of the training steps required by the original DDPG, retrieving enhanced navigation
performance and promoting safety. D*-KDDPG outperforms D*-DWA with better obstacle avoidance
performance in dynamic environments. Despite a 1.8% longer path, D*-KDDPG reduces navigation
time by 16.2%, increases safety distance by 72.1%, and produces smoother paths.

Keywords: path planning; optimization DDPG; kinematic analysis; D* algorithm

1. Introduction

In complex and dynamic environments, wheeled robots require real-time, efficient
navigation to adapt to varying terrains and diverse obstacles, for which deep reinforcement
learning methods offer new solutions to promote navigation efficiency [1]. Such methods
continuously learn strategies to avoid obstacles through dynamic interactions between the
robot and its environment. The Deep Deterministic Policy Gradient (DDPG) algorithm is
a typical deep reinforcement learning algorithm that shows significant potential in small-
scale path planning and dynamic obstacle avoidance in highly complex environments.
However, the traditional DDPG shows two main limitations within the context of robot
navigation: firstly, DDPG does not consider the kinematic characteristics of wheeled robots
and might produce inefficient planning [2]; secondly, DDPG is prone to be trapped in local
optima [3], due to the lack of global information in a complex environment.

This paper proposes the D*-KDDPG algorithm, an improved version of DDPG. It
introduces two key enhancements: first, an upgraded reward function that considers the
kinematic analysis of wheeled robots, thereby improving the model’s training efficiency
and motion strategy optimization. Second, integrating the D* algorithm, which provides
global map information as a guide, significantly enhances navigation efficiency and path
quality by eliminating local optima in large-scale environments. Last, the paper thor-
oughly investigates the D*-KDDPG’s effectiveness under various map setups and scenarios,
providing solid evidence of its potential in real-world applications.
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The organization of this paper is as follows: Section 2 presents an overview of the
research background and related work. Section 3 introduces the D*-KDDPG method, in-
cluding the principle of DDPG, the robot kinematic analysis, the update of the reward
function, and the integration of the D* algorithm. Section 4 validates D*-KDDPG’s effec-
tiveness in the Gazebo environment. Section 5 summarizes the key findings of this research
and proposes future directions.

2. Relate Work

Traditional path-planning algorithms fall into two categories: global path planning
and local path planning [4]. Global planning algorithms, such as Dijkstra, D*, A*, Rapidly-
exploring Random Tree (RRT), and Genetic Algorithms (GA), can perform well in static
environments but are inefficient when dealing with dynamic obstacles. In contrast, local
path planning algorithms, such as Artificial Potential Field (APF), Dynamic Window Ap-
proach (DWA), and Ant Colony Optimization (ACO), can avoid obstacles in real-time with
smooth paths but show restricted robustness and generality due to unpractical parameters.
Researchers have tried to address the abovementioned issues from two perspectives.

The first approach optimizes and combines traditional methods. Wang et al. reduced
the overall road cost for mobile robots by introducing road condition indicators into the
evaluation function of the A* algorithm [5]. The A* algorithm has been combined with the
Dynamic Window Approach (DWA) to enhance the dynamic obstacle avoidance capability
of robots in complex environments [6,7]. Wang et al. optimized the DWA algorithm by
introducing differential manifold tangent vectors and improving the evaluation function,
enhancing the rationality and smoothness of path planning in environments with dense
obstacles [8]. However, these improved methods still suffer from poor adaptability and
reliance on initial parameter values in dynamic environments.

The second approach adopts reinforcement learning for path planning. The Q-learning
algorithm is a widely used classic reinforcement learning algorithm [9], thanks to its sim-
plicity and quick converging speed. However, it suffers from the “curse of dimensionality”
when dealing with complex environments. Deep reinforcement learning (DRL) combines
deep learning with reinforcement learning, leveraging deep learning’s capability to handle
high-dimensional information to learn end-to-end strategies for complicated planning
tasks. However, DRL-based path planning methods, such as DQN [10], double DQN [11],
and dueling DQN [12], require transforming high-dimensional continuous actions into
discrete action sequences, which may alter the structure of the action domain and hinder
the completion of path planning tasks. Lillicrap et al. proposed the deep deterministic
policy gradient (DDPG) algorithm [3], which combines both DQN and deterministic policy
gradient (DPG) [13]. In the same report, the DDPG was validated with improved stability
and reduced time compared to DQN.

Despite its high stability and efficiency, DDPG fails to obtain an optimal motion strat-
egy due to its reward function’s lack of kinematic characteristics. The absence leads to
redundant actions, slow responses to obstacles, and growing collision risk. Moreover, the
algorithm gets trapped in local optima in complex environments, due to the lack of global
information. To address these issues, Deng et al. set multiple optimization objectives based
on the longitudinal kinematic characteristics of vehicles to improve vehicles’ following
performance [14]. Yan et al. optimized the DDPG reward function based on robot kine-
matics, effectively overcoming DDPG’s drawbacks, like long training cycles and poor path
planning quality [2]. Zhu et al. designed a new DDPG reward function based on vehicle
kinematics and established an RDL-based speed control model. The presented model
significantly improves autonomous driving safety, operational efficiency, and comfort [15].
On the other hand, to address the ‘trapped in local optima’ issue, Li et al. addressed the
‘trapped in local optima’ issue of the RL planner via local RDL-based hierarchical plan-
ning [16]. Chen et al. introduced Sequential Linear Programming (SLP) as global guidance
to improve DDPG, remarkably increasing the ratio of successful navigations in dynamic
environments [17].
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In summary, integrating kinematic characteristics into DDPG can optimize a robot’s
path planning with a smoother path, while utilizing global information can enhance
DDPG’s navigation efficiency and adaptability. Therefore, this paper proposes a D*-KDDPG
model that integrates kinematic characteristics with global information into DDPG to
improve robot motion strategy.

3. Methods
3.1. DDPG Introduction

DDPG is a reinforcement learning algorithm that combines Q-learning and policy
gradient methods. The network structure of DDPG is shown in Figure 1, including an
online actor–network and an online critic network to learn optimal strategies. The online
actor–network interacts with the external environment in real time, during which it takes
actions under the online critic network’s guidance. The online critic network supervises the
online actor–network to conduct impending actions based on historical experience while
continuously updating its own value function Q. Notably, DDPG follows DQN’s idea and
introduces a replay buffer and two target networks to guarantee training stability. The
replay buffer caches historical experiences in the form of (si, ai, ri, si+1) for the critic network
to reference. The target networks save strategies learned by two online networks in recent
training epochs, with which they stabilize the critic’s evaluation and actor’s learning.
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During each training epoch, DDPG randomly samples a batch of historical experiences
from the replay buffer to form a learning sample set N*. For each sample (si, ai, ri, si+1) in
N*, DDPG calculates the target value yi [3],

yi = ri + γQ′(si+1, µ′(si+1

∣∣∣θµ′ )
∣∣∣θQ′ ) (1)

where ri represents the immediate reward, γ is the discount factor, the target actor–network
µ’(si+1|θµ’) is estimated by its parameter θµ’, and Q’ is the evaluation reference provided
by the target critic network and its parameter θQ’ based on temporal difference method.
Correspondingly, the online critic network calculates the loss L with target value yi [3],
such as,

L =
1
N ∑i (yi −Q(si, ai

∣∣∣θQ ))
2

(2)

where N is the number of experience samples, Q(si, ai|θQ) represents the evaluation made
by the online critic network based on current state si and action ai. Meanwhile, the online
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critic network updates its parameters θQ to minimize the loss L. With this updated value
function Q, the online critic network guides the online actor to update its strategy θµ [3],
such as,

∇θµ J ≈ 1
N ∑i∇aQ(s, a

∣∣∣θQ )
∣∣∣s=si,a=µ(si)∇θµ µ(s |θµ

)
|si (3)

At the end of every training epoch, DDPG uses a ‘soft update’ to update the weights of
two target networks [3], which helps the target network track the online networks’ progress
and maintain learning stability, such as,

θµ′ ← τθµ + (1− τ)θµ′

θQ′ ← τθQ + (1− τ)θQ′ (4)

Once the training is completed, the online actor determines the next action a based on
its current state s, strategy θµ, and real-time interactions with the environment [3], such as,

a = µ(s|θµ ) + N (5)

where the random noise N is added by the actor–network to extend the exploration range.
As shown in Equation (1), the reward function r directly influences the target value yi

during training, consequently altering the loss value L and the update of value function
Q. Thus, r reflects DDPG’s preference in strategy learning, and a qualified r, as the critic’s
feedback to the actor’s learning, can help the critic network guide the actor to learn the
expected strategy more effectively.

3.2. KDDPG: Local Path Planning Method Based on Kinematic Analysis

When applied to robot path planning, DDPG should decide its next action based on
the robot’s current state and environmental information (such as the goal position and
obstacle positions). Specifically, DDPG should regard a robot’s kinematic characteristics, its
proximity to the goal, and its surrounding environment to ensure effective path planning.
Therefore, this work will present a two-wheel robot’s kinematic model and its environment
perception model in Section 3.2.1 and then introduce how to integrate them into robot path
planning via updating DDPG’s reward function in Section 3.2.2.

3.2.1. Kinematic Model and Environmental Perception Model

The kinematic model and the environmental perception model of a two-wheeled
differential mobile robot are shown in Figure 2, illustrating the robot’s position and state at
consecutive time points as well as the surrounding environmental information. The robot’s
state update equation based on its kinematic is:

st+1 = f (st,
→
at) +

→
δt =

xt + vT cos(θt +
ωT
2 ) + δx,t

yt + vT sin(θt +
ωT
2 ) + δy,t

θt + ωT + δθ,t

 (6)

where T is the unit sampling period, state st = [xt, yt, θt]T collectively represents the robot’s
position (xt, yt) and orientation angle θt, and control variables at = [v, ω]T updates robot’s
state via its linear velocity v and angular velocity ω, δx,t, δy,t, and δθ,t denotes Gaussian
noises in x, y, and θ, respectively, simulating the impact of real-world uncertainties on the
robot’s motion.
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Figure 2. The kinematic model and the environmental perception model of a two-wheel mobile robot.

For a robot running at speed v, the corresponding minimum braking distance Xv,min is
given by:

Xv,min =
v2

2amax
(7)

where amax is the robot’s maximum braking deceleration. Obviously, a higher running
speed results in a longer minimum braking distance. Thus, the current work denotes the
robot’s minimum braking distance at its maximum speed vmax as the buffer distance Xmin,
and defines the robot’s safety radius rs accordingly, such as,

rs = Xmin + R

Xmin = v2
max

2amax

(8)

where R is the robot’s minimum bounding radius. Furthermore, by comparing rs with the
distance between the robot and the obstacle, we can determine whether the robot is in a
collision zone.

For environmental perception, we set the goal attractive potential field Ugoal(st) and
the obstacle repulsive potential field Uobs(st) as:

Ugoal(st) =
1
2 kdgoal

2

Uobs(st) =
n
∑

i=1
ei · (di − rs)

(9)

where k is the coefficient of the attractive potential field, dgoal is the distance between the
robot’s current position and the goal point, di is the scanning distance of the i-th laser
beam, and ei is the weight of di. With such notions, di − rs represents the difference
between the obstacle’s distance and the safety distance, and a smaller (di − rs) indicates a
higher collision risk. The size of the obstacle is measured by the number of laser beams
that sense the obstacle. Ugoal(st) indicates the robot’s proximity to the goal point, while
Uobs(st) comprehensively considers the distance, relative direction, and size of the obstacle,
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indicating the robot’s proximity to the obstacle. We then refer to the gradients of Ugoal(st)
and Uobs(st) as,

Fgoal,t = −∇Ugoal(st)
Fobs,t = ∇Uobs(st)

(10)

where Fgoal,t represents a vector pointing towards the goal, and Fgoal,t represents a vector
pointing away from the obstacles. Therefore, Fgoal,t directs the robot to move towards the
goal, and Fgoal,t guides the robot to move away from obstacles.

Based on the above two models, we will design a reward function to optimize the
robot’s path-planning performance in the following section.

3.2.2. Reward Function Setup

Combining the kinematic model and environmental perception of the robot in
Section 3.2.1, this paper upgrades DDPG’s reward function r as follows; its composition is
shown in Figure 3.

r = ωgoal · rgoal + ωobs · robs + ωsmooth · rsmooth + ωlv · rl v (11)

where rgoal, robs, rsmooth, and rlv denote reward consideration on the robot’s goal approach,
obstacle avoidance, path smoothness, and navigation efficiency, respectively, and ωgoal,
ωobs, ωsmooth, and ωlv are the corresponding weights.
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Reward rgoal is defined based on Fgoal,t (Equation (10)), such as,

rgoal =

{
rarrival if dgoal < dgmin
Fgoal,t otherwise

(12)

where dgoal is the distance from the robot to the goal, and dgmin is the distance threshold.
When dgoal is less than dgmin, a significant positive reward rarrival is provided.

Rewards robs are defined based on Fobs,t (Equation (10)), such as,

robs =

{
rcollision if dro < dcollision
Fobs,t otherwise

(13)

where dcollision is the collision threshold determined by the robot’s actual dimensions. A
collision occurs if the minimum scanning distance dro is less than dcollision, for which robs
retrieves a significant negative reward rcollision.

Reward rsmooth encourages the robot to pursue a smooth path, avoiding excessive
sharp turns. It denotes the changes in the robot’s linear velocity ∆v and angular velocity
∆ω, such as,

rsmooth = − (α · |∆v|+ β · |∆ω|) (14)
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where α and β are weight factors that balance the influence of changes in linear and angular
velocities, respectively. This reward penalizes significant velocity changes and hence
rewards smoother paths.

Reward rlv encourages the robot to maintain a stable speed, thereby improving navi-
gation efficiency, such as,

rl v =

{
rlp if lv < lvmin
0 otherwise

(15)

where lvmin is a predefined speed threshold. DDPG will receive a negative reward rlp when
the linear velocity v is smaller than lvmin.

3.3. Integration of Global Algorithm D* with KDDPG

In large-scale dynamic environments, the DDPG model is limited by its perception
range and lacks the utilization of global information, which can lead to redundant actions
and getting trapped in local optima. This paper integrates a global path-planning algo-
rithm named D* algorithm with KDDPG to enhance navigation efficiency and safety. The
D*-KDDPG algorithm represents a typical two-layer path planning structure that integrates
global and local path planning. The global path planner uses the D* algorithm to make
high-level path decisions based on a known map, providing long-term goals and a route
framework for the local path planner. Guided by the global path, the local path planner
KDDPG refines and adjusts the path in real-time, responding quickly to environmental
changes and avoiding unexpected obstacles. This two-layer structure combines the effi-
ciency of global planning with the flexibility of local planning, enabling the path planning
process to adapt to complex environmental changes while maintaining the pursuit of the
overall goal. The pseudo-code for this integration is presented in Algorithm 1.

Algorithm 1 D*-KDDPG path-planning algorithm

Input: Map: 2D Grid Map, S: Start position, G: Goal position, S’(x, y): Current robot coordinates,
dgoal: The distance of robot to goal, ε: Reference-Goal threshold, δ: Goal-Reach
threshold, KDDPG_Move: Pre-trained KDDPG model, MAXTIME: Timeout
threshold.

Output: Path to the Goal position
1: function D*-KDDPG (Map, S, G, S’(x, y), dgoal, ε, δ, KDDPG_Move, MAXTIME)
2: Global Path← D_star(Map, S, G)
3: StartTime← GetCurrentTime()
4: for G’ in Global Path do
5: while dgoal > δ do

6: Compare
√
(x− G′.x)2 + (y− G′.y)2 with ε

7: ReferenceGoal← Select the point closest to threshold ε

8: KDDPG_Move (S’, ReferenceGoal)
9: TimeElapsed← CurrentTime–StartTime
10: if TimeElapsed > MAXTIME or Collision then
11: return Fail to reach Goal
12: end if
13: end while
14: if dgoal <= δ then
15: return Success to reach Goal
16: end if
17: end for
18: end function

Algorithm 1 presents three stages of the D*-KDDPG algorithm. Firstly, the D* algo-
rithm generates a global path based on a known 2D map. The generated path composes a
sequence of path nodes connecting the robot’s initial position and the global goal. Next, for
each stage of local path planning, D*-KDDPG selects a path node from the global path as
a local reference goal. The path nodes are selected as candidates if their distances to the
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robot’s current locations are smaller than a given threshold ε, and the nearest one is selected
as the local reference goal, accordingly. The global goal becomes the current reference goal
if no candidate arises. Finally, KDDPG drives the robot toward the selected reference goal
and completes the local path planning. The process continues until the robot achieves the
global by following the global path generated by D*.

4. Experiments and Results
4.1. Training Experiment Setup

The current work employs Gazebo as the simulation environment for training and
validation, within which a robot, “Turtlebot3 Waffle”, is selected as the experimental robot.
The selected robot is equipped with encoders, an inertial measurement unit, and a laser
radar, for which the parameters are shown in Table 1. The laser radar provides 24 equally
angular spaced scan data, which cover an angular range of (−90◦, 90◦) and a distance
range of (0.12 m, 3.0 m). In this study, the authors successfully implemented the proposed
algorithm by coding. Furthermore, the improved DDPG and D* algorithms were integrated
using the move_base package in the Robot Operating System (ROS). The training was
conducted on a platform equipped with an NVIDIA GTX 2080Ti, using the Adam optimizer
with a learning rate set to 0.0001.

Table 1. Main parameters of mobile robot.

Parameter Value

Robot size (mm) 306 × 282.57 × 142.35
Max angle speed (rad/s) 1.82
Max speed (m/s) 0.26
Max payload (kg) 30

4.2. Model Training

Figure 4 illustrates the model’s training performance. Against the simulation envi-
ronment (Figure 4a), Figure 4b shows the changes in reward values during KDDPG and
DDPG’s training, where the reward values are sampled every 4000 steps to minimize the
random variations. Towards the same goal point, both KDDPG and DDPG are trained
50 times to count their success rate (Figure 4c).
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The results demonstrate that KDDPG outperforms DDPG in terms of convergence
speed and navigation performance. KDDPG converges at a success rate of 90% after
approximately 20,000 steps, while DDPG achieves a 60% success rate after 75,000 steps,
resulting in a four-fold longer training time.
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4.3. Experiments

The trained DDPG, KDDPG, and D*-KDDPG models are further compared with D*-
DWA to benchmark their performance, where D*-DWA and D*-KDDPG rely on a global
map for navigation, and DDPG and KDDPG perform mapless navigation. The following
metrics were used for the performance comparison:

• Navigation Time (NT): The time required to complete the navigation.
• Path Length (PL): The total length of the generated path.
• Curvature Smoothness (CS): The integral of the square of the curvature, which is used

to measure the smoothness of the path [18]; lower values indicate smoother paths.
• Safety Distance (SD): A distance used for collision detection, which is calculated by

subtracting 0.141 m (a reference value based on the robot’s dimensions) from the
radar’s detection distance. A collision is assumed to happen when SD reaches zero.

In particular, when a collision occurs, the path planning fails, and NT is set to the time-
out MAXTIME as specified in Section 3.3. It is noteworthy that a larger safety distance can
enhance the safety of the planned path but may increase navigation time and path length.

4.3.1. Static Environment Experiments

Four static environments are constructed to compare the four algorithms’ performance.
The four environments, namely ENV-S1, ENV-S2, ENV-M, and ENV-L, feature varying
complexities, i.e., ENV-S1 and EVN-S2 are relatively simple, ENV-M features a medium-
level complexity, and ENV-L is the most complex with three alternative targets. The path
results and experimental data are shown in Figures 5 and 6, respectively. Notably, DDPG
produces collisions in ENV-M and ENV-L, and KDDPG produces a collision in ENV-L, for
which the corresponding curvature smoothness is set to the maximum and illustrated in
shadows in Figure 6.
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As shown in Figure 6, regarding path planning efficiency, KDDPG outperforms DDPG
with a 9.9% smaller NT and a 9.2% shorter PL. However, KDDPG performs several unnec-
essary actions and shows limited improvement in the complex ENV-L because it fails to
utilize the environment’s global information. In contrast, D*-KDDPG achieves an 11.5%
less NT and a 13.6% shorter PL than KDDPG by consulting the global information, and the
same model results in a 0.8% more NT and a 3.9% longer PL than D*-DWA, another model
utilizing the global information. For path smoothness, KDDPG’s performance is much
better than DDPG but poorer than D*-KDDPG and D*-DWA, as the latter two produce
equivalently low curvature smoothness. For robot safety, D*-KDDPG maintains a safety
distance 67.3% larger than those of D*-DWA.
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In summary, D*-KDDPG can plan shorter, smoother, and safer paths within reduced
periods than DDPG and KDDPG, and it produces paths featuring significantly enhanced
safety and approximately the same length and curvature smoothness as D*-DWA and
D*-KDDPG without additional time costs.

4.3.2. Dynamic Environment Experiments

In the following experiments, an obstacle is placed dynamically in the robot’s impend-
ing path to test navigation algorithms’ ability to handle unexpected obstacles. The obstacle
is a square with varying sizes (0.5 or 1.0 m) at varying distances (0.6, 1, and 1.5 m) from
the running robot. The two sizes and three distances produce six experiment scenarios
labeled (a) to (f), as shown in Figure 7. The experimental results are presented in Figure 8
and Table 2.

Table 2. Curvature Smoothness of Dynamic Environment.

Algorithm a b c d e f

D*-DWA 4819 6546 17,661 1.71 190 2792
DDPG collision collision collision 74 1.35 collision

KDDPG 20 2.79 collision 1.28 1.30 419
D*-KDDPG 2.61 1.03 137 0.666 0.519 11.9

DDPG can avoid small and distant obstacles (Figure 7d,e) but fails to avoid massive
obstacles in near range. In contrast, KDDPG can avoid obstacles in most cases, and
two global-information-aided algorithms, D*-KDDPG and D*-DWA, successfully avoid
obstacles in all scenarios. For the latter two models, D*-DWA performs unnecessary actions
in some cases because it fails to locate an avoidance obstacle in time, leading to sharp shifts
in curvature and extended PL.
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More specifically, per path planning efficiency, D*-KDDPG improves the average NT
by 34.1%, 22.2%, and 16.2% than DDPG, KDDPG, and D*-DWA, respectively, featuring
relatively minor variance (less than 3.98). On the other hand, the average PL produced
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by D*-KDDPG is approximately equal to that of D*-DWA, with an increase of 1.8%. As a
comparison, D*-KDDPG outperforms DDPG and KDDPG significantly by a 24.2% shorter
average PL and 15.9% less variable. Per path safety, D*-KDDPG and KDDPG maintain
a high average SD, where D*-KDDPG shows a minor variance. D*-KDDPG improves
SD by 72.1% compared to D*-DWA. Per path smoothness, D*-KDDPG shows significant
improvements in curvature smoothness compared to other methods. D*-DWA exhibits large
curvature changes when facing dynamic obstacles due to the high weight of movements
in DWA’s evaluation function and the resulting sharp adjustments in speed. In contrast,
D*-KDDPG effectively diminishes large curvature changes thanks to its long-term planning
and continuous action space planning capabilities. Moreover, Figure 9 illustrates the
curvature of paths planned by D*-DWA and D*-KDDPG in scenario (c) as a validation.
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In the ENV-L, static and dynamic obstacles were added to compare D*-DWA and D*-
KDDPG within such a complicated environment. Static obstacles of size 0.5 m × 0.4 m are
placed at coordinates (6.5, 7) and (9.25, 8.5), respectively. Additionally, a cylindrical dynamic
obstacle with a diameter of 1 m and a speed of 0.26 m/s is introduced along the route from
(5, 5) to (1, 1). Figure 10 illustrates the resulting paths, with experimental data listed in Table 3.
The data indicates that D*-KDDPG shows improvements in the other three metrics compared
to D*-DWA while maintaining a comparable PL.
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The green dot represent target point, and the red squares represent dynamic obstacles, and the red
dash line represents the path of a cylindrical obstacle (1 m diameter, 0.26 m/s speed) from (5, 5) to
(1, 1). The black lines indicate the D*-DWA paths, and the green lines indicate the D*-KDDPG paths.

Table 3. Dynamic Complexity Environment Path data.

Algorithm NT PL SC SD

D*-DWA 64.622 16.145 9.512 0.042
D*-KDDPG 63.075 16.554 2.915 0.108
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In summary, compared to D*-DWA, D*-KDDPG reduces navigation time and improves
navigation efficiency when facing dynamic obstacles. Additionally, it significantly enhances
safety distance and curvature smoothness, demonstrating its superiority in obstacle avoid-
ance safety and navigation efficiency.

5. Conclusions

The proposed D*-KDDPG method effectively improves DDPG by integrating kine-
matic analysis and the D* algorithm, significantly enhancing the model’s path planning
quality and safety while avoiding local optima issues. The proposed method significantly
improves path planning efficiency in training and experiments. Training experiments indi-
cate that D*-KDDPG achieves convergence with only 26.7% of the training steps required
by DDPG and a higher navigation success rate. For experiments, D*-KDDPG outper-
forms DDPG and KDDPG with a higher success rate, faster planning speed, and more
secure paths for static and dynamic scenarios. In static scenarios, D*-KDDPG shows only
a marginal increase in path length and navigation time (less than 3.98%) compared to
D*-DWA while increasing the safety distance by 67.3%. Also, D*-KDDPG demonstrates
higher navigation efficiency than D*-DWA in dynamic scenarios since it achieves a 16.2%
reduction in navigation time, improved curvature smoothness, and a 72.1% increase in
safety distance. Future research will focus on improving the robustness of the algorithm
and the fusion of sensor data to optimize the robot’s path-planning performance.
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