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Abstract

:

This paper focuses on predicting road passenger probability and optimizing taxi driving routes based on trajectory big data. By utilizing clustering algorithms to identify key passenger points, a method for calculating and predicting road passenger probability is proposed. This method calculates the passenger probability for each road segment during different time periods and uses a BiLSTM neural network for prediction. A passenger-seeking recommendation model is then constructed with the goal of maximizing passenger probability, and it is solved using the NSGA-II algorithm. Experiments are conducted on the Chengdu taxi trajectory dataset, using MSE as the metric for model prediction accuracy. The results show that the BiLSTM prediction model improves prediction accuracy by 9.67% compared to the BP neural network and by 6.45% compared to the LSTM neural network. The proposed taxi driver passenger-seeking route selection method increases the average passenger probability by 18.95% compared to common methods. The proposed passenger-seeking recommendation framework, which includes passenger probability prediction and route optimization, maximizes road passenger efficiency and holds significant academic and practical value.
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1. Introduction


With the significant increase in the urban population, the demand for transportation services has also risen, posing new challenges for the development and management of urban public transportation systems. As a vital part of urban public transportation, taxis play an important role in the city’s transportation network, which includes public transport, private cars, electric vehicles, motorcycles, and bicycles. Taxis have notable advantages in terms of shared use and travel distance, providing flexible and fast transportation services that meet the spatial and temporal needs of urban travel to a high degree, making them a key choice for medium- and short-distance travel for city residents [1]. However, with the continuous increase in the number and variety of vehicles and the diversified growth of travel demands, taxi operations have encountered difficulties. According to surveys, the current taxi vacancy rate remains high at 30–40%, while passengers in many locations still face the issue of “difficulty hailing a taxi”. Taxis exhibit an imbalanced supply and demand in terms of spatial and temporal distribution, with either “clustering” or “absence”, resulting in two problems: “drivers having difficulty finding passengers” and “passengers having difficulty finding taxis”. This imbalance leads to a higher taxi vacancy rate, a decline in service levels, and challenges for drivers in maintaining profitability. To resolve the issues of “clustering” and “absence”, smarter vehicle dispatching and route guidance are needed to achieve a dynamic balance between supply and demand, improve taxi operational efficiency, and enhance the passenger experience, thereby creating a positive cycle and further promoting the development of the taxi industry. The GPS devices installed in taxis record important information such as the taxi’s latitude and longitude, time, speed, direction, and passenger status. By mining and analyzing taxi GPS trajectory data, the operational patterns of taxis and the travel patterns of residents can be determined, facilitating the recommendation of passenger-seeking routes and destinations, which improves passenger-seeking efficiency and reduces vacancy rates.




2. Literature Review


In the mining and application of trajectory data, researchers have achieved many results. For example, Lai et al. leveraged trajectory data from Fuzhou Metro to enhance short-term passenger flow prediction using an improved particle swarm optimization algorithm, showcasing the effectiveness of trajectory data in optimizing rail transit prediction models [2]. Na et al. mined the urban road network flow based on the net car travel data, which in turn leads to the optimization of the net car travel route scheme in different time periods [3]. Zhou et al. proposed a method for optimizing the passenger search routes of rental cars by considering three indicators, namely, the probability of carrying passengers, the unloaded traveling time, and the regional supply–demand ratio [4]. Chou et al. [5] introduced a fusion clustering algorithm based on trajectory data to improve the clustering accuracy of trajectory data. Liu et al. [6] used an optimized affinity propagation (AP) clustering algorithm to determine the locations of shared car stops by analyzing the OD points in the GPS trajectory data of Beijing taxis and then predicted the optimal arrangement of shared car stops. Zhou et al. [7] proposed a human cognitive mechanism mimicking the data and knowledge-driven combination of pedestrian intention estimation and trajectory prediction method by constructing a knowledge graph of a pedestrian crossing scene and combining it with the Bayesian network to estimate the pedestrian crossing intention; they then combined it with the data to drive the prediction of pedestrian trajectory characteristics. In the context of the rapid growth of trajectory data and the development of big data technology, how to mine meaningful individual information and group patterns from trajectory data has become a research hotspot.



More and more researchers are focusing on improving road passenger-carrying probability. In order to improve the efficiency of passenger-seeking, Dang Pengfei [8] established a two-stage taxi driver passenger-seeking program recommendation model to give dynamic recommendations to the driver’s passenger-seeking program. Tang et al. [9] established a regression model for taxi passenger trips by combining the data of residents’ appearances, urban land-use data, weather data, etc., and the number of slice posts. Weather conditions were then analyzed using the regression model constructed based on the RBF neural network, time period, and area of the district, as well as the number of residents in the district and whether it was a working day. Niu Dandan [10] obtained visualized feature data by processing taxi passenger travel data using the method of multi-view cooperative interaction and analyzed the spatial and temporal distribution of urban taxi passenger travel features according to the results. Si et al. [11] investigated the effects of psychological activities such as attitudes, subjective norms, behavioral control, and destination choice intention of taxi drivers for three types of destinations, namely, commercial areas, residential areas, and airport areas.



Zhou et al. [12] proposed a DBSCAN algorithm based on grid optimization to improve the efficiency of passenger search by mapping taxi trajectory data to a grid of the same size and generating clusters based on a width-first search so as to quickly mine hotspot areas. Feng et al. [13] proposed a popular passenger route mining algorithm based on spatio-temporal similarity clustering to improve the efficiency of passenger searches by analyzing the passenger trajectory data of more than 3000 taxis in Lanzhou City for one week to improve the efficiency of passenger searching. Xie et al. [14] proposed a method to calculate travel time based on the grid traffic state by gridding the selected area, constructing a macroscopic base map using taxi GPS data, and then analyzing the data by mining the data of the taxis loaded with passengers. Meghna et al. [15] proposed an algorithm based on spatial and temporal similarity clustering to improve the efficiency of passenger search. This was estimated by estimating the relationship between socio-demographic factors and the factors influencing car rental decisions—time flexibility is the most important consideration for taxi target passengers. Ku et al. [16] developed a model that includes online taxi platforms, taxi companies, and gasoline vehicle leasing companies and analyzed the pricing strategy of the system and its impact on the drivers’ net income, rental prices, and wages. Yang et al. [17] proposed a passenger–taxi matching queuing model that reveals the queuing dynamics of passengers and taxis at taxi stands in transportation hubs by taking into account real-world factors such as multiple boarding points, matching time, and arrival rates over time. However, the existing studies mainly give suggestions for finding passengers by mining the activity behavior and space of taxi drivers in the process of finding passengers as well as the characteristics of passengers’ travel activities, but they ignore the probability of finding passengers, which is the most important concern of taxi drivers in the actual process of finding passengers, and maximizing the search for passengers around the cruising roads and hotspots is not a kind of shortest-path or least-cost idea to plan the path of finding passengers. Therefore, in terms of the probability of finding passengers, the above research still lacks a better solution and research conclusions.



On the issue of path planning, An et al. [18] first proposed a topological map-matching algorithm based on taxi trajectory data that considers four weights of headway orientation, proximity distance, roadway connectivity, and turning restrictions and then proposed a taxi travel trajectory recognition method through analysis, on the basis of which a storage structure model of taxi GPS trajectory was established. On the basis of a large number of conclusions on taxi GPS data mining, more scholars began to work on the research about taxi hierarchical path planning. For example, Du et al. [19] used a Long Short-Term Memory Recurrent Neural Network (LSTM-RNN) with a Mixed Density Network (MDN) to predict taxi demand. An integrated learning model integrating linear regression (LR), ridge regression (RR), and multilayer perceptron (MLP) is used to obtain the results for fare prediction. Zhao [20] proposed a method of distance metrics between trajectories and extracted the center-of-mass empirical trajectories by clustering through the similarity of trajectories; on this basis for the study of path planning methods, a hierarchical path planning method based on empirical routes was proposed. Liu et al. [21] proposed a hierarchical path planning method using AdaBoost Bagging Maximum Entropy Deep Inverse Reinforcement Learning to learn cruising strategies from experienced taxi driver trajectories and developed a trajectory-based self-attentive bi-directional LSTM model to adjust cruising speeds on different roads for taxi path planning. Yang et al. [22] proposed a multi-path standardized glide based on the System Optimal Traffic Assignment (SOTA) Route (MPSTR) planning and validation method, and the results show that MPSTRs is a promising approach for balancing the safety and efficiency of STR-based taxi operations and dynamic route optimization. Yang et al. [23] used annual taxi trajectory data of the city of Porto from the Kaggle platform and compared the performance of two spatial indexing structures, namely, the K-d tree and the R-tree, in dealing with large-scale datasets in terms of efficiency and overhead. These findings provide an important reference for taxi path planning and other big data applications. Zhu et al. [24] applied a time-optimal and privacy-preserving carpool path planning system via deep reinforcement learning. The system uses the traffic information around the carpool vehicle to optimize the travel time of passengers and generates a detailed route plan for the carpool vehicle. Yang et al. [25] proposed a route planning mechanism for supermarket shuttle service based on large-scale taxi GPS trajectory information, which optimizes the shuttle routes by exploring pick-up and drop-off information in order to improve the quality of service. Hsieh et al. [26] proposed an algorithm to optimize taxi route planning by combining multiple factors by constructing a grid-based road network graph and using deep learning techniques to predict taxi demand and destination distribution. By combing through the literature, it was found that existing studies usually conduct multi-objective route planning based on trajectory data in the dimensions of cost and time. However, taxi loading is not a mere passenger demand event, and if only the fixed point-to-point person-vehicle matching between taxis and passengers is studied and only a single path between a fixed starting point and a destination point is considered, the algorithms and modeling will inevitably suffer from the problem of incomplete influencing factors that lead to biased results.



In summary, it is found that the existing research based on artificial intelligence, trajectory data-driven hotspot area mining for picking up and dropping off passengers, the construction of passenger-seeking recommendation index model, and the recommendation of taxi passenger-seeking strategy are developed in the direction of high accuracy, reasonableness, and practicability, which lays the foundation of the research in this paper. However, there are still the following shortcomings: the strong time-varying nature of the road passenger probability brings great challenges to the accuracy of the related research results, and the existing research focuses on the performance of clustering algorithms and optimization algorithms but ignores the pursuit of road passenger probability, which is the most essential part of the taxi driver’s passenger search behavior.



Therefore, this paper proposes a method for calculating and predicting the probability of passenger-seeking road loads, constructs a road load prediction model based on the BiLSTM neural network, and calculates the load probability of all roads by the road load probability calculation method. Then, a passenger-seeking route recommendation model for taxi drivers is proposed, and the Pareto solution set of the passenger-seeking scheme is solved based on the NSGA-II algorithm, which solves the problem of recommending passenger-seeking paths for taxis according to the conditions of real-time changes in the probability of carrying passengers. The technical route is shown in Figure 1.




3. Data Preparation and Data Preprocessing


This paper provides a detailed introduction to the source of the raw data and the reasons for selecting Chengdu taxi trajectory data as the research subject. It also discusses data preprocessing, which provides high-quality foundational data for the subsequent key issue of road passenger probability prediction.



Taxi trajectory data are a type of spatiotemporal big data with high data quality, extensive collection range, and detailed records of spatiotemporal information characteristics. It contains rich spatiotemporal information, which can be analyzed to uncover the spatiotemporal travel patterns of residents, perceive urban traffic congestion, understand taxi driver driving experience, and analyze and predict taxi supply and demand balance based on demand. Currently, there is extensive research on taxi trajectory data mining. However, for data owners (taxi companies and ride-hailing platforms), there is a concern that taxi trajectory datasets may pose a risk of leaking personal travel information, especially sensitive fields such as user IDs, order costs, and driver incomes. Therefore, these datasets are not publicly available, making it difficult to obtain high-quality trajectory data [27].



For mining urban residents’ travel patterns, the more stable the temporal characteristics of urban travel, the more conducive it is to obtaining generalizable research conclusions. Therefore, this paper compares and selects trajectory data from Beijing, Shanghai, Guangzhou, and Chengdu, including data from the year 2020. The specifics are shown in Table 1.



Under the dual impact of new transportation modes like ride-hailing and the COVID-19 pandemic, the taxi passenger volume in all four cities experienced varying degrees of decline compared to pre-pandemic levels. Chengdu saw the smallest decrease in taxi passenger volume, with a year-on-year decline of only 12.7%, demonstrating good representativeness in terms of the temporal stability of urban residents’ travel patterns.



Chengdu, located in the western part of the Sichuan Basin between longitudes 102°54′ E and 104°53′ E and latitudes 30°05′ N and 31°26′ N, covers a total area of 14,335 square kilometers, with an urban area of 1421.6 square kilometers. It is one of the central cities in China. As of the end of 2022, Chengdu administratively comprises 11 districts, including Jinjiang, Qingyang, Jinniu, Wuhou, and Chenghua; as well as five county-level cities, including Jianyang, Dujiangyan, and Pengzhou; and four counties: Jintang, Dayi, Pujiang, and Xinjin. This forms an administrative structure of 11 districts, five county-level cities, and four counties, as shown in Figure 1. Chengdu’s permanent population and urban population are 21.192 million and 16.843 million, respectively, with an urbanization rate of 79.5%. The daily travel demand of urban residents is high. Chengdu has now essentially established an international inland comprehensive transportation hub and a modern integrated transportation system. Therefore, selecting Chengdu as the research area is highly representative. The location of Chengdu is shown in Figure 2.



3.1. Data Description


This study selected one week’s worth of taxi trajectory data from Chengdu as the research subject. The daily data file is approximately 1 GB in size, and the data file format is CSV. During the exploration of road passenger volume prediction, the trajectory data for the entire month of August were used. The data fields are shown in Table 2.




3.2. Data Preprocessing


In taxi trajectory big data, there may be a certain amount of abnormal data due to the instability of the equipment. To complete the data mining work more accurately, this study preprocesses the raw data before starting the research. The trajectory data preprocessing can be divided into five core stages: data quality inspection, outlier handling, abnormal and missing value handling, abnormal GPS trajectory processing, and extraction of passenger pick-up and drop-off points [28,29].



Data quality inspection is a crucial step in preprocessing and is an important foundation for ensuring the correctness of the analysis conclusions. The main task of data quality analysis is to check for the presence of “dirty data”. Common dirty data in taxi trajectory datasets include missing values, outliers, inconsistent formats, duplicate data, and unexpected abnormal trajectory points outside the study area.



3.2.1. Deletion of Outliers


The study area of this paper is Chengdu, located between longitudes 102°54′ E and 104°53′ E and latitudes 30°05′ N and 31°26′ N. Therefore, data outside this range of latitude and longitude coordinates are excluded from this study.




3.2.2. Handling Outliers and Missing Values


Abnormal values refer to data that are either incorrectly entered or unreasonable. Typically, abnormal values significantly deviate from the range of most observations. For example, in the passenger status field, a value of 1 indicates the taxi is occupied, while a value of 0 indicates it is empty. Ideally, the passenger status should alternately appear as continuous 0 s followed by continuous 1 s. A typical abnormal situation would be a sudden appearance of a 0 within a sequence of 1 s. Although it is possible that in hotspot areas, the passenger waiting time is so short that an empty interval is too brief to record a complete normal passenger process, such situations are exceedingly rare and are therefore not considered in this study.



Missing values primarily include the complete absence of data records and the absence of information in certain fields. Based on past experience, the fields most prone to missing values are longitude, latitude, and time. In the process of handling taxi trajectory data in this study, if a sample record has most of its valid data missing and interpolation might change its original meaning, the record is directly deleted.



In summary, this paper carries out data cleaning under the following circumstances. First, data points with latitudes and longitudes outside the research scope are removed. Chengdu is located between 102°54′~104°53′ E and 30°05′~31°26′ N, and trajectory records outside this range are deleted. Second, some fields may be empty or missing; if these fields affect subsequent analyses, the corresponding records are deleted. Third, there are multiple duplicate records at the same location or from the same vehicle ID within a short period. This could be due to temporary stops or disruptions caused by traffic congestion or road control. Such duplicate trajectory records are removed.




3.2.3. Filtering Anomalous GPS Tracks


Abnormal GPS trajectory refers to when the data that the position recorded by the GPS device deviate from the actual position, and research shows that data drift is more likely to occur when the positioning object is in a stationary or low-speed moving state and the key pick-up and drop-off points are almost all in the taxi when it is stationary or moving at a low speed, so the drift data cleaning work is very important. In this paper, the DP (Douglas–Peucker) algorithm is used to clean the drifted data, and its basic principle is to connect the three trajectory points A, B, and C into a triangle; then, the area of the triangle is


  S =   l ( l − a ) ( l − b ) ( l − c )    



(1)




where  a ,  b , and  c  are the lengths of AB, BC, and AC, respectively, and  l  is half the perimeter of triangle ABC. The drift data points can be judged according to the following equation:


  h = 2 s / c ≥ e r r o r  



(2)




where  h  indicates the distance from point B to AC, i.e., the offset distance between the trajectory point B and the two trajectory points A and C before and after. When  h  is less than the offset threshold error, point B is judged to be within the error allowance; on the contrary, point B is judged to be drifting data and needs to be eliminated. The offset threshold error can be determined according to the accuracy of the equipment and the width of the road.




3.2.4. Extraction of Drop-Off and Pick-Up Points


Since trajectory data are different from other types of relational data, with obvious spatio-temporal attributes, it is necessary to make trajectory processing for taxi GPS positioning data [30]. The characteristics of the passenger field of the data in this paper are shown in Figure 3.



Based on the characteristics of the passenger status field, the process of the taxi pick-up and drop-off point extraction algorithm designed in this paper is as follows:



Step 1: Initialize the preprocessed trajectory data; the set of boarding points is noted as  O , and the set of alighting points is noted as  D ; execute Step 2.



Step 2: Iterate over the trajectory dataset’s passenger-carrying status column Statei, notate the serial number as i, and execute Step 3.



Step 3: Calculate the difference of   S t a t  e i  − S t a t  e  i + 1    , denoted as  C . If   C = − 1  , then put this record into the set  O ; if   C = 0  , then the taxi is in the traveling stage, without identifying whether it is carrying a passenger or not. If   C = 1  , then put this record into the set  D  and execute Step 4.



Step 4: Extract the set of boarding points as  O  and the set of alighting points as  D , respectively.




3.2.5. OD Map-Matching


Preprocessing of the trajectory data can effectively eliminate data such as missing values, outliers, and drift points, but it cannot solve the problem of data accuracy due to GPS devices. This results in taxi trajectories not being accurately displayed on the road but floating on the roadway. Therefore, it is necessary to match the taxi trajectory data with the road network map before processing and analyzing it. The purpose of OD map-matching is to take the accuracy errors brought by GPS devices and accurately locate them on the correct road sections.



In this paper, a weight-based OD map-matching algorithm is used. The specific OD map-matching process is mainly divided into the following five steps:



Step 1: Connect the start and end points of the taxi track segments to the road network. In this process, accurate map data needs to be acquired to match road segments.



Step 2: Update the weights of the road sections within the radius of the taxi trajectory point. The distance between the trajectory point and the candidate road section, the angle between the coordinate direction of the trajectory point and the direction of the road section, and the topological relationship between the candidate road section at the current point and the road section where the previous point is located are regarded as the weighting factors.



Step 3: Search for the shortest path with weights between the start and end points of taxis. Assign the appropriate weight coefficients of the above factors, calculate the total weights, and use the total weights as the best matching path.



Step 4: Obtain the correspondence between taxi track points and road sections and the corresponding points.






4. Methods and Models


This paper uses a grid-optimized DBSCAN algorithm to find suitable pick-up points and then constructs a model to calculate the probability of picking up passengers on the roads. The BiLSTM model predicts the probability of picking up passengers on the roads. By creatively using the passenger pick-up probability as the recommendation value for the pick-up route, this approach maximizes the passenger pick-up probability in the optimization process of taxi drivers’ pick-up routes, making the research results more consistent with real-world conditions.



4.1. Mining and Evaluation Methods for Pick-Up and Drop-Off Points


The DBSCAN clustering algorithm can discover non-spherical and irregular clusters, making it suitable for mining passenger hotspots with irregular distributions in trajectory data. However, the traditional DBSCAN clustering algorithm has issues such as poor clustering performance when an inappropriate radius is set and high time costs when processing large-scale data [31,32]. Therefore, this paper uses a grid-optimized DBSCAN algorithm to mine trajectory data, optimizing the partitioning method to eliminate the need to query all trajectory points, thereby further reducing the algorithm’s time complexity. The relevant parameter settings for the algorithm are as follows:



Grid cell: first, set the division parameter  ∂ ; the entire data space is divided into a grid with side length  ∂ , which is written as grid cell   C e l l  .



  C e l l =   c , c ,      C e l l =    c 1  ,  c 2  , ⋯ ,  c n    ,  c 1  =   [  l  i j   ,  h  i j   )   , 1 ≤ i ≤ n ,   where    h  i j   −  l  i j   = ∂ , i   denotes the dimension, and  j  denotes the spatial ordinal.



  k  -neighboring grid set: the grid cell   C e l l   is set to the top, bottom, left, and right, respectively, extending  k  grid edge lengths after the rows into the rectangular region; the rectangular region contains a collection of grids is recorded as    N  c e l l    , and rectangular region edge lengths are recorded as  L . The formula is as follows:


  L = ∂ × k  



(3)




where  ∂  is the division parameter,  k  is the number of neighboring grids in a single direction, and  L  is the side length of the rectangular region.



   E  p s     rectangular domain: Considering the four vertices of the grid   C e l l   as the center of the circle, a circle with radius    E  p s     is drawn with these four vertices as the center. The    E  p s     rectangular domain of grid cell   C e l l   is defined as the area formed by the set of   k  -neighboring grids that can cover these four circles, as shown in Figure 4.



In order to facilitate the calculation of the    E  p s     rectangular domain, the side length of the grid cell is selected as    L  p g     =      E  p s    / γ   , where    L  p g     is the side length of the grid cell,    E  p s     is the radius, and  γ  is a constant, which can be set according to the size of the data volume.



After obtaining the passenger hotspots, the passenger hotspots are evaluated by considering the ratio of taxi supply and demand in the recommended area, the density of the road network, and the number of passengers in the hottest spot. The TOPSIS algorithm is a method of sorting according to the degree of proximity of a finite number of evaluated objects to an idealized target, the core idea of which is to find out positive and negative ideal solutions by using corresponding algorithms to compare the index data of each index data with the positive and negative ideal solutions of each alternative solution and then compare the index data of each alternative program with the index data of the positive ideal solution and negative ideal solution, compare the proximity of each program to the positive ideal solution using the corresponding algorithm, and arrive at the ranking results of each program.




4.2. BiLSTM Model


This paper employs a Bidirectional Long Short-Term Memory Network (BiLSTM). The BiLSTM deep learning model, compared to other deep learning models, can simultaneously learn from both past and future temporal features, making better use of the time series characteristics of traffic flow on road segments. As a result, its prediction performance is significantly superior to other deep learning models, allowing for more accurate predictions of future road segment traffic flow. Therefore, it can be used as a method for short-term traffic flow prediction. In the experimental setup for road segment traffic flow prediction in this section, an analysis from a temporal perspective shows that the predictive accuracy of all models decreases as the number of forecast days increases. However, the BiLSTM deep learning model is able to predict road segment traffic flow more accurately [33,34]. The BiLSTM network structure consists of a forward LSTM and a backward LSTM, allowing the feature data of the dataset to simultaneously have both past and future feature information. The network structure of the model is shown in Figure 5.


     h t   →  = L S T M (  h  t − 1   ,  x t  )  



(4)






     h t   ←  = L S T M (  h  t + 1   ,  x t  )  



(5)






  h = α    h t   →  + β    h t   ←   



(6)




where    x t    is the input data at the moment of  t ,      h t   →    is the forward LSTM implicit layer output information,      h t   ←    is the reverse LSTM implicit layer output information, and  α  is the constant coefficient of      h t   →   , which denotes the weight; similarly,  β  is the constant coefficient of      h t   ←   , which denotes the weight.



Based on the temporal characteristics of passenger pick-up probability, this paper utilizes the BiLSTM model, which is commonly used for time series prediction tasks, to improve the accuracy of passenger pick-up probability prediction. The BiLSTM model, as shown in Figure 6, follows the main process outlined below:



Step 1: Use historical passenger pick-up data from taxis as input to the LSTM module to extract time-related features.



Step 2: Combine bidirectional search to enhance the LSTM model’s ability to capture bidirectional information, effectively addressing the issue of long-term dependency and gradient vanishing.



Step 3: Use a fully connected layer to construct the number of passengers on taxi roads. This can predict the passenger volume on a particular road at a specific time period (5 min) on a certain day. Finally, calculate the passenger pick-up probability for each road according to the road passenger pick-up probability calculation method.




4.3. Taxi Passenger-Seeking Route Recommendation Model


Based on the known node and route information, a reasonable customer-seeking scheme is developed while satisfying the regional supply–demand ratio and the maximum distance of customer-seeking. The following assumptions are also made in this study when developing the passenger search program:



Assumption 1. 

If a passenger is encountered on the road during the process of passenger-seeking, it will go to the passenger’s destination and will no longer go to the passenger-carrying hotspot.





Assumption 2. 

The speed of the taxi remains unchanged during the passenger-seeking process, ignoring traffic jams, bad weather, and other situations. Since the research object of this paper is cruising taxis, the waiting time window problem is not considered.





Assumption 3. 

The hotspot nodes in the passenger search program have known location coordinates before passenger search, and the passage time and road conditions of the roads at each node are known.





Assumption 4. 

The passenger search scheme does not consider the case of carpooling, i.e., the successful passenger search immediately goes to the designated destination of the passenger.





Assumption 5. 

Taxi drivers have the qualification of transport hubs to carry passengers and can go to the city’s transport hubs to carry passengers at any time.





Assumption 6. 

Taxi passenger-seeking recommended locations for straight-line distances of 20 km from the taxi, which are effective. However, straight-line distances of more than 20 km for taxis do not have a significant recommended passenger-seeking effect.





Assumption 7. 

Taxis visit each passenger-seeking hotspot 1 time and do not need to go back to the starting point, looking for passengers during one cruise from the starting point to the end point.





In the process of passenger searching, the primary goal of taxi drivers is to increase the probability of finding passengers and reduce empty running time, with the secondary goal being the shortest path distance [35,36]. Therefore, when optimizing the path for passenger searching, it is not sufficient to simply consider time, distance, or cost. Instead, it is necessary to comprehensively consider factors such as the probability of finding passengers on the roads and the time required to make a reasonable decision for taxi drivers’ passenger searching paths. Therefore, this paper takes the probability of finding passengers as the primary objective for path optimization and considers the shortest distance as the secondary objective. The following passenger searching path optimization model is established in this paper:


   Z 1  = max   ∑  i , j ∈ V     w  i j    q  i j      



(7)






   Z 2  = min   ∑  i , j ∈ V     w  i j    d  i j      



(8)






     ∑  j = 1  n     d  i j     −    ∑  j = 1  n     d  j i     = 0  



(9)






     ∑  j = 1  n     w  i j     −    ∑  j = 1  n     w  j i     = 0  



(10)






     ∑  i = 1  n     y  i j   = 1 , ∀ i , j ∈ V    



(11)






   w  i j   = 0 o r 1  



(12)






   d  i j   ≤ 48  



(13)




where the taxi driver passenger-seeking path optimization problem can be represented as a complete graph   G = ( V , A )  ;   V =   1 , 2 , 3 ⋯ n     denotes the set of passenger-carrying hotspot nodes; and   A =   i , j   i , j ∈ V , i ≠ j       denotes the set of arcs.    d  i j     denotes the Manhattan distance between hotspots, and    q  i j     denotes the probability of carrying a passenger. Manhattan distance [37] is a path between two location points from the start point to the end point with only two directions and non-opposite directions.



The objective function (1) represents maximizing the probability of a taxi driver carrying a passenger on the road; the objective function (2) represents the passenger-seeking distance from the starting point to the end point. Constraint (1) represents a non-duplicated, non-bifurcated path from the starting point to the end point, and the meaning of the left-hand side is the difference between the number of paths with node  i  as the starting point and the number of paths with node  i  as the end point. Constraint (2) represents that the problem is an open-ended path planning problem, where there is no need to go back to the starting point; here, we need to pay attention to   j ∈   1 , 2 , ⋯ , n    . Constraint (3) represents that each node only needs to be served by 1 taxi; that is, the search for passengers is successful. Constraint (4) represents that the pathway    A  i j     is 1 if it exists in the shortest path from the starting point to the ending point; otherwise, it is 0. Constraint (5) represents that the distance for searching for passengers can not be more than 48 km.



It is worth noting that in the taxi passenger search problem modeling research, the shortest distance model, minimum cost model, and taxi driver driving experience model have been based on the taxi driver driving experience model. This paper is based on the consideration of the maximum probability of carrying passengers, and due to the dense road traffic network in Chengdu, most of the passenger hotspot nodes are not directly connected to each other. There are many small hotspots between the nodes, the Manhattan distance is chosen for simple calculations, and many paths similar to the Manhattan distance can be found on the actual road, which is of strong practical application significance. Therefore, this section chooses to use Manhattan distance between nodes, which can ensure to find the passenger-seeking driving path with the maximum probability of carrying passengers under the relatively shortest distance.



The NSGA-II algorithm is used to solve the above optimization model. The main difference between the NSGA algorithm and the classical genetic algorithm is the fast, non-dominated sorting during the selection operation, which increases the probability that the excellent individuals are retained. However, the NSGA algorithm still has the disadvantages of high algorithmic complexity, not using elite strategy, and needing to set the sharing radius artificially. In order to improve the shortcomings of the NSGA algorithm, the NSGA-II algorithm adopts fast, non-dominated sorting, which reduces the time complexity; it adopts the method of calculating congestion instead of the adaptation of the sharing radius, which guarantees the diversity of group individuals.





5. Experimental Results


This paper verifies the proposed method based on the taxi trajectory data from Chengdu. The experiments were conducted in a PC environment (Intel(R) Core(TM) i7-7500U, CPU @ 2.70 GHz, 8 GB RAM, 500 GB hard drive). First, the DBSCAN algorithm optimized by grid search was used to cluster the pick-up and drop-off points to determine the starting and ending areas for passenger searching. Then, the number of passenger pick-up points in each road segment between the start and end points was counted, and their passenger probabilities were calculated. The BiLSTM algorithm was used to predict the passenger probabilities on the roads. Finally, a passenger search path optimization model based on road passenger probabilities was established and solved, resulting in a passenger search path with the maximum passenger probability and the shortest possible travel distance.



5.1. Mining of Passenger Search Start and End Points


This paper analyzes taxi trajectory data for the morning peak, noon peak, and evening peak on August 18 (a weekday) and August 23 (a non-working day) using the grid-optimized DBSCAN clustering algorithm. The goal is to identify recommended passenger search points for each time period. The specific scheme information is shown in Figure 7 and Figure 8.



From Figure 7 and Figure 8, it can be analyzed that the following three phenomena exist in the hot spots of taxi passengers in the morning peak:




	(1)

	
During the morning rush hour, loading points are concentrated in Xindu and Wuhou districts;




	(2)

	
During the morning peak hour, the highest number of passengers carried on weekdays was at Exit C of Chengdu North Railway Station Metro Station, the highest number of passengers carried on non-weekdays was at Xinnanmen Metro Station, and the number of passengers carried by taxis on non-weekdays was significantly higher than that on weekdays, with a difference of 145 passengers between the two peaks in the morning peak;




	(3)

	
During the morning peak hour, weekday loading points come from a complex source, originating from transportation hubs, commercial districts, and hospitals, and non-weekday loading points are generally at transportation hubs.









From Figure 9 and Figure 10, we can analyze the following three phenomena in the hot spots of taxi passengers in the afternoon peak:




	(1)

	
During the midday peak hour, loading points are concentrated in Jinjiang, Wuhou, and Xindu districts;




	(2)

	
During the midday peak hour, the highest number of passengers carried on weekdays was at the Commercial Grounds Shopping Center, the highest number of passengers carried on non-weekdays was at the North Train Station, and there was almost no difference in the highest point of the midday peak between weekdays and non-weekdays;




	(3)

	
During the midday peak hour, unlike the morning peak hour, the loading points are concentrated at the entrances of commercial districts and scenic spots, and the rest are at the transportation hubs, both on weekdays and non-weekdays.









Based on the analysis of passenger hotspots during morning, noon, and evening peak hours on both weekdays and non-working days, the following four conclusions can be drawn:




	(1)

	
Regardless of whether it is the morning, noon, or evening peak hours, passenger pick-up points are concentrated in Wuhou District, Jinjiang District, and Xindu District;




	(2)

	
During weekdays, the types of passenger pick-up points during morning and evening peak hours are diverse, including locations such as hospital entrances, transportation hubs, and commercial areas. During non-working days, the noon and evening peak pick-up points are significantly concentrated in commercial areas;




	(3)

	
Whether on weekdays or non-working days, Chengdu Shuangliu International Airport T2 Terminal and Chengdu North Railway Station consistently rank among the top in terms of taxi passenger numbers;




	(4)

	
The number of taxi passengers on non-working days is approximately 22% higher than on weekdays. Taxi drivers can adjust their operating hours accordingly to optimize their service during these periods.









Taking the recommended area for taxis in the morning peak on August 18 as an example, the three basic indicators of the recommended area for taxi passenger search are shown in Table 3.



Based on the entropy weight-TOPSIS method, the ranking results of recommended taxi areas during the morning rush hour on 18 August are as follows: Shuangliu Airport, Provincial Hospital, Evergrande Plaza, Chengdu North Railway Station, Sichuan University, and RT-Mart. Similarly, the evaluation results of recommended points during the morning, noon, and evening rush hours on 18 August and 23 August were calculated, and the top recommended points for each time period were identified as follows: Shuangliu Airport, Dongkezhan Subway Station, Chengdu North Station, Shuangliu Airport, Xinnanmen Subway Station, and Shuangliu Airport.




5.2. Road Passenger Point Statistics


Resident travel demand varies over time, leading to changes in passenger hotspot areas. Therefore, by comprehensively considering the travel demand within each area and the supply of taxis, we establish a regional passenger probability model to determine the road passenger probability, which serves as a crucial indicator for taxi drivers’ route choices [38]. The probability of carrying passengers in different areas is modeled as follows:


  P   L i   =    N L i  N    



(14)




where   P   L i     represents the probability of carrying passengers in the   L i   road area,   N L i   represents the number of pick-up points in the order data in the   L i   area,  N  represents the sum of the number of all orders in the study area, and  i  denotes the number of hotspots for carrying passengers. The larger the value of   P   L i    , the greater the attractiveness of the area to taxi drivers.



After determining the number of passengers for each road segment, the probability distribution can be directly calculated based on the current scheme. Similarly, the passenger probability for different time periods can be obtained. As the scheme and time change, the road passenger probability also varies. For instance, during the evening peak period from 18:55 to 19:00 on August 18, the passenger probability distribution is as follows: Second Ring Elevated Road (0.181), East Third Section of First Ring Road (0.03), Jindong Section of East Street (0.2), East Third Section of Second Ring Road (0.045), Second Ring Road (0.076), North Renmin Road (0.076), North Fourth Section of Second Ring Road (0.045), Second Section of Fuqing Road (0.045), Shuanglin Road of Xinhua Avenue (0.045), North Fourth Section of First Ring Road (0.091), East Second Section of First Ring Road (0.045), and Huaxing Road (0.121).




5.3. BiLSTM Predicts the Probability of Carrying Passengers


This study employs BiLSTM to predict passenger probability and conducts a comparative analysis of prediction accuracy with BP and LSTM models. Both the hidden and output layers use the ReLU activation function. The design of the BiLSTM and LSTM passenger volume models is similar to DFN, with added dropout regularization to prevent overfitting and a parameter set to 0.5. The number of nodes in the hidden layer is set to 128. The parameter settings of the BiLSTM and LSTM prediction models constructed in this study are shown in Table 4.



To observe and analyze the models’ ability to predict short-term road segment traffic, as well as the differences in predictive capabilities among the models, BP, LSTM, and BiLSTM deep learning models were used to predict road segment passenger volume during the evening peak period. Ten experiments were conducted to obtain the average MSE. The training and prediction results are shown in Figure 11.



The mean square error is the expected value of the square of the difference between the estimated value of the parameter and the true value of the parameter, and it is denoted as MSE, which can be used as a measure of the degree of variability of the data, which is calculated as follows:


  M S E =   1 n        ∑  i = 1  m    (  y i  −    y i   ^  )    2   



(15)




where    y i    is the real data,      y i   ^    is the fitted data, and  n  is the number of samples



Taking the mean square error as the loss function, the convergence curves of the four cases are obtained, as shown in Figure 12. In the following figures, Figure 12a–c show the data convergence curves for section a of the Second Ring Elevated Road, Figure 12d–f show the data convergence curves for the Chengdu Airport Expressway, Figure 12g–i show the convergence curves for the section of East Street on East Main Street, and Figure 12j–l show the data convergence curves for section b of the Second Ring Elevated Road.



After comparing the model training results, it was found that the BP network model converges significantly slower than the LSTM and BiLSTM networks. The BP network converges at around 250 epochs, while the LSTM and BiLSTM networks converge at around 80 epochs. The MSE loss values are 0.034 for the BP network, 0.033 for the LSTM network, and 0.031 for the BiLSTM network. The BiLSTM deep learning model has a prediction accuracy that is 9.67% higher than the BP deep learning model and 6.45% higher than the LSTM deep learning model. Therefore, the BP network has a slower convergence rate and poorer fitting performance compared to the BiLSTM and LSTM networks; under the same number of epochs, the BiLSTM network’s fitting performance is superior to that of the LSTM network.




5.4. Path Optimization Based on Passenger-Carrying Probability


5.4.1. Description of the Two-Stage Passenger-Seeking Problem


In reality, taxi drivers begin searching for passengers from their drop-off points, choosing an area (hotspot area) where they believe they are most likely to find passengers as their destination based on their experience. They also select road segments where they are more likely to find passengers. If they pick up a passenger on the way to the destination, it is considered a successful search, as illustrated in Figure 13. This study abstracts this problem into an undirected network path problem from the starting point to the destination. The areas around the starting and ending points are large drop-off and pick-up hotspot areas, respectively, and the path should pass through various smaller pick-up hotspot areas as much as possible. Unlike traditional passenger search path optimization models, the model constructed in this study stops the search as soon as the driver finds a passenger on the path without necessarily reaching the destination. Therefore, it fundamentally aims to optimize the path to increase the probability of finding passengers.



This study subdivides the taxi driver’s passenger search process into two states: the first state is the search process from the drop-off area to the first passenger search area; the second state is the process from the first passenger search area to the second passenger search area [39,40]. When taxi drivers begin their search for passengers, they first need to identify several passenger hotspot areas that are relatively close to them during the current time period. Then, they rank these areas according to their preferences and proceed to each area in sequence or search for passengers while en route.




5.4.2. Path Optimization Scheme


In this paper, we take the evening rush hour as an example to develop the corresponding phased passenger search strategy. The passenger search road network is shown in Figure 14 and Figure 15, respectively. Figure 14 shows from Jinjiang Wanda Plaza to Chengdu North Railway Station, and Figure 15 shows from Chengdu North Railway Station to Sichuan Fourth People’s Hospital.



The obtained solution sets for both states are shown in Table 5 and Table 6.



The primary task in solving multi-objective optimization problems is to find as many representative, optimal Pareto solutions as possible without bias and select the desired optimization results from them. The NSGA-II algorithm uses the following parameters: a mutation probability of 0.05, an initial population size of 4000, and a maximum evolutionary generation of 400. The optimal Pareto solutions obtained by the algorithm for this problem are shown in Figure 16.




5.4.3. Optimization Scheme Evaluation


The biggest advantage of the gray comprehensive evaluation method is that there is no requirement for the amount of data, which is more practical in the case of less systematic data information. It solves the entropy weight TOPSIS method of the method of the amount of data requirements; so, this paper adopts gray correlation comprehensive evaluation method for taxi drivers to seek passengers to solve the set of solutions for further optimization.



To ensure that the optimized passenger search path schemes have a high probability of finding passengers, paths with a passenger probability lower than 0.35 were first deleted. Further optimization was conducted using the gray comprehensive evaluation method. This study invited 20 taxi drivers to comprehensively score the first four indicators of the passenger search path schemes to reflect their attitudes toward path selection in the evaluation. In the path schemes from the drop-off point to the first recommended passenger pick-up point, schemes 2, 4, 6, 9, 10, and 17 were deleted. In the path schemes from the first recommended passenger pick-up point to the second recommended passenger pick-up point, schemes 2 and 5 were deleted. Based on principles such as the shortest path, the fewest traffic lights, and the most bus stops passed, the following three paths were screened out as candidate paths and compared with the calculated routes. The results are shown in Table 7 and Table 8. The final passenger search route was obtained through comprehensive evaluation, and the route obtained by this method increased the average passenger probability by 18.95% compared to common schemes. Comparative analysis of instances proves that the method proposed in this study is reasonable to a certain extent, effectively increasing the passenger probability and providing scientific guidance for taxi drivers in their passenger search route selection.






6. Discussion


With the continuous development of information and communication technology, various industries are generating massive amounts of data at an astonishing rate, which is being applied in different scenarios. To address issues of supply and demand imbalance, such as “oversupply” and “shortages”, it is necessary to implement smarter vehicle dispatch and route guidance for taxis to achieve a dynamic balance between supply and demand, improve operational efficiency, and enhance passengers’ taxi-hailing experience. This would create a positive feedback loop, further promoting the development of the taxi industry. Therefore, based on massive trajectory data, this paper provides a comprehensive strategy for cruising taxi drivers to find passengers, aiming to reduce the randomness in the passenger-seeking process of vacant taxis and to improve the operational efficiency of taxis.




7. Conclusions


This paper proposes a method for calculating and predicting the passenger pick-up probability on taxi-seeking roads. It uses the BiLSTM neural network to predict the passenger volume for each road and calculates the pick-up probability for all roads through a passenger probability calculation method. The results show that the BiLSTM deep learning model achieves a prediction accuracy of 9.67% higher than the BP deep learning model and 6.45% higher than the LSTM deep learning model. Therefore, the BP network has a slower convergence rate, and its fitting performance is inferior to that of both the BiLSTM and LSTM networks. Under the same number of epochs, the BiLSTM network outperforms the LSTM network in fitting performance.



This paper constructs a route recommendation model for taxi drivers seeking passengers and proposes a passenger-seeking route optimization strategy based on the NSGA-II algorithm, addressing the problem of recommending taxi-seeking routes under real-time changes in passenger pick-up probability. First, the taxi-seeking route recommendation model is built using concepts from graph theory and optimization theory. Then, the NSGA-II algorithm is designed to solve the route planning problem based on its specific characteristics. A gray comprehensive evaluation method is employed to assess the taxi-seeking route plans. Finally, using taxi trajectory data from Chengdu’s main urban area during the evening rush hour, this study identifies taxi-seeking routes from Jinjiang Wanda to Chengdu North Station and from Chengdu North Station to the Fourth People’s Hospital of Sichuan Province, along with their Manhattan distances and passenger pick-up probabilities. Based on the gray comprehensive evaluation method, factors such as travel time, number of bus stops, and driver ratings are used to evaluate the taxi-seeking plans. The results show that the proposed taxi-seeking route selection strategy increases the average passenger pick-up probability by 18.95% compared to common methods, effectively reducing the taxi vacancy rate.



There are still some shortcomings in the methods proposed in this paper, which can be further explored in the future, specifically in the following two areas. First, there is a certain degree of subjectivity in the selection of factors influencing taxi passenger-seeking, mainly based on interviews with experienced taxi drivers and a review of the literature. This may lead to limitations and bias in the analysis. Therefore, future research needs to improve and refine a more comprehensive set of influencing factor indicators. Second, the training of deep learning models requires continuous parameter optimization, but in this paper, the parameters were set based on experience without hyperparameter optimization. In the future, further optimization of the prediction model will be carried out.
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Figure 1. Technology roadmap. 
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Figure 2. Location map of Chengdu. 
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Figure 3. Characterization of passenger-carrying fields. 
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Figure 4. Schematic diagram of neighboring grids. 
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Figure 5. BiLSTM model network structure. 
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Figure 6. Prediction model of road passenger load probability based on BiLSTM model. 
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Figure 7. Specific points recommended for morning peak seeking on August 18 (weekdays). 
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Figure 8. Specific points recommended for morning peak seeking on August 23 (non-working days). 
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Figure 9. Specific points recommended for midday peak passenger-seeking on August 18 (weekday). 
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Figure 10. Specific points recommended for midday peak passenger-seeking on August 23 (non-weekday). 
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Figure 11. Model training results and prediction results. (a) Training results for the dataset of section a of the Second Ring Elevated Road; (b) training results of Chengdu Airport Highway dataset; (c) training results for the East Main Street and Upper East Main Street segment dataset; (d) training results for the dataset for section b of the Second Ring Viaduct; (e) predicted results of the dataset for section a of the Second Ring Viaduct; (f) prediction results of the Chengdu Airport Expressway dataset; (g) predicted results for the East Street Upper and East Street Segment dataset; (h) prediction results of the dataset for section b of the Second Ring Viaduct. 
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Figure 12. Convergence curves. (a) BP network convergence curve; (b) LSTM network convergence curve; (c) convergence curve of BiLSTM network; (d) BP network convergence curve; (e) convergence curve of LSTM network; (f) convergence curve of BiLSTM network; (g) BP network convergence curve; (h) convergence curve of LSTM network; (i) convergence curve of BiLSTM network; (j) BP network convergence curve; (k) LSTM network convergence curve; (l) convergence curve of BiLSTM network. 
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Figure 13. Schematic diagram of the passenger search problem. 
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Figure 14. State 1: Passenger-finding road network from the drop-off point to the first pick-up referral point. 
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Figure 15. State 2: Passenger-finding road network from the first recommended passenger-finding point to the second recommended passenger-finding point. 
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Figure 16. Optimal Pareto solution of the passenger-seeking scheme in two states: (a) State 1: Optimal Pareto solution; (b) State 2: Optimal Pareto solution. 
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Table 1. Comparison of trajectory datasets.






Table 1. Comparison of trajectory datasets.





	City
	Taxi Passenger Volume





	Chengdu
	In 2020, the taxi passenger volume in urban Chengdu was 190.843 million, a year-on-year decrease of 12.7%.



	Shanghai
	The daily passenger volume for cruising taxis was 1.164 million trips per day, down 81% compared to the same period in 2019.



	Beijing
	Cruising taxis completed a passenger volume of 174 million trips in 2020, a decrease of 157 million trips from the previous year, representing a year-on-year decline of 47.4%.



	Guangzhou
	The daily passenger volume for cruising taxis was 1.06 million trips per day in 2020, a decrease of 34.9% compared to the same period in 2019.










 





Table 2. Description of data fields.






Table 2. Description of data fields.





	Field Name
	Example
	Clarification





	vehicle ID
	3637
	Unique identification number for each cab



	longitudes
	116.367146
	GPS longitude, accurate to 0.1 m



	latitude
	39.894387
	GPS latitude and longitude



	timing
	9 August 2020, 23:56
	Time of trajectory data collection



	carrying state
	1
	1 for passengers, 0 for empty



	tempo
	0
	GPS data at the time of data acquisition



	angle of drift
	90
	Direction of vehicles










 





Table 3. Basic information on recommended areas for taxi passenger-seeking in the morning peak on August 18th.
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	Number
	Recommended Area
	Supply/Demand Ratio
	Road Density
	Number of Passengers at Hot Spots





	1
	Chengdu North Railway Station
	1.166
	14.868
	319



	2
	Sichuan University
	0.766
	23.28
	244



	3
	Shuangliu Airport
	3.231
	15.44
	243



	4
	Evergrande Plaza
	1.916
	13.096
	218



	5
	Provincial Hospital
	1.987
	11.204
	189



	6
	RT Mart
	0.6
	13.752
	156










 





Table 4. Model parameters.






Table 4. Model parameters.





	Setting Parameter
	Description
	Setting Value





	Number of input nodes
	Product of number of features and sliding window setting
	16



	Number of output nodes
	Predicted road traffic
	1



	Number of hidden nodes
	4 hidden layers
	128, 64, 32, 16



	Learning rate
	Dynamic learning rate: every 50 epochs, the learning rate is reduced to 1/10 of the original
	0.01



	Activation function
	Set hidden node activation function
	ReLU activation function



	Regular optimization
	Dropout regular optimization
	Dropout = 0.5



	Gradient descent
	Batch gradient descent sample value setting
	Batchsize = 24



	Termination condition
	Stop iteration if the change of loss value is less than the set value
	1 × 10−5










 





Table 5. State 1: Solved set of passenger-seeking scenarios from the lower passenger point to the first upper passenger referral point.






Table 5. State 1: Solved set of passenger-seeking scenarios from the lower passenger point to the first upper passenger referral point.





	Number
	Pathfinder Program
	Distance
	Passenger Probability





	1
	[1, 3, 4, 5, 6, 11, 12, 16, 17, 18, 19, 20, 21, 22, 23]
	35,100.8909
	0.48



	2
	[1, 3, 4, 5, 6, 11, 12, 13, 15, 17, 18, 19, 20, 23]
	18,607.3807
	0.33



	3
	[1, 2, 3, 4, 5, 6, 11, 12, 13, 15, 17, 18, 19, 20, 23]
	19,736.1208
	0.39



	4
	[1, 3, 4, 5, 6, 11, 12, 16, 17, 18, 19, 20, 23]
	15,454.7593
	0.2



	5
	[1, 2, 3, 4, 5, 6, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	39,382.2524
	0.67



	6
	[1, 2, 3, 4, 5, 6, 11, 12, 16, 17, 18, 19, 20, 23]
	16,583.4995
	0.26



	7
	[1, 2, 3, 4, 5, 6, 11, 12, 16, 17, 18, 19, 20, 21, 22, 23]
	36,229.6311
	0.54



	8
	[1, 3, 4, 5, 6, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	38,253.5122
	0.61



	9
	[1, 4, 5, 6, 11, 12, 16, 17, 18, 19, 20, 23]
	14,924.7091
	0.19



	10
	[1, 4, 5, 6, 11, 12, 13, 15, 17, 18, 19, 20, 23]
	18,077.3304
	0.32



	11
	[1, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	43,745.7947
	0.73



	12
	[1, 4, 5, 6, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	37,723.4619
	0.6



	13
	[1, 2, 3, 7, 8, 9, 10, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	42,418.4076
	0.69



	14
	[1, 2, 3, 7, 8, 9, 10, 11, 12, 13, 15, 17, 18, 19, 20, 23]
	22,772.2761
	0.41



	15
	[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 15, 17, 18, 19, 20, 23]
	26,158.0361
	0.47



	16
	[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	45,804.1676
	0.75



	17
	[1, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 15, 17, 18, 19, 20, 23]
	24,099.6632
	0.45










 





Table 6. State 2: Solution set for the passenger search program from the first recommended passenger search point to the second recommended passenger search point.






Table 6. State 2: Solution set for the passenger search program from the first recommended passenger search point to the second recommended passenger search point.





	Number
	Pathfinder Program
	Distance
	Passenger Probability





	1
	[1, 2, 3, 11, 18, 19, 20, 22]
	22,737.5149
	0.3791



	2
	[1, 5, 6, 7, 8, 9, 13, 14, 15, 16, 21, 22]
	11,712.8585
	0.2473



	3
	[1, 5, 6, 7, 8, 9, 13, 14, 17, 20, 22]
	26,584.1065
	0.4121



	4
	[1, 2, 3, 11, 12, 13, 14, 17, 20, 22]
	27,399.0039
	0.4670



	5
	[1, 2, 3, 11, 12, 13, 14, 15, 16, 21, 22]
	12,527.7559
	0.3022



	6
	[1, 2, 3, 11, 12, 19, 20, 22]
	23,294.0059
	0.4066










 





Table 7. Comparison of passenger-finding path alternatives (from drop-off point to first-up recommended point).






Table 7. Comparison of passenger-finding path alternatives (from drop-off point to first-up recommended point).





	Options
	Basis
	Pathway Program
	Passenger Probability





	Option 1
	Shortest path
	[1, 4, 5, 6, 11, 12, 16, 17, 18, 19, 20, 23]
	0.19



	Option 2
	Highest passenger probability
	[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	0.75



	Option 3
	Bus stops are the most
	[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	0.75



	Proposed
	Synthesized

assessment
	[1, 2, 3, 4, 5, 6, 7, 10, 11, 12, 13, 15, 17, 18, 19, 20, 21, 22, 23]
	0.73










 





Table 8. Comparison of trail-finding alternatives (from 1st recommended trail-finding point to 2nd recommended trail-finding point).






Table 8. Comparison of trail-finding alternatives (from 1st recommended trail-finding point to 2nd recommended trail-finding point).





	Options
	Basis
	Pathway Program
	Passenger Probability





	Option 1
	Shortest path
	[1, 5, 6, 7, 8, 9, 13, 14, 15, 16, 21, 22]
	0.2473



	Option 2
	Highest passenger probability
	[1, 2, 3, 11, 12, 13, 14, 17, 20, 22]
	0.4670



	Option 3
	Bus stops are the greatest
	[1, 5, 6, 7, 8, 9, 13, 14, 17, 20, 22]
	0.4121



	Proposed
	Synthesized assessment
	[1, 2, 3, 11, 12, 13, 14, 17, 20, 22]
	0.4670
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