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Abstract

:

In response to the fairness issue arising from the unequal delay of vehicles in different phases at intersections and considering the actual situation of small and variable delays for vehicles in low-saturation intersection phases, this paper proposes the concept of “sacrificing efficiency for fairness”. Firstly, the universality of unfair delay phenomena at intersection phases is explained, especially at low-saturation intersections where the fluctuation in phase delays is 1.87 times higher than at other intersections. Then, a fairness evaluation index is constructed using information entropy, and the feasibility of the proposed approach is demonstrated. Subsequently, a signal optimization model that balances efficiency and fairness is proposed. Finally, the proposed model is validated through case studies, showing that it not only simultaneously considers efficiency and fairness but also has minimal impact on efficiency. Moreover, the changes to timing schemes in the efficiency model are much smaller compared to the model that only considers fairness. Sensitivity analysis reveals that the model performs better under low-saturation intersection conditions.
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1. Introduction


In recent years, China’s comprehensive strength has significantly increased, and socialist development has become more democratized, leading to a higher happiness index among the people. However, there are still areas that require improvement. At the 19th National Congress of the Communist Party of China, General Secretary Xi Jinping pointed out, “Socialism with Chinese characteristics has entered a new era, and the principal contradiction in our society has evolved into the contradiction between unmet growing needs for a better life and unbalanced and inadequate development” [1]. With the stable development and improvement of China’s social productivity, imbalances in social development have emerged as a major constraint to people’s pursuit of a better life. Throughout history, social fairness has always been a common aspiration of humanity, and achieving social fairness is one of the greatest demands for social development. To meet the people’s aspirations for a better life, the central leadership of the Party attaches great importance to the issue of social fairness, repeatedly emphasizing its importance and stressing the need to focus more on social fairness and prioritize people’s well-being in the construction process across various domains. Transportation is an integral component of socioeconomic development and, to some extent, reflects social fairness [2]. Improving transportation fairness can contribute to enhancing social fairness. Currently, in various aspects of our daily lives, we have adopted strategies to improve transportation fairness. For instance, there is a strong emphasis on giving priority to public transportation. Measures such as creating dedicated bus lanes and HOV lanes aim to enhance the efficiency and environment of bus travel, thus reducing the commuting disparity among different income groups. To put people first, facilities such as tactile paving on pedestrian walkways and barrier-free elevators at subway transfer stations are installed to meet the travel needs of special populations. These are all effective strategies for enhancing both transportation fairness and social fairness.



Urban road intersections serve as crucial nodes in urban road networks, with signal control playing a pivotal role. However, they also represent bottlenecks that cause traffic delays. According to the “2020 Second Quarter Analysis Report on Traffic in Major Cities in China” released by Gaode Map, the average delay at intersections during peak hours in major Chinese cities exceeds 30 s per vehicle, with Shenzhen recording the highest delay at 39.22 s per vehicle. In urban signalized intersections, the most direct manifestation of fairness is the consistency of average delay across different phases. However, currently, most signal timing plans are designed with the objective of minimizing overall delay for vehicles without considering the unfairness caused by differences in average delay among phases before establishing the optimization model. Equal average delay among phases is only achieved when the saturation levels of each phase are equal. The distribution of urban traffic volume over time is uneven, with significantly lower traffic during off-peak hours compared to rush hours. For example, during off-peak hours, the hourly traffic volume in cities like Shenzhen and Guangzhou is only one-third of that during rush hours. Therefore, sacrificing intersection delay during off-peak hours to achieve fairness is feasible.



Considering the sustained attention to transportation fairness in society and the actual situation of low saturation at intersections during off-peak periods, this paper proposes a signal timing optimization approach for low-saturation intersections, sacrificing some delay to achieve fairness. Through an in-depth analysis of intersection efficiency and fairness, this paper first illustrates the universality of fairness issues in intersection phase delay. Next, the feasibility of the proposed approach is verified. Furthermore, a signal timing optimization model that considers both efficiency and fairness is constructed. Finally, the effectiveness of the model is validated using case studies, and sensitivity analysis is conducted on intersection saturation. The Technical roadmap is shown in detail in Figure 1. The first section of the paper summarizes the current research status in related fields domestically and outlines the main research content. The second section delves into the fairness of each phase of the Webster model from both theoretical and simulation perspectives. The third section introduces a fairness evaluation function based on information entropy, upon which a signal optimization model for low-saturation intersections considering delay and fairness is built. In the fourth section, the effectiveness of the model is analyzed using case studies, and sensitivity analysis is conducted on intersection saturation.




2. Literature Review


2.1. General Traffic Signal Timing Optimization Problem Framework


In typical traffic signal optimization problems, the goal is to optimize the traffic flow at intersections by adjusting signal timing. The signal control parameters include the green light time, saturation rate, and signal period for each phase, which affect the efficiency of traffic flow. The optimization problem of traffic signals generally selects the minimum total delay time within the region as the objective function of the optimization model. Currently, the models used to calculate delay at signalized intersections mainly include the Webster delay model [3], the ARRB model [4], and the HCM2000 model [5]. The following is the general framework of this optimization problem.



	(1)

	
Objective function:







The average delay time of vehicles at intersections can be expressed as Equation (1):


  d =    C ( 1 − λ ) 2   2 ( 1 − λ ⋅ x )    +     x 2    2 q ( 1 − x )     



(1)







Among them:


  λ =   g C   , x =   q S    



(2)







  C   is the signal period,   λ   is the green signal ratio, x is the saturation rate,   q   is the actual traffic flow at the intersection,   g   is the green light time, and   S   is the intersection saturation flow rate.



Therefore, the objective function for minimizing the total delay time in the region is expressed as Equation (3): [6]


  D e l a y = min   ∑  k = 1  n     ∑  i = 1  m    [    C   ( 1 −  λ i k  )  2    2 ( 1 −  λ i k  ⋅  x i k  )   +     (  x i k  )  2    2  q i n  ( 1 −  x i k  )    ]  ⋅  q i k       



(3)







In the formula,   n   is the number of intersections, and   m   is the number of phases.



	(2)

	
Constraint condition







According to the general situation, it is stipulated that there are shortest and longest green light durations for each phase in the optimization process, ensuring that each phase can obtain the right-of-way within one cycle [7]. The constraints for solving are:



1. Minimum Green Light Time Constraints:



The green light time for each phase cannot be less than a minimum time to ensure the safe passage of vehicles:


   g i  ≥  g  min   , ∀ i  



(4)







Among them,     g   m i n     is the minimum green light time for each signal stage.



2. Cycle Length Constraints:


   C  min   ≤ C ≤  C  max    



(5)







Among them,     C   m a x     and     C   m i n     are the maximum and minimum periods of the intersection.



	(3)

	
Mathematical optimization model







The mathematical model framework for optimizing the timing of general traffic signals can be represented by the following Equation (6) and Constraint (7):


  D e l a y = min   ∑  k = 1  n     ∑  i = 1  m    [    C   ( 1 −  λ i k  )  2    2 ( 1 −  λ i k  ⋅  x i k  )   +     (  x i k  )  2    2  q i n  ( 1 −  x i k  )    ]  ⋅  q i k       



(6)






  s . t .  {      λ =   g C         x =   q S          C  min   ≤ C ≤  C  max          g i  ≥  g  min   , ∀ i        



(7)







At the same time, research on signal timing optimization at intersections has primarily focused on minimizing delay, with the most classic being the Webster timing optimization scheme [8]. In recent years, on the one hand, scholars have innovated signal timing optimization schemes based on considering delay. On the other hand, foreign scholars have also been continuously exploring the consideration of fairness in the signal optimization process.




2.2. Traffic Signal Timing Optimization


Signal timing control schemes directly impact the operational effectiveness of intersections. In foreign research, many scholars [9,10,11] often construct mathematical function models targeting one or more parameters in the evaluation criteria for signal timing optimization. They utilize methods like genetic algorithms to solve the established models, followed by simulation. Results indicate that the proposed schemes can reduce intersection delay. Weal et al. [12] formulated an optimization model targeting the minimization of average delay at signalized intersections. Murat [13] and Schmoecker [14] proposed a multi-objective control model for single intersections based on fuzzy logic methods, selecting multiple performance indicators as optimization objectives. Chen [15] introduced a multi-objective optimization and decision-making method to optimize signal timing at individual intersections. Additionally, Deng et al. [16] applied data fusion technology to propose a new multi-objective signal control parameter optimization model for urban intersections. Wei J et al. [17] proposed an optimization method for traffic intersection signal control based on an adaptive artificial fish swarm algorithm, which reduces average delay, parking frequency, and travel time. Himabindu et al. [18] proposed a model-based demand response traffic control system that significantly reduces intersection delays and can adapt to different traffic demands. He et al. [19] proposed an optimization control model for signal parameters on main traffic roads, which optimizes signal cycles, green light times, and phase offsets.



There has been a significant amount of research in China, as well. Scholars [20,21,22] are constructing signal timing models for intersections, aiming to optimize multiple objectives by targeting one or more parameters in the intersection evaluation criteria and assigning different weights to these criteria based on varying traffic flow conditions. Li Xun et al. [23] investigated signal control issues at urban arterial road intersections, focusing on multiple intersections and establishing signal control function models. The results of model solutions effectively reduced average delay per vehicle and improved intersection capacity. Li Juan et al. [24] proposed a signal timing optimization model aimed at minimizing average delay per person at intersections based on total delay for motor vehicles, non-motor vehicles, and pedestrians, while considering the differences in two crossing modes for non-motor vehicles.




2.3. Transportation Fairness


The currently recognized concept of transportation fairness originates from the project report of the International Joint Highway Research in 1994: “Transportation fairness refers to the allocation of costs and benefits generated by a policy, typically considering various demographic groups” [25,26]. Litman [27] provided a comprehensive overview of this concept, suggesting that transportation fairness should include horizontal fairness, vertical fairness considering different classes and incomes, and vertical fairness considering differences in transportation abilities and needs.



Scholars have not only researched the influencing factors of transportation fairness but also explored the fairness issues between different modes of transportation. For instance, Lu Dandan [28] et al. analyzed factors such as residents’ travel efficiency, road infrastructure quality, travel costs, and the impact of transportation facilities on the environment, summarizing the impact of these factors on transportation fairness. Scholars have also studied various approaches to measuring transportation fairness. For example, Delbose and Currie utilized mathematical models such as Lorenz curves and the Gini coefficient to investigate transportation fairness issues in the Melbourne area.



As the principle of people-oriented development gains increasing recognition, scholars have also studied the application of fairness in signal timing optimization research. Zhi Chun [29] developed a heuristic solving algorithm that combines penalty functions and simulated annealing methods, incorporating both environmental and fairness objectives into traffic signal timing problems by maximizing traffic capacity and minimizing traffic emissions. Ozgur Baskan [30] proposed a heuristic solving algorithm based on harmony search and penalty function methods, optimizing traffic signal timing schemes in urban road networks by considering traffic capacity and fairness constraints. Liang Zheng [31] proposed a dual-objective signal timing simulation optimization model based on uncertainty by balancing the Atkinson index (evaluating transportation fairness) and average travel time (evaluating transportation efficiency). With the widespread application of information entropy in engineering, technology, and socioeconomics, explorations in the field of transportation have also been conducted. Shi Jing [32] and others proposed a transportation fairness evaluation method considering regional fairness and fairness of benefit attribution to different groups based on the Wilson entropy model. Lv Bin [33] and others designed a phase difference optimization algorithm for the line control system using information entropy theory and multi-attribute decision-making methods, with travel time, vehicle delay, and queue length as evaluation indicators.




2.4. Summary


	(1)

	
Existing signal timing methods often optimize for one or several objectives and construct optimization functions, primarily focusing on delay as the target, with relatively few studies considering both delay and fairness.




	(2)

	
Information entropy is widely used in various fields, but there are relatively few studies applying it to signal timing optimization.




	(3)

	
Currently, research on fairness in the transportation field is relatively broad, with increasing attention being paid to fairness in signal control. However, there are relatively few studies on fairness regarding delay fairness for each phase.







In order to comprehensively consider the various objectives in signal timing optimization for low-saturation intersections and to reflect fairness, this paper proposes incorporating the differences in phase delay fairness into the optimization objectives. It utilizes information entropy and the Webster delay model as the basis to construct a fairness evaluation function, further establishing a signal timing optimization model considering both delay and fairness. The results validate the feasibility of sacrificing delay for fairness in this paper’s approach. Finally, a multi-objective model incorporating delay, fairness, and emissions is constructed, and the model is verified through case studies, with sensitivity analysis conducted on intersection saturation.





3. Intersection Delay Fairness Analysis


Based on the actual conditions of the research object, this section first identifies Webster as the delay model. Subsequently, it analyzes the fairness of the Webster model from both theoretical and empirical perspectives. Finally, it utilizes information entropy to design a fairness evaluation function for intersection delay.



3.1. Delay Model Fairness Analysis


3.1.1. Synthetic Sample Generation


	(1)

	
Basic situation of the intersection







The study focuses on a typical four-lane intersection with east–west and north–south directions, each with separate left-turn lanes. Right-turn movements are not considered in this analysis.



	(2)

	
Traffic flow setting







Based on the “Urban Road Capacity Table of Various Levels” in China and empirical data, the saturation capacity for each lane is set at 1200 pcu/h/lane, which is appropriate for urban trunk roads. The traffic volume for each lane is randomly generated within the range of [0, 1200] pcu/h.



	(3)

	
Phase setting







Considering the crossover practical situation, this paper chooses the classical opponent four-phase, and the following Figure 2 gives the schematic diagram.



	(4)

	
Arithmetic sample generation







Using Python 3.10.5, 2500 sets of traffic flow data are randomly generated for each lane. Focusing on low-saturation intersections, 362 datasets with intersection saturation between 0.0 and 0.8 are selected for analysis.



	(5)

	
Sample description







In this case study, the total saturation degree is set between 0.05 and 0.8 with a gradient interval of 0.015. The total intersection traffic flow ranges from 600 to 5600 vehicles per hour (veh/h) with an interval of 100 veh/h, generating 2500 sets of basic cycle data. These data sets are traversed to calculate the coefficient of variation for average vehicle delay per phase and phase saturation degree.



Since the selected valid datasets are randomly generated, the distribution is relatively uniform. The average intersection traffic volume is 8448 pcu/h, with a maximum of 14,976 pcu/h and a minimum of 960 pcu/h; the corresponding average intersection saturation is 0.45, with a maximum of 0.78 and a minimum of 0.07, used for further analysis.



	(6)

	
Sample of generating code logic







Therefore, this paper uses a Python program to validate the model by employing the built-in scipy.optimize.minimize library to solve the constrained nonlinear objective function. The specific programming logic is as follows:




	
Since the research subject of this chapter is low-saturation urban intersections, the total intersection saturation range is set between 0.05 and 0.8 with a gradient interval of 0.015; the total traffic flow ranges from 600 veh/h to 5600 veh/h with a gradient interval of 100 veh/h. These are paired to form a set of basic data, totaling 2500 sets.



	
Under the constraints of not exceeding the phase saturation flow and meeting the specified intersection saturation and total traffic flow, random values are assigned to the actual flow of each phase. The generated phase flow values are used for model traversal and solution.








The sample plays a crucial role in validating our theory and approach. The detailed generation and solution of this instance can be found in the pseudo-code for instance generation and model solution in Supplementary Materials. Subsequently, we will delve deeper into the analysis of this instance. The sample features are shown in Table 1 and Table 2.




3.1.2. Theory Analysis


	(1)

	
Prevalence of unfairness







Since the study is on low-saturation intersections,   0 <   x   i   < x < 1  ; therefore, Equation (8) < 0 is constant. From this, we can get that the phase vehicle average delay is monotonically decreasing, so there is only one case where each phase saturation is equal, i.e.,     x   1   =   x   2   = ⋯ =   x   i   = ⋯ =   x   m   =    x   m     . The conclusion can be illustrated that signalized intersections designed based on the Webster model can only appear in specific cases where the phase vehicle average delays are equal, i.e., the phenomenon of absolute fairness, whereas the phenomenon of inequality is universal.


     d   d   x   i      (   d   i   ) =    C   1 −   x   i     (     x   i     x   − 1 )   2 x   ( 1 −       x   i     2     x   )   2       



(8)







	(2)

	
The less saturated, the less fair







It is not difficult to find that the numerator part of Equation (8) monotonically decreases with x, so the denominator part can be simplified to the following Formula (9). Due to   0 <   x   i   < x < 1  , it can be known as monotonically increasing with x, so Equation (8) monotonically decreases with x, i.e., the smaller the degree of saturation, the greater the change in the phase car average and the more unfair.


  x +     x i 4   x   − 2  x i 2   



(9)








3.1.3. Sample Analysis


To further analyze, this study takes a four-phase single-point intersection as a sample and randomly generates 362 sets of effective basic data for different intersections. Using the Webster model, the cycle length, green time ratio, and phase-average delay of each intersection in each group are calculated. Considering that the coefficient of variation can eliminate the influence of measurement scales and dimensions, it is chosen as a parameter to measure the degree of difference in data, such as phase-average delay.



	(1)

	
Prevalence of unfairness







To measure the volatility of the dataset, the ratio of the standard deviation to the mean of the data is defined as the coefficient of variation, which is expressed as Equations (10)–(12). Here, the delay coefficient of variation and phase saturation coefficient of variation for each group of phase vehicles were calculated separately.


  C V =   σ μ    



(10)






  σ =     1 N     ∑  i = 1  N     (  x i  − μ )  2       



(11)






  μ =   1 N     ∑  i = 1  N    x i     



(12)







The results indicate that unfairness is indeed widespread. The coefficient of variation for phase delay among the 362 intersection groups is greater than zero, with a mean of 0.37. Moreover, there is a roughly proportional relationship between the coefficient of variation for phase saturation and the coefficient of variation for phase-average delay. In other words, the greater the difference in phase saturation, the worse the fairness of phase-average delay. The scatter plot below illustrates the relationship between the coefficient of variation for phase saturation and the coefficient of variation for delay, as shown in Figure 3:



	(2)

	
The less saturated, the less fair







By dividing the 362 sets of data into three saturation intervals, it is observed that the lower the intersection saturation, the greater the coefficient of variation of phase-average delay. The average coefficient of variation for saturation in the [0.0–0.2] range is 0.56, which is 1.87 times that of the other three saturation groups. This indicates a more severe unfairness phenomenon. Figure 4 below presents the curves of different saturation coefficients of variation.



Combining the above analysis, it can be inferred that under low saturation conditions, with lower traffic volume and poorer fairness, there is a larger space for adjusting traffic efficiency and a greater necessity for improving the fairness of phase-average delay.





3.2. Delay Model Determination


Currently, the models used to calculate delay at signalized intersections mainly include the Webster delay model [3], the ARRB model [4], the HCM1985 model [5], and the HCM2000 model [6]. In estimating delay at low-saturation signalized intersections, these models are generally consistent because the latter three are derived from the Webster delay model and are more widely applicable. However, as saturation increases, the trend of consistency gradually weakens. When saturation is below 0.8, the relative error percentage of the average delay per vehicle obtained from the Webster model compared to simulation models falls within the range of 0 to 30% for over 95% of cases, significantly better than the other three delay models. Since this study focuses on low-saturation conditions during off-peak periods, the Webster model is chosen as the delay calculation model. The phase-average delay in the Webster model consists of three parts: uniform delay, random delay, and delay correction, as shown in Equation (13):


    d   i   =    C   ( 1 −   λ   i   )   2     2 ( 1 −   λ   i     x   i   )    +        x   i     2     2   q   i   ( 1 −   x   i   )    − 0.65   (    C       q   i     2      )      1   3          x   i     ( 2 + 5   λ   i   )    



(13)







In the equation,     d   i     represents the phase   i   average delay;     λ   i     represents the phase   i   green time ratio; C represents the signal cycle length; and qi represents the flow of the phase   i  . In the equation of     λ   i   =      x   i     x     ,     x   i     represents the phase   i   saturation and   x   represents the total intersection saturation.



Since the last two terms in Equation (13) are much smaller compared to the first term, they can usually be ignored in analysis. Therefore, Equation (13) can be simplified to Equation (14):


    d   i   =    C   ( 1 −   λ   i   )   2     2 ( 1 −   λ   i     x   i   )     



(14)







Then substituting     λ   i   =      x   i     x      into the above equation gives, as expressed in Equation (15):


    d   i   =    C   ( 1 −     x   i     x   )   2     2 ( 1 −       x   i     2     x   )     



(15)








3.3. Delay Model Fairness Evaluation


Cross-intersection delay fairness mainly manifests in the consistency of average delay across phases. Descriptive parameters typically include variance, standard deviation, and, to eliminate the influence of scales and dimensions, the coefficient of variation. However, the ranges of these parameters are uncertain, posing difficulties in effectively integrating multiple objectives. Information entropy can also describe data consistency, and for specific problems, its range of values is fixed. Therefore, this study selects information entropy as the descriptive parameter for cross-intersection delay fairness.



3.3.1. Information Entropy


In 1948, Shannon introduced the concept of “information entropy,” addressing the quantification issue of information. For an uncertain system Y, if its source symbols have   n   possible values with corresponding probabilities     P   1   , … ,   P   i   , … ,   P   n    , and each occurrence of values is independent of others, then the average uncertainty of the source should be the statistical mean (  E )   of the individual symbol uncertainties (  −   log       P   i     )  , known as information entropy and denoted as Equation (16):


  H   X   = E   −   log       P   i       = −   ∑  i = 1   n      P   i     log       P   i        



(16)







In Equation (16), the base of the logarithm is not specified and is typically chosen as 2,   e  , or 10. Different bases represent information units differently. In this paper, the base   e   is selected.



Information entropy can be used to evaluate the equilibrium of a system. The closer the individuals are to each other, the less significant the differences and the larger the information entropy, indicating a more balanced system. Conversely, smaller entropy values imply greater system uncertainty and higher information content. When   ∃   P   i   = 1  , entropy is minimal; when and only when     P   i   =    1   n     , entropy is maximal. For a four-phase delay problem, this is calculated as approximately   −   ∑  i = 1   4       1   4      ln        1   4        ≈ 1.386  .




3.3.2. Fairness Evaluation Index


The fairness index for the average vehicle delay per phase refers to the concept where, in a delay system with different phases, the number of information sources equals the number of phases. The probability associated with each phase’s delay is the proportion of that phase’s delay to the total delay across all phases; the larger the proportion value, the greater the fairness it represents. Therefore, we need the number of information sources and the probability associated with each source.



Therefore, we use the theory of information entropy mentioned above to measure the fairness index of phase vehicle average delay in the system, as represented by Equation (17):


  H ( k ) = −   ∑  i = 1   m      k   i   l n   k   i      



(17)







In Equation (17),     k   i     represents the ratio of the average delay of each phase to the sum of the average delays of all phases,     k   i   =      d   i       ∑  i = 1   m      d   i         ; and m represents the number of phases. When and only when     k   1   =   k   2   = ⋯ =   k   m    , the evaluation index is the maximum of   −   ∑  i = 1   m       1   m      ln        1   m         .



This model is only suitable for situations with small non-peak delays, sacrificing total delays for fairness, so no relevant research has been conducted on long delays.






4. Efficiency and Fairness Signal Optimization Model


4.1. Feasibility Analysis


Considering equity will have an impact on delays and will require sacrificing delays for fairness, but is the sacrifice worth it? This section discusses this issue by analyzing the delay-to-fairness conversion rate.



The delay-to-fairness conversion rate represents the ratio between the gain in fairness and the delay sacrifice. Here, the fairness gain is measured by the proportion of fairness improvement, while the delay sacrifice is quantified by the proportion of the increase in delay. This is specified in Equation (18) below:


   I  c r   =    ( H −  H ′  ) /  H ′    ( D −  D ′  ) /  D ′      



(18)







In Equation (18), D′ and H′ denote the average intersection vehicle delays calculated using the Webster model and the corresponding fairness evaluation indexes; D and H denote the average intersection vehicle delays and fairness indexes, respectively.



4.1.1. The Delay-to-Fairness Conversion Rate


The delay-to-fairness conversion rate refers to the proportion of fairness improvement in the average delay of vehicles in each phase of the intersection that sacrifices the total delay of the intersection. When this conversion rate is maximum, it can maximize the fairness improvement obtained by sacrificing the total delay of the intersection.



In the context discussed in this paper, it can be considered that sacrificing delay for equivalent or greater benefits is worthwhile or feasible; otherwise, it is not feasible. The paper proposes using the delay-to-fairness conversion rate to measure the feasibility of sacrificing delay for fairness. The delay-to-fairness conversion rate represents the ratio between the benefits of fairness and the sacrifice of delay. If this ratio is greater than 1, it indicates feasibility; if less than 1, it indicates infeasibility. The fairness improvement ratio is used to represent the benefits of fairness, while the delay increase ratio represents the sacrifice of delay. The baseline fairness and delay are respectively referenced to the fairness evaluation index and total delay obtained from the signal timing scheme calculated based on the Webster model.




4.1.2. Feasibility Discussion


In order to realize the feasibility discussion, this section first gives the conversion rate calculation method and provides an in-depth discussion of the results, confirming the feasibility of livestock delays in exchange for fairness.



	(1)

	
Calculation method







The first step involves calculating the average delay per vehicle     D   ′     and the corresponding fairness evaluation index     H   ′     based on the intersection data using the Webster model.



In the second step, building upon the classical signal timing optimization model, the objective function is replaced with the fairness evaluation index   H  . Additionally, to further explore delay sacrifice, a constraint on delay sacrifice is added to the model, as shown in Constraint (19):



The feasibility condition for optimizing the intersection signal timing scheme of the model is to increase the fairness of the intersection to varying degrees. It is necessary to appropriately relax the total delay value of the intersection output by the model to represent the applicable conditions of the comprehensive model.


  ( w + 5 % ) ·  D ′  ≥ D ≥ w ·  D ′     



(19)







The third step involves using the results from the second step to calculate fairness indexes and total delay for each set of intersection data;   w   represents the degree of relaxation of the total delay value at the intersection, and its value range is   ( 100 % , 105 % , 110 % , 115 % , 120 % , 125 % )  . With total delay sacrifice levels ranging from [100%,105%], [105%, 110%], [110%, 115%], [115%, 120%], [120%, 125%] and [125%, 130%]. Based on the results obtained in the first step, the conversion rates are then calculated accordingly.



	(2)

	
Results







After conducting the calculations six times for the 362 sets of data, the results indicate that the overall conversion rate is not favorable, with a mean value of only 0.69. As the sacrifice level increases, the average conversion rate decreases at an average rate of 29%. However, at a delay sacrifice level of [100%, 105%], the average conversion rate is 1.78, exceeding 100%. For other sacrifice levels, the average conversion rate is only 0.48, with [125%, 130%] being as low as 0.28. This suggests that sacrificing delay for fairness is feasible when the delay sacrifice is small, indicating that this approach has minimal impact on delay, with an average impact of only 2.5%.



Regarding saturation, as saturation increases, the average conversion rate gradually decreases. The saturation range of [0, 0.2] has the highest average conversion rate of 1.25, which remains the highest across all sacrifice levels. At a sacrifice level of [100%, 105%], it even reaches 3.08. In contrast, the saturation range [0.6, 0.8] has an average conversion rate of only 0.46. This indicates that sacrificing delay for fairness is more effective in low-saturation scenarios. The figure below illustrates the conversion rate curves for different saturation and sacrifice levels.



In conclusion, sacrificing delay for fairness is feasible and has minimal impact on delay, making it more suitable for low-saturation intersections. The purpose is to demonstrate the fair conversion rate achieved through sacrificing delay. Initially, when the total delay time sacrificed is relatively short, the conversion rate is high, indicating a significant fairness effect. However, as the total delay time sacrificed increases, the fairness effect obtained becomes less apparent, as shown in Figure 5.





4.2. Optimization Model Construction


Considering the idea of feasibility analysis in Section 4.1, in order to realize the organic combination of fairness and efficiency, this paper proposes to take the conversion rate as the objective function and at the same time take the degree of delay sacrifice as the constraint.



4.2.1. Objective Function


To simultaneously consider the efficiency and fairness of signalized intersections, it is necessary to organically combine the Webster intersection total delay model with the phase-average delay fairness evaluation function to construct a dual objective comprehensive function. Based on the conclusion of the feasibility analysis of the comprehensive model in the previous section, a variable n is introduced into the comprehensive function, where n takes any positive integer, to adjust the weight ratio of total delay and fairness at the intersection in the comprehensive function. The final decision on the comprehensive examination model is as shown in Equation (20):


  max    H ( k )    D n      



(20)








4.2.2. Optimization Model


In this paper, based on the classical signal timing optimization model, the objective function is replaced with the one proposed in the previous section, and the constraints on the conversion rate and the degree of delay sacrifice are added. Thus, the signal optimization model considering fairness is obtained with the following Equation (20) as the objective function and Equation (21) as the constraints, where the first and second in Equation (21) are the phase green time length constraints; the third is the cycle length constraint; the fourth is the conversion rate constraint, which is required to be greater than or equal to 1; and the fifth is the delay sacrifice degree constraint.


  s . t .         5 <   g   i   < ( C − L )           g   i   >   C − L         q   i    /    s   i                       15 m ≤ C ≤ 220          ( H −  H ′  ) /  H ′    ( D −  D ′  ) /  D ′     ≥ 1       105 % ·  D ′  ≥ D ≥  D ′        i = 1,2 ⋯ m        



(21)







In Equation (20),   D =      ∑  i = 1   m      q   i   ·   d   i         ∑  i = 1   m      q   i         ,   H = −   ∑  i = 1   m      k   i   l n   k   i      , and     k   i   =      d   i       ∑  i = 1   m      d   i         . In Equation (21),     g   i     represents the phase   i   green time;       g   i   = ( C − L ) · λ   i    ;     s   i     represents the phase i saturation flow; L represents lost time; and w represents delay sacrifice, and its value is greater than 1.






5. Model Sample Validation


To validate the model, this section first adopts the traditional Webster model as the efficiency model and constructs the fairness model with the fairness evaluation index as the target number. This section conducts a comprehensive comparative analysis of the proposed efficiency–fairness trade-off model, fairness model, and efficiency model from two aspects: the effectiveness of the model and the sensitivity of parameters. Metrics such as delay, fairness evaluation index, cycle change rate, and green ratio change rate are utilized for the comparison and analysis.



5.1. Fairness Model


To further validate the model, a signal optimization model focusing solely on fairness was constructed based on the model from the previous section. Specifically, the objective function was replaced with the fairness evaluation index H, and the fourth conversion rate constraint was removed. Equation (23) represents the constraint.


  max    H ( k )    D n      



(22)






  s . t .         5 <   g   i   < ( C − L )           g   i   >   C − L         q   i    /    s   i                       15 m ≤ C ≤ 220       105 % ·  D ′  ≥ D ≥  D ′        i = 1,2 ⋯ m        



(23)








5.2. Validity and Sensitivity Analysis


This section will analyze the validity of the model in terms of both model effectiveness and impact on the efficiency model, as well as perform a sensitivity analysis for intersection saturation.



5.2.1. Comparative Analyses of Validity


	(1)

	
Fairness







In terms of the model performance, overall, the fairness model performed the best, followed by the efficiency–fairness model, and the efficiency model performed the worst. Furthermore, the difference between the efficiency–fairness model and the fairness model was significantly smaller than that between the efficiency–fairness model and the efficiency model, with mean fairness evaluation index values of 1.37, 1.32, and 1.21, respectively, as shown in Figure 6.



Regarding saturation, under low saturation conditions, the efficiency–fairness model showed better performance. The mean improvement in the fairness evaluation index for saturation levels between 0.1 and 0.4 was 0.16, while for saturation levels between 0.5 and 0.8, it was only 0.075. In terms of trend, higher saturation levels correlated with higher fairness evaluation index values. At saturation levels of 0.1 and 0.8, the mean fairness evaluation index values were 1.27 and 1.33, respectively. Furthermore, the higher the saturation level, the smaller the differences between the models. At saturation levels of 0.1 and 0.8, the mean differences between the models were 0.115 and 0.03, respectively, especially notable between the efficiency–fairness model and the efficiency model, with differences of 0.16 and 0.09 at saturation levels of 0.1 and 0.8, respectively. The following figure illustrates the fairness evaluation index curves for each model.



	(2)

	
Efficiency







In terms of the models, overall, the efficiency model performed the best, followed by the efficiency–fairness model, and the fairness model performed the worst. Furthermore, the difference between the efficiency–fairness model and the efficiency model was significantly smaller than the difference between the efficiency–fairness model and the fairness model. The mean vehicle delay values were 13.72, 14.08, and 35.12, respectively, which are shown in Figure 7.



Regarding saturation, the saturation level had little impact on the efficiency–fairness model. As for the trend, higher saturation levels correlated with greater vehicle delays. At saturation levels of 0.1 and 0.8, the mean vehicle delays were 18.4 and 24.98, respectively. Additionally, as saturation levels increased, the differences between the models did not change significantly, with a mean difference of 10.7. At saturation levels of 0.1 and 0.8, the differences were 10.16 and 11.12, respectively. The following figure illustrates the delay curves for each model.



	(3)

	
Conversion rate







In terms of the models, overall, the efficiency–fairness model significantly outperformed the fairness model, with mean conversion rates of 0.09 and 9.6, respectively, a difference exceeding 100 times. Furthermore, the efficiency–fairness model ranged from a minimum of 2.37 to a maximum of 0.14 for the fairness model, representing a difference of over 16 times, which is shown in Figure 8.



Regarding saturation, under low saturation conditions, the efficiency–fairness model exhibited better performance. Excluding the outlier at saturation level 0.8, the mean conversion rates for saturation levels 0.1 to 0.4 were 4.0, greater than the rates for saturation levels 0.5 to 0.7, which were 2.76. With changes in saturation levels, the two models showed different trends. While the fairness model exhibited a decreasing conversion rate with increasing saturation levels, the efficiency–fairness model showed fluctuations in its conversion rate with changes in saturation levels without a clear trend. The figure below illustrates the conversion rate curves for both models.




5.2.2. Comparative Analyses of Fluctuations


This section analyzes the fluctuations of the two models relative to the efficiency model based on changes in cycle length and green time ratio.



	(1)

	
Cycle Length







Overall, the cycle lengths mostly increased. Concerning the models, the efficiency–fairness model significantly outperformed the fairness model, with mean change ratios of 0.013 and 0.88, respectively, representing a difference exceeding 67 times. Furthermore, the efficiency–fairness model ranged from a maximum of 0.04 to a minimum of 0.62 for the fairness model, a difference exceeding 15 times, which is shown in Figure 9.



Regarding saturation levels, under low saturation conditions, the efficiency–fairness model exhibited better performance. The mean change ratio for saturation levels 0.1 to 0.4 was 0.0035, whereas for saturation levels 0.5 to 0.8, it was as high as 0.026. In terms of trends, with changes in saturation levels, the two models showed different trends. While the fairness model initially exhibited an increasing and then decreasing trend in change ratio and increasing saturation levels with significant fluctuations, the efficiency–fairness model showed fluctuations without a clear trend with changes in saturation levels. The figure below illustrates the change ratio curves for cycle lengths for both models.



	(2)

	
Green time ratio







Additionally, to visually represent the changes in phase green time ratio for these two models relative to the efficiency model, this section selected the two phases with the lowest and highest average delay in the efficiency model for comparison.



Overall, for phases with low green time ratios, the ratios further decreased, while for phases with high green time ratios, the ratios increased. Concerning the models, the efficiency–fairness model generally outperformed the fairness model. The mean change ratios for phases with low green time ratios were −0.48 and −0.51 for the efficiency–fairness and fairness models, respectively, while for phases with high green time ratios, the mean change ratios were 0.57 and 1.27, respectively. Only for phases with low green time ratios and saturation levels of 0.7 and 0.8 did the efficiency–fairness model slightly outperform the fairness model.



Regarding saturation levels, although the efficiency–fairness model exhibited slightly higher change ratios under low saturation conditions, its fluctuation was significantly smaller than under high saturation conditions. For saturation levels of 0.1 to 0.4, the mean change ratios for both low and high green time ratios were 0.47 and 0.7, respectively, with standard deviations of 0.01 and 0.08. For saturation levels of 0.5 to 0.8, the mean change ratios were 0.484 and 0.446, respectively, with standard deviations of 0.19 and 0.43. In terms of trends, the change rate for phases with low saturation levels increased with saturation levels, while for phases with high saturation levels, the change rate decreased with saturation levels. The figures below illustrate the change ratio curves for green time ratios for both models, which are shown in Figure 10 and Figure 11.



In summary, the efficiency and fairness model proposed in this paper not only balances efficiency and fairness simultaneously but also has minimal impact on efficiency. Furthermore, the changes to the timing schemes in the efficiency model are much smaller compared to the fairness model. Therefore, it can be concluded that the proposed model in this paper is valid and effective. Sensitivity analysis indicates that the efficiency and fairness model is more effective in low saturation conditions.






6. Conclusions


To further advance fairness-related research in the transportation field, this paper addresses the issue of fairness in the average delay per vehicle at low-saturation intersection phases. It proposes a strategy of sacrificing efficiency for fairness. Initially, it constructs a fairness evaluation metric for intersection phase delay using information entropy. Then, it validates the feasibility of this approach based on simulated data. Subsequently, it introduces the concept and calculation formula for the efficiency–fairness conversion rate and uses it to develop a signal optimization model that balances efficiency and fairness. Finally, the proposed model is validated using simulated data, showing that it not only achieves a balance between efficiency and fairness but also has minimal impact on efficiency compared to fairness-oriented models. Sensitivity analysis reveals that the model is only applicable to situations where intersection density and overall delay are not high. The model has a high conversion rate of fairness with minimal delay sacrifice and can improve traffic fairness with a minimal increase in overall delay.



The research scope of this paper is limited to low-saturation and single-point intersections. As a result, the signal timing optimization model lacks universality and applicability. In future research, it will be extended to high-saturation arterials and regional network studies to enable broader research and application of the fairness of intersection emissions and average vehicle delay per phase. Additionally, in the effectiveness analysis, the influence of cycle length and green split ratio on the output of evaluation indicators is analyzed. In future research, not only should comparisons and analyses be made on the evaluation output indicator results, but also more attention should be paid to the influence of changing factors on the output of evaluation indicators to identify the causes of results and the internal connections between influencing factors from the source.
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Figure 1. Technical roadmap. 
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Figure 2. Classic opposite four-phase indication. 
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Figure 3. Phase delay coefficient of variation scatter. 
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Figure 4. Phase-average delay coefficient of four saturation rates. 
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Figure 5. Four-saturation delay sacrifice conversion rates. 
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Figure 6. Three-model fairness evaluation index. 
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Figure 7. Three-model intersection delay. 
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Figure 8. Two-model conversion rate. 
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Figure 9. Two–model cycle change ratio. 
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Figure 10. Two–model green-signal change ratio with the lowest average delay. 
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Figure 11. Two-model green-signal change ratio with the highest average delay. 
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Table 1. Intersection non-peak hour traffic flow.






Table 1. Intersection non-peak hour traffic flow.





	
Entrance

	
East Entrance

	
West Entrance

	
South Entrance

	
North Entrance




	
Left

	
Straight

	
Right

	
Left

	
Straight

	
Right

	
Left

	
Straight

	
Right

	
Left

	
Straight

	
Right






	
Number of lanes

	
1

	
2

	
1

	
1

	
2

	
1

	
1

	
2

	
1

	
1

	
2

	
1




	
Saturated traffic flow(veh/h)

	
1990

	
6828

	
2155

	
1990

	
6828

	
2155

	
2010

	
6780

	
2168

	
2020

	
6652

	
2168











 





Table 2. Vehicle driving parameters and signal parameters.






Table 2. Vehicle driving parameters and signal parameters.





	
Type

	
Name

	
Symbol

	
Value

	
Unit






	
Vehicle Parameters

	
Free Flow Speed

	
     v   f     

	
11.1

	
m/s




	
Average Deceleration

	
     a   d     

	
−2.5

	
m/s2




	
Average Acceleration

	
     a   a     

	
1.5

	
m/s2




	
Signal Parameters

	
Number of Phases

	
M

	
4

	




	
Saturation Flow Rate (Phase 1)

	
     s   1     

	
6652

	
veh/h




	
Saturation Flow Rate (Phase 2)

	
     s   2     

	
2010

	
veh/h




	
Saturation Flow Rate (Phase 3)

	
     s   3     

	
6379

	
veh/h




	
Saturation Flow Rate (Phase 4)

	
     s   4     

	
2005

	
veh/h




	
Start-Up Loss Time

	
   l   

	
3

	
s




	
Yellow Light Time

	
     Y   A     

	
3

	
s




	
Green Light Interval Time

	
   I   

	
3

	
s
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