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Abstract

:

The dynamic expressions of emotion convey both the emotional and functional states of an individual’s interactions. Recognizing the emotional states helps us understand human feelings and thoughts. Systems and frameworks designed to recognize human emotional states automatically can use various affective signals as inputs, such as visual, vocal and physiological signals. However, emotion recognition via a single modality can be affected by various sources of noise that are specific to that modality and the fact that different emotion states may be indistinguishable. This review examines the current state of multimodal emotion recognition methods that integrate visual, vocal or physiological modalities for practical emotion computing. Recent empirical evidence on deep learning methods used for fine-grained recognition is reviewed, with discussions on the robustness issues of such methods. This review elaborates on the profound learning challenges and solutions required for a high-quality emotion recognition system, emphasizing the benefits of dynamic expression analysis, which aids in detecting subtle micro-expressions, and the importance of multimodal fusion for improving emotion recognition accuracy. The literature was comprehensively searched via databases with records covering the topic of affective computing, followed by rigorous screening and selection of relevant studies. The results show that the effectiveness of current multimodal emotion recognition methods is affected by the limited availability of training data, insufficient context awareness, and challenges posed by real-world cases of noisy or missing modalities. The findings suggest that improving emotion recognition requires better representation of input data, refined feature extraction, and optimized aggregation of modalities within a multimodal framework, along with incorporating state-of-the-art methods for recognizing dynamic expressions.
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1. Introduction


Human emotions enrich human-to-human communication and interaction by allowing people to express themselves beyond the verbal domain. They influence personal decisions, given that emotion contributes to behavioral flexibility apart from the instinctive response and influences learning, knowledge transfer, perception and actions [1,2,3,4,5]. Positive emotions such as happiness can contribute to developing physical, intellectual and social resources, and expressing such emotion by interacting positively with others can increase one’s liking for others [6]. Negative emotions, on the other hand, can affect the immune system so that it cannot handle infections and tumor cells, and expressing hostility can increase anger experienced towards others [7]. The recurrence of some emotions might lead to an emotion becoming an individual’s personality trait [3], and emotion can be exploited to evaluate how an event and its consequences are relevant to an individual. In a human–machine interaction setup, machines or virtual entities equipped with emotional artificial intelligence recognize their human users’ emotional and attentional expressions. Efficient automatic emotion recognition may be useful in various sectors, such as healthcare (e.g., rehabilitation of individuals with emotion recognition deficits or with the inability to express feelings, such as in cases of flat effect), education, security, safety, consumer marketing and entertainment.



Human emotion is a dynamic process caused by an eliciting stimulus that triggers a particular emotion. The process outputs are signals of changes that illustrate changes in different reaction components of emotion, with three of the major components being involuntary physiological arousal, motor expression and subjective feeling, irrespective of the theory of emotion, whether physiological, neurological or cognitive. Motor expression fulfills a communicative function at the interindividual level. Differentiation of emotions relies on the output signal of the emotion process [8]. The other two reaction components of emotion are action tendency (a conative reaction that may involve a change in motor expression) and cognitive appraisal of the eliciting stimulus. However, according to some research psychologists, cognitive appraisal precedes an emotion instead of being one of the reaction components of an emotion. The changes in subjective feeling, motor expression, and cognitive and conative reactions involve neurophysiological activities [8]. Machines extract the emotional state of an individual from signal changes in motor expression such as speech signals (e.g., [9]), visual signals of dynamic facial expressions [10] and other visual emotion cues (postures, hand/body gestures and gesticulations, emotional eyes and eye movements, lip and body movements (e.g., [11])) and tactile signals. Machines also infer emotions from biosignal changes in the physiological reactions of various organ systems associated with emotional states. Some examples of biosignals/physiological signals are brain signals (electroencephalograph (EEG), functional magnetic resonance imaging (fMRI)), heart rate (ECG), blood pressure, blood sugar level, dilation/compression of blood vessels, respiratory rhythm/breathing rate, muscle contraction level (electromyography (EMG)), electrodermal activities, perspiration rate, and skin temperature (e.g., [12,13]). A particular felt emotion and its expression are often related. However, emotional reaction is commonly followed by emotional regulation. A felt emotion might then be suppressed in the motor expression reaction component of the emotion [14]. Noise in biosignals is the principal effect that constrains the recognition performance of physiologically based emotion recognition systems. Emotion has a high response synchronization of changes in its reaction components/output and has a short duration compared to other affect phenomena [15]. The efficacy of the extraction of emotions depends on the recognition performance of algorithms, emotion modality, and the type of information processed by the algorithms.



Each emotion modality provides unique information regarding an individual’s emotion that cannot be retrieved from a different modality. The extraction of emotion from body movements, which entails a full-body motion pattern, has the advantages of recognizing the nonverbal emotions of a person from any camera view or recognizing the emotions of a person from a long distance far from a camera (e.g., [16]). Speech and facial expression can provide information that is not present in body movements and human body gestures, or vice versa. Humans employ different emotion modalities simultaneously and in combination (i.e., use one modality to complement and enhance another). Each modality has its limitations and advantages. To effectively capture an emotion, multimodal emotion recognition approaches potentially have a higher recognition performance than unimodal emotion recognition (e.g., [17]). However, in the case of an emotional change, facial expression signals, biosignals/physiological signals and speech signals tend to manifest before other signals. Hence, computer vision-based emotion recognition focuses primarily on facial emotional expression. Evidence has shown that emotional information from the face, voice and body interact, with body motion and posture often highlighting and intensifying the emotion expressed in the face and voice. However, the facial expression features might differ for the mute condition versus the speaking condition [18].



The parts of the limbic system and the systems and parts subject to the limbic system directly or indirectly impact, coordinate, and control emotional responses. The occurrence of a particular emotion and the intensity of an emotion with respect to an expression or with respect to how an individual is sensitive to a present stimulus/event (and the duration of an emotion episode) depend on past emotional experiences stored in a limbic area of the cerebral cortex. An emotion experience is a previous event that the individual associates with the present stimulus/event. The eventuality of an emotional state given a stimulus also depends on other effects that change over time, such as motivational aspects of behavior, personality, hormone concentration and release and situational variables. Therefore, emotion is dynamic and subject to change over time. Furthermore, cognitive and conative behaviors impact the emotional process through the appraisal of emotional stimuli [2,15,19]. For example, the emotional process has a regulator influenced by the social environment [2,19]. Society and group norms may induce emotions via emotional contagion that supersede the individual’s normal behavior. Other affective phenomena (i.e., preferences, attitudes, moods, affect dispositions, and interpersonal stances) also regulate and can affect emotion [4,15]. For the emotional recognition of an individual, subtle emotional expression is key to identifying the emotion that an individual feels. Subtle emotional expression has a universal component across all cultures (that has an evolutionary adaptation) and a particular sociocultural component (that is culturally specific) [20]. Recognition of the subtle emotional expression involves micro-emotional expressions hidden in the background of individual expression. Such emotions will depend, among others, on physical health conditions and individual cultures or demographic groups such as age [21]. Deep learning mechanisms have proven advantages in the extraction of fine details.



Human perception of emotion depends on the morphological features of expressions of emotion, the temporal context (appraisal of an emotion expression depends on the preceding perceived emotion expression), and the spatial contextual information (judgment of an emotional expression of an individual at a given time is with respect to the group the person is in at that time) [22]. Moreover, the expression judgment is conditional on the perceiver’s culture, life experiences (and training), physical and mental health conditions (e.g., impairments in facial emotion recognition in patients with neurological conditions such as stroke, traumatic brain injury, and frontotemporal dementia), mood, demographic factors (age, gender, and education level) [22,23,24,25,26,27,28,29]. There is a difference in the agreement of emotion of an expresser, given that people interpret emotion differently based on their background. Psychologists assess the emotion perception ability of individuals using different emotion recognition tests such as the Ekman 60 Faces Test, Emotion Recognition Task (ERT) and Emotion Evaluation Test (EET) [30]. Automatic emotion recognition using machine learning can rely on both motor expression and physiological data. The recognition method must remove the obstacles encountered by human perceivers in recognizing the expressers’ emotions and must recognize the genuine emotions felt.



The recognition techniques extract static or dynamic emotional expressions from the emotion process. Static expressions are the static displays of posed emotional expressions/signals, such as a photograph for which the body emotion is depicted as a static display or still image (emotion is not active, but a mere frozen definition displayed). In contrast, the dynamic expression is retrieved from morphed photographs, videos, or motion history/energy images to form a dynamic display that includes a preceding expression and an end expression, similar to dynamic point-light and full-light displays for biological motion, given a stimulus. In real life, emotional expressions are typically dynamic, changing from one state to another [22,31]. On a human level, static information and dynamic information, which include movement cues, differ in how they are processed psychologically or neurologically by the perceiver. Therefore, a dynamic framework is needed to capture the emotional dynamics fully. Emotion recognition using dynamic expression is used for facial expressions and body motion. However, human emotion recognition systems currently employ largely static images. The dynamic facial expression reflects the emotion conveyed by an individual as it unfolds over time. Movement embedded in the dynamic facial expression enhances emotion recognition performance accuracy and increases perceptions of a weak emotional intensity [32]. Dynamic facial expression helps to extract hidden or micro-emotions that eyes can hardly detect by analyzing the motion of these essential features [33]. In addition, the dynamic facial expression enhances emotion recognition or the discrimination of emotions felt by an individual [31,34] and generalizes better (i.e., achieves a “high ecological validity”) than static emotion [35]. For a high accuracy, automatic emotion recognition must consider subtle emotion expressions and recognize an emotion rapidly. Emotion micro-expressions or subtle emotion expressions are commonly recognized based on movement cues, and such cues are embedded in the dynamic expression of an emotion.



Emotion is recognized based on either macro-expressions or subtle expressions (micro-expressions). For the former, the recognized emotion is explicitly expressed at a strong intensity (at the local level) and identified based on strong features. In contrast, for the latter, the recognized emotion is expressed in a suppressed manner that is non-localized and identified based on weak features. Subtle expressions are spontaneous expressions that cannot be feigned. Effectively extracting expression features from images and voices is a critical problem affecting the accuracy of subtle expression recognition. For the model to handle the subtleties impacted, for instance, by culture, culture-specialized fine-tuning should be applied after the main model is trained. By considering subtle features, the recognition helps to recognize the true feeling and has an improved accuracy compared to other methods. In light of these considerations, this article reviews subtle emotion recognition and contrasts such recognition with macro-expression recognition. This article also reviews multimodal emotion recognitions that consider spontaneous visual or vocal expressions or involuntary physiological arousal. These modalities exhibit an instantaneous nature and play a critical role in various fields, including security, healthcare (such as patient care and therapeutic support), and human–computer interactions, particularly in systems involving robots capable of perceiving and responding to human emotions. The main contributions of this study are listed as follows: we examine the state of the art in multimodal emotion recognition based on spontaneous emotion modalities and subtle emotion recognition to reveal the emotional state related to the true feeling of an individual. This paper also discusses the use of deep learning to improve emotion recognition and its current challenges. Subtle expressions are solely identified through dynamic displays/expressions such as dynamic facial expressions and dynamic emotional body movements that effectively emulate the 3D spatio-temporal processing style associated with a human brain when recognizing emotions. Given that the human brain activity associated with the interpretation of emotion has spatio-temporal dynamics, this review article discusses the state-of-the-art methodologies in dynamic expression. The challenges of deep learning for effective automatic emotion recognition are highlighted.



Numerous research review papers have recently discussed multimodal emotion recognition, highlighting its strengths and limitations [36,37,38,39,40,41,42,43,44,45,46]. Existing reviews often focus on multimodal emotion recognition in the context of audio–visual integration and, to a lesser extent, incorporate electroencephalogram (EEG) data while overlooking other physiological data such as heart rate and skin conductance. They do not look at the aspect of subtle expressions and dynamic expressions. They also require more scrutiny regarding the robustness and generalizability of methods, particularly with respect to bias. Although they present fusion methods, they must investigate or compare them across varied contexts to identify the best practices. Therefore, we address these gaps and examine, in large part, the methodological characteristics unique to multimodal emotion recognition, combining visual, vocal or physiological signals. The research question for this study is as follows:




	
RQ1: How can multimodal emotion recognition methods, using visual, vocal and physiological signals be optimized to enhance robustness and accuracy, and what is the impact of deep learning techniques and dynamic expression analysis in overcoming these challenges?








In this study, we identify the limitations of current approaches to multimodal emotion recognition. We focus on the fine-grained recognition of emotional states and present emotion recognition in a way that enhances the explainability of a classifier’s output, thereby ensuring better user adoption and trust in emotional computing. We categorize multimodal and subtle emotion recognition techniques into distinct groups based on their implementations, providing concise explanations for each and comparing their performance. We conduct a comprehensive analysis of the current state of emotion recognition, similar to ref. [47], by evaluating the performance of various methods on the same dataset. The remaining sections of this paper are organized as follows. Section 2 discusses the research methods employed in conducting this review study. In Section 3, the human emotion categorizations are reviewed. In Section 4, automatic human emotion recognition methods are elaborated on and reviewed. Then, an overview of multimodal emotion analysis research is provided. Deep learning solutions and challenges are introduced in Section 5. Section 6 discusses the findings and current limitations of multimodal emotion recognition. Finally, the conclusion, including recommended future directions, is given in Section 7.




2. Materials and Methods


2.1. Search Strategy


In this study, we employed a comprehensive database search strategy to systematically identify, evaluate, and synthesize relevant research. We followed a review protocol outline that adheres to one of the established guidelines for conducting systematic literature reviews [48], as illustrated in Figure 1. Before initiating the search, we defined the research question (RQ1) specified in Section 1: “How can multimodal emotion recognition methods using visual, vocal and physiological signals be optimized to enhance robustness and accuracy, and what is the impact of deep learning techniques and dynamic expression analysis in overcoming these challenges?”



To refine our search query, we utilized a forward and backward snowballing strategy. We developed a single search expression comprising three subexpressions, linked by a Boolean AND, as detailed in Table 1. The first subexpression, listed in the first row of Table 1, includes terms related to the use of multiple modalities, and these terms are connected by a Boolean OR. The second subexpression, outlined in the second row, consists of terms associated with affective computing, and the terms are also linked by a Boolean OR. The final subexpression, detailed in the last column, encompasses terms related to various visual, vocal, and physiological modalities, linked by a Boolean OR as well.



This targeted search strategy enabled the compilation of a focused and up-to-date collection of records that accurately reflect the current state of research. This collection provides a solid foundation for drawing meaningful conclusions and suggesting directions for future studies.



We queried relevant databases with records on affective computing using the search function. We selected nine databases for this review study: Web of Science Core Collection (WoS), Scopus, EBSCOhost Database Collection, ProQuest Central (including the publicly available content database and Coronavirus Research database), ACM Digital Library (ACM Guide to Computing Literature section), IEEE Xplore, ScienceDirect, SpringerLink and PubMed. We searched within document titles, abstracts, and keywords when available. The keywords included author-specified terms or keyword plus (WoS). In other databases, we used subject terms (EBSCOhost), all subject and indexing terms (ProQuest), index terms (IEEE Xplore), and other terms (PubMed). In ProQuest, we searched both the summary text and the abstract. We searched within the full text for SpringerLink, since the abstract search was not available, and we exported all SpringerLink records, including chapters (which encompass conference papers), books (which include conference proceedings and reference works), articles, reference work entries and protocols. The EBSCOhost databases used in the search included E-journal, Academic Search Complete, MEDLINE (and MEDLINE with full text), APA PsycInfo, Business Source Complete, OpenDissertations, LISTA, ERiC, RILM Abstracts of Music Literature with full text, APA PsycArticles, Health Source: Nursing/Academic Edition, MLA International Bibliography with full text, Music Index with full text, CAB Abstracts with full text, MasterFILE Premier, newspaper sources, regional business news, SPORTDiscus with full text, eBook Academic Collection (EBSCOhost) and eBook Collection (EBSCOhost).



After exporting the search records from the databases, we removed duplicate entries and retained the remaining records for initial screening. We reviewed titles and abstracts during this initial screening and conducted a more detailed full-text assessment afterwards. We used the Rayyan platform to manage the duplication removal and screening process efficiently.




2.2. Study Selection


After removing duplicates, we proceeded to the screening phase, where we applied inclusion and exclusion criteria to assess the relevance of each record to this review study. We retained only those records that directly addressed the research question. The inclusion/exclusion criteria focused on relevance, study type, completeness, and publication language. We excluded records related to textual modality when this modality was part of a bimodal emotion recognition system, as this review does not address textual inputs. Additionally, we removed editorial reviews, internal reviews, incomplete studies, extended abstracts, and white papers. To capture relevant developments and recent advancements, we set the publication range from 2012. This time frame allowed us to provide a comprehensive overview of current trends, methods, and findings while maintaining the review’s relevance and up-to-date status. It also facilitated the identification of current research gaps.



Figure 2 presents the PRISMA flow diagram demonstrating the study selection process used in this review. The query initially yielded 15,371 records without duplications across all the databases. This number is skewed due to the number of SpringerLink records being high, because this query searches the full text. During the screening phase based on titles and abstracts, the abstracts underwent scrutiny. we excluded non-English articles, studies published before 2012, incomplete studies, and studies that utilize textual modality in a bimodal framework, reducing the record count to 983 for detailed examination. Upon a thorough full-text review of these papers, we further excluded 716 records. The exclusion criteria included the absence of significant insights (often found in short conference papers) or exclusive focus on unimodal techniques. In the end, this study selection process led to the inclusion of 267 records in the final study. Our meticulous selection ensures that the records included in our review are highly relevant to our research questions and objectives, providing a comprehensive understanding of multimodal emotion recognition and addressing any existing gaps in the literature.



Finally, we thoroughly examined the selected papers to extract essential insights, identify trends, and draw conclusions. This examination explored various modalities, data collection methods, fusion techniques, and machine learning approaches related to multimodal emotion recognition. By doing so, we effectively addressed our research questions and better understood the field’s current state. This process also revealed potential gaps or shortcomings in the existing literature, paving the way for future research. It enabled us to delve deeper into the recognition of subtle expressions, spontaneous emotions, and dynamic displays and assess method accuracy and robustness. Examining various study types provided valuable insights into the practical implementation of multimodal emotion recognition, ensuring that our research remains relevant and applicable to real-world scenarios.





3. Human Emotion Categorization Models


The method of representing emotion is essential for understanding affective computing models. There is no common agreement on a unique categorization of emotions, and no ultimate emotion categorization covers all emotions. Psychologists have developed many different affect models. However, three groups of emotion representation models are so far applicable to emotion computing in applications such as affective human–computer interfaces, namely discrete emotion models, dimensional models, and componential models [49,50]. Some emotional states (e.g., shame or guilt) do not have expressions that humans can recognize in human-to-human communication, and they cannot be recognized using current technology.



Discrete emotion models or categorical classification approaches such as Ekman’s model [51,52] and Shaver’s model [53] define a discrete set of emotions. Ekman’s model represents six basic emotion states with universal facial expressions according to Ekman’s theory (the so-called universal emotion states are anger, disgust, happiness, sadness, fear and surprise). A non-emotion-neutral state is added to the emotion recognition task. Each facial emotion state is defined by a combination of action units (components of muscle movements). Another example of categorical representations of emotions is the 27 categories of emotions bridged with smooth gradients [54], where emotion is represented in a semantic space (categories, factor loading). Complex emotions are derived from a number of basic emotions. There are different componential models, such as Oatley’s model [55].



Dimensional emotion models characterize emotion as a multi-dimensional signal with several dimensions. They utilize continuous values instead of dividing emotions into several categories like the discrete emotion representation model [56]. The dimensional models classify emotions in detail using multiple dimensions of emotion. One example of these models is the wheel of emotions [57,58], which proposes eight basic bipolar emotions, with intensity presented on three levels. The wheel of emotions also defines combinations of emotions (e.g., love is a combination of joy and trust). A three-dimensional model of affect, called the valence, arousal, dominance (VAD) model (also known either as pleasure, arousal, dominance model (PAD) or evaluation, activation, power (EAP)) [59,60] represents a multi-dimensional emotion in three independent dimensions. The valence, pleasure or evaluation defines positive or negative emotion and expresses the pleasant or unpleasant. The arousal or activation ranges from sleep/passive to excitement/active and represents the degree of activation. Dominance or power varies from submissive to dominant and indicates the perceived level of control of an emotional state.



A two-dimensional valence–arousal model of emotions, also referred to as the circumplex model of affect [61], is the most commonly used for recognition tasks. Since the values of each dimension can vary continuously, the subtle differences between different emotions can be distinguished, and the evolution process of emotional states can be tracked via real-time labeling of emotional states. Whissel [62] used the valence–arousal (or evaluation–activation) representation across different scales. Other dimensional emotion models are the Ortony, Clore and Collins (OCC) model [63] and Lovheim’s model [64]. The hourglass model of emotions [65,66] argues that emotions are distributed in an hourglass space. The model is an emotion categorization model optimized for polarity detection. The model has empirical evidence in the context of sentiment analysis. The model is a biologically inspired and psychologically motivated emotion categorization model and represents affective states both using labels and four independent but concomitant affective dimensions that can potentially describe the full range of human emotional experiences. Fontaine et al. proposed the addition of an unpredictability dimension to obtain a set of four dimensions (valence, potency, arousal, unpredictability) [67]. Dimensional representations provide a method of describing emotional states that is more tractable than their discrete counterparts (in the case of naturalistic data or applications where a wide range of emotional states occur). They are also better equipped to deal with non-discrete emotions and variations in emotional states over time (changing from one universal emotion label to another would be impractical in real-life scenarios) [68]. Psychological research shows that the value of some emotional dimensions is closely related to human cognitive behaviors such as memory and attention [69], which makes it easier for machines to understand and respond to users’ emotional behaviors based on the results of dimensional emotional predictions. Dimensional representations clarify the interrelation between different emotion states; however, the data used to train it are very specialized and error-prone [70]. The dimensional model is fine-tuned, and there is improved recognition of dimensional models of emotions. The activation and evaluation dimensions effectively discriminate between emotional states [71]. Some dimensional models do not enable the study of compound emotions or do not model the fact that two or more emotions may be experienced at the same time. The Hourglass of emotions overcomes such limitations. The accuracy of automatic emotion recognition is applicable to only a few emotions rather than the almost arbitrary emotions covered by our system. A recognition system that covers fewer emotions should more easily yield a high recognition accuracy.




4. Human Emotional Expression Recognition


The performance of an emotion recognition system greatly depends on the dataset’s characteristics. Publicly available datasets for emotion recognition are used to identify specific emotions and serve as a benchmark to establish a standard comparison of emotion recognition algorithms. Each database has its advantages and disadvantages. Based on current methodologies for dataset collection for emotion recognition, data can be categorized as natural/naturalistic, induced and acted. Acted data are recordings of subjects acting based on pre-decided scripts—emotion data are collected while an individual feigns an emotion. Induced data are data collected when an individual observes a scene that is expected to induce a specific emotion—emotion data are collected while an individual experiences multimedia stimuli. Natural data, such as natural videos, are gathered from recordings taken without the expressers knowing that the emotional data are being extracted from them. Acted datasets can suffer from inaccurate actions by subjects, leading to corrupted samples or erroneous information for the training dataset (feigned expression). For the induced data, an individual might express an emotion we do not expect. In such a case, data validation will be the next step; for example, using facial action units (FAUs) in the case of facial expressions. The main obstacle is obtaining accurate data to train the recognition. Class imbalances exist in almost all the databases. Therefore, to address this problem, recognition methods implement different data augmentation mechanisms, and the evaluation of the recognition methods uses performance measures that are less sensitive to imbalance.



Emotion data and emotion recognition methods focus on a single modality (emotion state assessed either from vocal expression, visual expression or physiological cues) or multimodality (emotion state assessed, for example, from audio–visual expressions). The emotion recognition model based on single-modality data has some limitations that can be solved using effective emotional multimodality. However, since the multimodal methods take advantage of a particular unimodal method for each modality, the unimodal methods that are part of the multimodal method must also perform well on their own. Some studies have shown that multimodal methods can have lower performances, which happens when the necessary steps are not taken to ensure that the multimodal methods improve the unimodal methods [72]. Some unimodal methods can recognize subtle emotional expressions, and by combining subtle expression recognition methods from multiple modalities, multimodal methods for subtle expression recognition can be expected to perform better.



Emotion recognition methods can directly classify emotion states. However, they can also classify these states based on non-emotional categories, such as the objective states made of combinations of action units (AUs) for facial recognition [73]. However, the classification must be followed by emotion interpretation to derive the emotions from the objective states. Since emotion is dynamic, emotion has a start time and an end time. The period of emotion can be divided into stages: onset (start time of an emotion experience), apex (time of the maximum emotion intensity that can be inferred; for example, from the maximum muscle movement of the facial expression starting from the onset), and offset (end of an emotional experience). There are also two transition periods: onset to apex and apex to offset. Therefore, the recognition results will depend on the emotion stage of the input data frame (or image) to the recognizer for the case of static expression.



4.1. Single Modality


4.1.1. Visual Modality


Visual emotion modalities such as facial expression, body posture, hand or head gestures and body movement play a significant role and are essential for maintaining human relationships. During face-to-face human interaction, facial expressions significantly affect the message received by the listener [74]. Poor recognition of visual emotion expression in humans is usually associated with an inability to interact effectively in social situations [75]. The visual emotion cues that clearly show a person’s positive or negative emotions are gestures, body movements, changes in body posture, and movement of a part of the body that includes the head, limbs or hands (e.g., scratching of the head). Other visual emotion cues, which form part of a facial expression but can be considered independently to assess the emotion conveyed, are changes in mouth length, pupil size or eye movements. In the case of face-to-face communication, spatial distance from the addressee can also be an emotional cue. In human-to-human interactions, facial expression contributes significantly to emotion perception, while other visual cues, such as posture, have a more subtle effect on emotion perception.



Visual emotion recognition uses video footage or images of visual expressions and exploits computer vision and machine learning algorithms to achieve automated expression recognition. Computer vision approaches are used to extract features from facial data and classify these data as one of the categories of emotional states. The performance of visual emotion recognition depends on both feature extraction and classification. Visual data, such as face data, are less sensitive to noise. Though there have been substantial advances in visual emotion recognition, the current methods do not achieve sufficient performance, given the high intraclass variation.



Facial emotional expression is commonly divided into macro-expressions and micro-expressions. Macro-expressions are more applicable to entertainment applications. The recognition of human emotion based on macro-expressions may be misleading in other applications, given that some people may hide their true emotions. Micro-expressions apply to healthcare, marketing, education, security and other applications. Facial micro-expressions are spontaneous and involve brief facial muscle movements that are not subject to people’s consciousness. They reveal the genuine emotion of the subject [76]. Their intensity is very subtle and occurs in only specific parts of the face [77,78]. They occur when people try to hide their true emotions, either via suppression (deliberate concealment) or repression (non-conscious concealment) [79]. These states occur in a number of video frames without significant recognizable facial motions. The subtlety of micro-expressions can result in spatial features that are insufficient for recognizing the expressions, even in the apex frames. Full facial macro-expression lasts between   1 / 2   and 4 seconds [80] and is easily identifiable by humans. Micro-expressions are fleeting and imperceptible, typically lasting less than   1 / 5   seconds [80]. Some micro-expressions are as short as a   1 / 25   of a second [77,79], and some may last as long as   1 / 2   to 1 second [76,81]. Typically, a micro-expression lasts between   1 / 25   and   1 / 5   of a second. It is difficult for a human to notice or recognize micro-expressions; for example, Frank et al. [82] found that only highly trained individuals can distinguish between various micro-expressions, and the recognition accuracy is just   47 %  . There is a need to design effective methods to automatically recognize micro-expressions, given that human performance on micro-expression recognition remains considerably low.



Macro-expression data are in the form of still images (static displays) or videos, and micro-expression data are in the form of videos. While some algorithms extract emotion from static displays (e.g., static image or apex frame in a visual expression video clip), other algorithms also exploit the temporal information embedded in the video (i.e., the use of the dynamic expression display). Recognition methods that add a time dimension (i.e., dynamic expression), especially micro-expression recognition, have been shown to recognize spontaneous subtle expressions. The exploitation of dynamic displays has been the core of facial micro-expression and dynamic emotional body expression recognition. The dynamic emotional body movements involve both changes in positions and displacements of body joints. Dynamic expression recognition depends on factor loading, the number of significant video co-loadings and categories.



Facial Action Coding System (FACS) encodes facial muscle changes in response to emotion states [83,84]. The system establishes the ground truth of each action unit’s exact beginning and end time. According to FACS, each facial emotional expression is identified based on a combination of action units (AUs), also referred to as facial action units. Davison et al. [73] argued that using facial action units during emotion recognition instead of emotion labels can define micro-expressions more precisely, since the training process can learn based on specific facial muscle movement patterns. They further proved that this leads to higher classification accuracies. “objective classes” based on FACS action units have been used as categories for micro-expression recognition. Traditionally, facial macro-expression recognition has been achieved through the extraction of handcrafted features, including Scale-Invariant Feature Transform (SIFT), Histogram of Oriented Gradients (HOG), and Local Binary Patterns (LBP). A classifier subsequently utilizes these features to perform the recognition task (see Table 2 for examples). LBP, with its simplicity in computation, is commonly used because of its robustness towards illumination changes and image transformations [85]. Classical LBP characterizes the local textural information by encoding a vector of binary code into histograms. Handcrafted feature extraction methods for identifying macro-expressions are categorized as either geometric-based or appearance-based. The action units or the Euclidean distance between the action units for facial expression recognition are the basis of geometric features; one of the features most used in facial expression recognition (e.g., [86,87,88]). Geometric features lack information on some parts of the face. They are sensitive to noise, and the accumulated errors during tracking produce inaccurate features. Other types of features commonly used in facial expression recognition are appearance-based features. These features do not require detecting part of a face; instead, they consider the entire face structure [89,90]. They can encode fine patterns in the facial image and are less sensitive to noise. However, a misalignment of the face reduces the recognition performance due to the extraction of features from unintended locations. Methods that combine geometric-based and appearance-based features for facial expression recognition (e.g., [91]) and deep learning-based methods (e.g., [92,93]) overcome the shortcomings of the geometric feature-based methods and appearance-based methods. However, none of the current classical methods consider the shape deformations related to each facial emotional expression.



Facial micro-expressions are characterized by small-scale facial motions that result in feature vectors with a low discriminative power. Micro-expression recognition aims to identify small-scale facial motions. The first successful recognition method for spontaneous facial micro-expressions was presented in ref. [96]. The method extended from texture features to spatial–temporal features. Researchers have mainly chosen the local binary pattern with three orthogonal planes (LBP-TOP) as the primary baseline feature extractor. The LBP-TOP is a spatiotemporal extension of the classic local binary pattern (LBP) descriptor. LBP-TOP extracts the histograms from the three planes, XY, XT and YT, and concatenates them into a single-feature histogram. Wang et al. [97] proposed a method to reduce the redundancies in the LBP-TOP by utilizing only six intersection points in the 3D plane to construct the feature descriptor. An integral projection technique was also proposed to preserve the property of micro-expressions and enhance the discrimination of micro-expressions [98]. Spatio-temporal LBP with integral projection (STLBP-IP) applies the LBP operator to horizontal and vertical projections based on difference images. The method is shape-preserving and robust against white noise and image transformations. Examples of other handcrafted features for micro-expression recognition are LBP-MOP [99] (with an improved integral projection). The LBP-TOP, with preprocessing using the temporal interpolation model (TIM) [100], uniformly samples a fixed number of image frames from the constructed data manifold. LBP-TOP (sparsity-promoting dynamic mode decomposition [DMDSP]) acts to select only the significant temporal dynamics when synthesizing a dynamically condensed sequence [21]. LBP-TOP (EVM + HIGO) magnifies the video (Eulerian video magnification) in an attempt to accentuate the subtle changes before feature extraction [101,102]. Zhao et al. [103] used the dynamic features to recognize macro-expressions; specifically, LBP-TOP.



The case of adaptive motion magnification combined with the LBP-TOP method was proposed in ref. [104]. Adaptive motion magnification techniques are used to emphasize micro-expression motion. Although motion magnification improves expression class separability, magnification parameters, such as frequency bands and magnification factors, are sensitive enough to achieve a good performance. Motion information is used to portray the subtle changes exhibited by micro-expressions. For example, the extraction of a derivative of optical flow called an optical strain was used originally for micro-expression spotting [105] but later adopted as a feature descriptor for micro-expression recognition [106,107]. Leveraging the discriminativeness of optical flow, other approaches that exploit the optical flow have been proposed, such as bi-weighted oriented optical flow (Bi-WOOF) and FDM [108,109]. LBP-TOP-HOOF [110], a handcrafted approach that uses K-SVD, uses optical strain and aims to preserve the temporal dimension as its dynamics [107]. LBP-TOP + STM [111] also uses TIM, the same as in ref. [100]. Table 3 presents a comprehensive overview of micro-expression recognition methods that utilize handcrafted features.



Handcrafted feature extraction methods demand highly specialized knowledge of data, and the extraction can be highly computationally involved. The existing handcrafted features have limitations due to their reliance on prior knowledge and heuristics. Deep learning models have been used to extract emotion features and distinguish emotional states. Unlike the handcrafted feature extraction, deep learning models require less specialized data knowledge and minimal reliance on prior knowledge. Handcrafted feature extraction requires feature detection during the preprocessing stage, which affects the overall feature extraction and classification. The handcrafted features also fail to perform well on a dataset with more image variation and partial faces. Spontaneous micro-expression recognition using handcrafted features has a sophisticated design and limitations regarding the recognition rate for practical applications [114]. Deep learning overcomes the imbalanced dataset problem by effectively learning features from imbalanced data using data augmentation. Data augmentation is also used to avoid overfitting. Deep learning also has the property of translation invariance. With the success of the convolutional neural network (CNN) in visual object recognition and detection, visual emotion recognition methods have relied mainly on CNN. Although deep learning is still developing, it has already achieved good emotion recognition rates. However, further exploration of various deep learning frameworks is necessary to enhance these rates and improve the recognition of subtle movements in facial expressions. Table 4 provides an overview of different deep learning approaches used specifically for macro-expression extraction, illustrating the advancements and options available in this area.



The first deep learning-based method for facial micro-expression analysis was proposed in the year 2016. The basic micro-expression recognition algorithms use the standard 2D CNNs (see Figure 3) commonly used for static display on the apex frame of the original video clips and extract spatial information (e.g., use of ResNet [115]). However, these algorithms do not encode the muscle motions. Other methods first encode the muscle motion (e.g., subtle facial emotion) from the original videos. The motion-encoded data, such as the optical flow data, are directly supplied to the off-the-shelf 2D CNN (e.g., ResNet and VGG). This 2D CNN accepts 2D input RGB color images using transfer learning (e.g., use of ResNet [116]) or via retraining (e.g., use of ResNet [117]) or modifying the off-the-shelf/backbone networks (e.g., modification of the ResNet for the custom 2D CNN presented in [116]). If the networks are retrained, they can be initialized using large facial datasets such as ImageNet2012 (e.g., in [117]). Optical flow provides robust features to the diversity of facial textures. Consequently, to ensure a reduced computational complexity in terms of time, the optical flows are extracted between the onset and apex frames of micro-expression video clips—it is between these two moments that the motion is most likely to be the strongest. Commonly, one optical field (either vertical, horizontal, or magnitude) or a pair of horizontal and vertical fields are used as inputs to the 2D CNN. For facial micro-expression, the vertical optical field that encodes the vertical motion has been proven to offer better results than the horizontal optical field. Furthermore, to reduce the computational complexity over time, the vertical optical field alone was used with a customer 2D CNN shallow convolutional network [116] for fast training.



 





Table 4. Facial macro-expression recognition using deep learning.
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	Ref
	Year
	Database
	Features/Classifier
	Best Performance





	[118]
	1994
	in-house
	Neural network
	Acc:   68 %   to   89 %  



	[119]
	2002
	JAFFE
	Neural network
	Acc:   73 %  



	[120]
	2005
	DFAT-504
	Gabor filters + AdaBoost/SVM
	Acc:   93.3 %  



	[121]
	2016
	FER2013 +

SFEW 2.0
	DNNRL
	Acc:   71.33 %  



	[122]
	2017
	CK+

Oulu-CASIA

MMI
	PHRNN + MSCNN
	Acc:   98.50 %  

Acc:   86.25 %  

Acc:   81.18 %  



	[123]
	2018
	in-house
	Wavelet entropy/Neural network
	Acc:   96.80 %  



	[124]
	2018
	KDEF

CK+
	CNN/SVM
	Acc:   96.26 %  

Acc:   95.87 %  



	[125]
	2020
	FACES

Lifespan

CIFE

FER2013
	VGG-16/RF
	Acc:   97.21 %  

Acc:   98.08 %  

Acc:   84.00 %  

Acc:   71.50 %  



	[126]
	2023
	CK+

FER2013
	CNN + DAISY/RF
	Acc:   98.48 %  

Acc:   70.00 %  



	[127]
	2023
	JAFFE

CK+

FER2013

SFEW 2.0
	VGG19 + GoogleNet +

ResNet101/SVM
	Acc:   97.62 %  

Acc:   98.80 %  

Acc:   94.01 %  

Acc:   88.21 %  



	[128]
	2024
	Aff-Wild2
	Landmarks/GCN
	Acc:   58.76 %  










Peng et al. [114] proposed a two-stream 3D CNN model (see Figure 4). In contrast to a standard one-stream 3D CNN model (see Figure 5) that also captures the temporal dimension of facial expressions, the two-stream 3D CNN model used two datasets (CASME and CASME II) to increase the amount of data available for meaningful training of a deep learning network. The two datasets have different frame rates, each dataset was fed into a stream. The model uses a shallow network to avoid overfitting. The input of each stream receives the optical flow data to enrich the input data with motion information and to ensure that the shallow network acquires high-level features. After feature extraction using the 3D CNN, classification was implemented using a support vector machine (SVM) on four categories: negative, positive, surprise and others [114]. Using expression states (i.e., stages of a single expression) instead of an expression as the input increases input data and improves the expression class separability of the learned micro-expression features [129]. The method proposed by Kim et al. [129] uses a 2D CNN to learn the spatio-temporal feature representation in the first stage and consequent LSTM in the second stage (see Figure 6). The spatial model is learned, and the expression-state features learned from the trained spatial model are fed into an LSTM network to learn the temporal dependencies of expression-state spatial features for a given emotion [129]. The spatial features of an emotion category are learned at the expression state level of a video emotion using a CNN. Three expression states (onset, apex, offset) and the transitions from onset to apex and apex to offset are counted as states. The aim is to cluster the expression states of each emotion category, and, by doing so, to cluster the emotion categories. In other words, the spatial features of emotion are learned, regardless of the expression state. The loss function ensures continuity in consecutive states of an emotion category. Several objective functions are optimized during spatial learning to improve expression class separability, and the expression states are adopted in the objective function during spatial feature learning.



The temporal dimension represents the emotion dynamics over time, which is crucial for recognizing facial movements and discriminating between emotion classes. Spatial and temporal modules are needed to attain a good performance. Khor et al. [130] propose a method that uses an LSTM temporal module to learn temporal dynamics, preserve the temporal dimension and characterize temporal dynamics. For the spatial learning stage, the input data are encoded by a CNN to a fixed-length vector,   ϕ (  x t  )  , that represents the spatial features at time t. Subsequently, for the temporal learning stage, a 4096-fixed length   ϕ (  x t  )   is then passed to a recurrent neural network (LSTM) to learn the temporal dynamics. This is similar to ref. [129], but with no consideration of expression state. Two variants are proposed, both having the following inputs: optical flow (3D flow image made of horizontal flow dimension, vertical flow dimension and optical flow magnitude), optical strain and grayscale images. The spatial enrichment variant uses a single VGG-16 CNN applied to a large stacked 3D optical flow image, a 2D optical strain image, and a grayscale image of the microexpression data. The VGG-16 was trained from scratch, and the trained model gives a 4096-fixed-length feature vector at the last fully connected layer to be fed into the LSTM. The temporal enrichment model uses three pre-trained VGG-Face models that were trained on large-scale Labeled Faces in the Wild (LFW) data for face recognition [131] (i.e., transfer learning that allowed for fast convergence because both microexpression data and LFW data involve faces and their components). A single VGG-Face model takes the data of a 3D optical flow image, 3D optical strain converted from 2D optical strain or 3D grayscale image converted from the 2D grayscale image, and each VGG-Face model outputs a 4096-fixed length vector   ϕ (  x t  )  . The data in the last fully connected layers are fused before being fed into the LSTM (12288-length spatial feature vector). Each video sequence was interpolated using the temporal interpolation model with the aim of keeping the length of the LSTM input constant. The learning rate is tuned to be smaller than typical rates because of the subtleness of micro-expressions, which poses difficulties for learning. The temporal dimension enrichment (TE) variant outperforms its spatial dimension enrichment (SE) variant counterpart, demonstrating the importance of fine-tuning separate networks for each type of data (for a small dataset). SE performs better than TE for larger training datasets composed of the CASME II and SAMM datasets. SE needs more data than TE, given that it has a large input dimension (curse of dimensionality). The use of optical flow is more beneficial than the use of raw pixel intensities in providing a proper characterization of the input data to the network, according to the results of the ablation study in ref. [130].



Instead of optical flow, neural spikes can be encoded from human facial and physiological data to capture emotion. Considering these spikes’ timing, a three-dimensional representation of human emotion is generated. This process uses brain-inspired spiking neural networks (SNNs), such as KEDRI’s NeuCube, which belong to the third generation of artificial neural networks (ANN). SNNs consist of 3D spatio-temporal structures applied to facial and physiological emotion recognition. This method achieves classification accuracy comparable to state-of-the-art deep learning approaches that utilize facial expressions and physiological signals. Table 5 presents a categorization of deep learning methods specifically designed for micro-expression extraction.



A deep learning model’s discriminative power is primarily determined by the quality of the features it generates. The model must also exhibit strong generalization across a wide range of subjects. Moreover, the classifier plays a crucial role in both discriminative power and generalization [130].



Data augmentation techniques are crucial to enhance generalization and improve model performance. Various methods of data augmentation exist, with temporal interpolation being particularly useful for spatio-temporal methods. Temporal linear interpolation can be applied to a sequence of frames to increase and balance data classes [114,129]. Additionally, a temporal interpolation model can be employed to fit the sample sequence into a recurrent model that expects a fixed temporal length [130].



The performance of new automatic facial microexpression recognition methods is commonly compared against the baseline LBP-TOP method (presented results or reproduced LBP-TOP) [130]. The recognition performance measures are the F1 score, weighted average recall (WAR), or accuracy. The unweighted average recall (UAR) is beneficial for balanced accuracy (averaging the accuracy scores of each individual class without consideration of class size), and the macro-averaged F1 score provides a balanced metric when considering highly imbalanced data [111].



The micro-expression recognition methods are evaluated using spontaneous micro-expressions databases. Publicly available datasets for visual features are used as the benchmark databases for visual emotion recognition. With the advent of spontaneous micro-expressions databases, many methods of microexpression recognition have been proposed. The databases comprise micro-expression video sequences. Existing public facial expression datasets are given in Table 6. Some micro-expression databases (e.g., USF-HD [105] and Polikovsky et al.’s [142] databases) contained micro-expressions that are actually either posed or acted out instead of naturally spontaneous ones. The posed expressions are captured by requesting that the participants form a facial expression for a certain emotion (e.g., facial image data in the entire CK dataset and a significant portion of the CK+ dataset). The acted expressions are collected when the participants are instructed to perform certain reactions and make expressions as responses to certain stimuli (e.g., eNTERFACE dataset). The posed and acted expressions are induced based on different numbers of basic emotions. They are hidden expressions—it is quite common for the real emotion of a participant not to match the facial expression made. The disadvantages of posed and acted datasets are that the occurrence duration of their micro-expressions might not be the same as the duration of the naturally spontaneous ones (e.g., USF-HD and Polikovsky et al.’s are longer (2/3 s) than Paul Ekman’s definition (1/3 s)). Spontaneous natural expressions with expression classes are labeled by trained coders based on the presence of FACS (e.g., microexpression databases SMIC, CASME II and SAMM). There are also limitations on the size of the datasets, which can be insufficient for proper experimentation and analysis (YorkDDT [143] contained only 18 micro-expressions). CASME II and SAMM micro-expression datasets have objective classes, as provided in ref. [143].



Emotions can also be observed from images and videos of hands/heads and body gestures. Gesture-based emotion recognition has applications in realistic gaming environments and allows neuro-atypical individuals to better integrate into society [154]. Emotion recognition from full body movement (i.e., a set of body posture/gesture features) and other emotional cues can be used in rehabilitation [155]. Noroozi et al. [156] proposed a method to assess human emotions from body gestures with near-human (perception) accuracy. The method uses static expressions extracted from the head’s position and the body’s inclination. By using a neural network with 50 actors across body types and ethnicities in different poses, the method provided more than   87 %   accuracy, despite the varied input datasets. Note that while the absolute accuracy is   87 %  , the accuracy compared to human emotion recognition was close to   95 %   in this case. Santhoshkumar et al. [16] proposed using CNNs and achieved their objective with an accuracy of over   95 %   from videos. There are recent reviews available on emotional body gesture recognition [156] and emotion recognition based on body movement [157]. Table 7 provides an overview of body gesture-based recognition methods.



Gesture-based emotion recognition is challenged by the degree of subjectivity involved in establishing benchmarks. Despite the fact that visual cues have higher informational contributions in human-to-human interactions, the main disadvantage of visual emotion is that the emotion can be feigned/suppressed. The facial data must be diversified across different ethnic groups and cultures [161].




4.1.2. Speech Modality


Speech/voice emotion recognition is preferred for applications in e-learning and telemarketing, call centers, phone banking and many other applications [162]. Psychological studies of emotion prove that vocal parameters, especially pitch, intensity, speaking rate and voice quality, play an essential role in emotion recognition and sentiment analysis [163]. Vocal emotion cues, which play a crucial role in emotion recognition, include prosodic variables/features (such as pitch, pause duration (pause), tone of voice, intonation, rate of speech, and voice probabilities) and energy-related features. Other emotion recognition features used by some researchers are the zero-crossing rate, signal energy, entropy of energy, spectral centroid, spectral spread, spectral entropy, spectral flux, spectral roll-off, vocal formants (especially their frequencies), Teager energy operator (TEO)-based features (or Teager–Kaiser energy operator), beat histogram (beat sum, strongest beat), perceptual linear predictive coefficients (PLPs) (such as linear prediction cepstral coefficients (LPCC)), log frequency power coefficients (LFPC), Mel-frequency cepstral coefficients (MFCCs) and bark-frequency cepstral coefficients (BFCCs) [164,165]. Some features, such as prosodic features, are insignificant for involuntary emotional expression. Various works have been carried out based on the types of features needed for better analysis [166,167]. Speech data are difficult to find, and datasets are made of a few samples. Public databases for speech data are solely acted data with no prosody control. Table 8 details the public datasets commonly used for speech emotion recognition.



Recent speech emotion recognition methods are detailed in Table 9 and Table 10.



Morais et al. [178] used feature engineering for upstream and ECAPA for downstream processes and reported an accuracy of   77 %  . Balakrishnan et al. [184] used a speech dataset, namely sustained emotionally colored machine–human interaction using a nonverbal expression project (SEMAINE), to test two models: one utilizing a basic neural network, and a method based on a CNN to analyze speech emotions. The CNN exhibited better accuracy and allowed for learning throughout the operation, thus minimizing the risk of forgetting and giving a better performance. Alu et al. [185] used CNNs and reported an accuracy of over   70 %  . Tzirakis et al. [186] used CNNs that took a raw speech waveform and identified the individual’s emotional state with a greater accuracy than other established methods. Schuller et et al. [187] recently designed speech emotion recognition using LSTM and restricted Boltzmann machines (RBMs).



Unlike facial affect recognition, voice affect recognition depends on the language and dialects of the speakers. Voice is affected by some external noise. The models for speech emotion recognition are trained using datasets that are appropriate to the applications they are designed for [188]. Further studies showed that acoustic parameters change due to oral variations and depend on personality traits [166,167]. Therefore, the data must be diversified for methods to deal with different language dialects (and speech accents). The speech emotion recognition methods must consider the scenario of multiple speakers.




4.1.3. Physiological Modality


Emotion recognition using physiological data is one of the applications of brain–computer interfaces (BCIs), in which computers decode people’s emotional states from their brain signals. It has wide applications in healthcare.



Motor expressions (physical expressions) of emotion, such as visual (e.g., facial expression and body gesture) and verbal expressions, can be deceptive to a certain degree. For example, people might feign an emotion they do not feel or express an unfelt emotion simply because it is socially desirable. Physiological data, such as electroencephalographs (EEGs), body temperature, electrocardiograms (ECGs) and electromyograms (EMGs), are less imitable, and their analyses are not easily affected by human subjectivity. Therefore, they are more reliable indicators of genuine emotional states [189] and are always a predictable indicator of the mental state of the person involved. EEG physiological signals are the most commonly used physiological data in emotion research. They can indicate people’s immediate responses to emotional stimuli with a high temporal resolution and cannot be misled by human expressions.



EEG signals are distributed across multiple channels, and using more channels can provide more precise data for emotion recognition. However, the disadvantage/inadequacy is that it is more expensive for data collection and more intrusive for the participants/holders/subjects.



EEG-based emotion recognition using handcrafted features exploits linear or nonlinear dynamic features extracted from EEG signals. Linear features include power spectrum and wavelet features. In contrast, nonlinear features include different types of entropies (approximate entropy, sample entropy), Hurst exponents, fractal dimensions (FDs), correlation dimensions (CDs), the largest Lyapunov exponent (LLE) and higher-order statistics [190,191]. Nonlinear characteristics can reveal emotions better than linear characteristics.



The empirical mode decomposition (EMD) method was used to decompose EEG signals and derive the sample entropy of the derived intrinsic mode functions (IMFs) [192]. In addition, some studies have employed a divide-and-conquer strategy for feature extraction. For example, EEG signals were divided into segments according to the time windows in ref. [193]. Support vector machines (SVMs) are the classification method commonly used for EEG-based emotion recognition. Apart from SVMs, other classical classification methods that have been used for EEG-based emotion recognition are K-nearest neighbor (KNN) and linear discriminant analysis (LDA) [194]. The classification methods that have been used on handcrafted features for EEG-based emotion recognition are detailed in Table 11.



Previous work has been on EEG-based deep learning of emotion recognition. Salama et al. [201] packed multiple channels of EEG signals into 3D data of segments of 2D signals within a specific period. Then, they used a 3D CNN to classify the 3D data for emotion state recognition.



The benefits of exploiting fewer EEG channels are less intrusiveness for the participants and a smaller cost for data processing. Two channels of EEG signals were used for a bispectral analysis to obtain the bispectrum features [202]. In addition, the energy bands and FD features were extracted from two channels of EEG signals [203].



EEG signals are always affected by noise and artifacts (the signal-to-noise ratio of EEG signals is low), which leads to poor robustness of the emotion recognition model and affects the emotion recognition accuracy. Because there is a limitation on available resources, or because the specific bio-signal is extremely noisy [204,205], data augmentations (for example, employing GAN) are used to generate high-quality simulated data and to enhance the model [206,207]. A preprocessing step is also undertaken to attenuate noise and remove artifacts. Some filtering (noise cancellation) approaches, such as surface Laplacian (SL) filtering [194], are also used to attenuate noise and remove artifacts. Even given the number of studies related to emotion recognition using EEG signals’ features, with their respective advantages and drawbacks, the main limitation is related to the availability and quality of data [204,205].



ECG-based emotion recognition also uses handcrafted features. A Bayesian NN was used to analyze the heartbeat data obtained by a fitness tracker to identify the emotional state of the user wearing the tracker [208]. Heartbeat data were obtained as a photoplethysmograph. With ECG data, a neural network was used for emotion recognition. Two NNs were proposed, one for signal transformation recognition and another for identifying emotions. The first signal transformation recognition network was trained using an extensive dataset to identify specific transformations in the input signal. The second network identified the emotions associated with each transformation successfully. The two-network model performed better than the traditional approaches, and the authors reported accuracies close to   98 %   [209]. Canonical correlation relating these signals to emotion alone could predict the correct emotions from physiological data with over   85 %   efficiency [210]. Publicly available datasets for ECG that have been used for emotion recognition are detailed in Table 12.



There is a need for better physiological datasets for training NNs to identify emotions. However, wearable devices (non-disturbing) equipped with sensors to provide physiological data, such as photoplethysmogram (PPG), electrodermal activity (EDA), and skin temperature (SKT), are noisy and rudimentary. Therefore, they are used for specialized use cases (for example, in healthcare).





4.2. Multimodal Emotion Recognition


Multimodal emotion computing is useful in contexts such as e-learning, telehealth, automatic video content tagging and human–computer interactions when assessing a person’s emotional state requires a high precision or a human’s validation in the loop of the computing system is not available [211]. Multimodal emotion computing is also exploited in real-time multimodal interactions between humans and computer-generated entities (and multimodal interactive agents) [212].



A multimodal emotion analysis approach combines more than one aspect of human emotional cues (visual expression, speech expression or physiological signal/data) from an individual to identify/interpret the emotional state. It aggregates and infers the emotional information associated with user-generated multimodal data. The human brain considers multisensory information together for decision-making. In everyday social situations, the way humans express and perceive emotions is usually multimodal, and humans rely on multimodal information more than unimodal information [213]. Emotions are conveyed multimodally by multiple channels, such as voice, facial expression, physiological responses (such as sweating), and body gestures/postures. During the perception of emotion (multimodal emotional computing), the audio, visual, and possibly tactile modalities are concurrently and cognitively exploited to enable the effective extraction of emotion. For example, we obtain a better understanding of speakers’ emotions when we see their facial expressions while they are speaking, and a decision can be made accordingly. Together, vocal and visual mediums provide more information than they provide alone. When the information driving the brain’s reaction is greater than the aggregated dissimilar sensory inputs, the brain relies on several sensory input sources to validate events. Using all the sources compensates for any incomplete information that can hinder decision processes. Research has been conducted to replicate this multimodal approach in emotion computing (to shift from unimodal to multimodal emotion computing, expecting an effective emotion computing system). The ability of the multimodal framework to significantly achieve performance improvements over unimodal systems has been confirmed in numerous studies [47,214].



Multimodal data can be used for the extraction of event-related potential (ERP) information. The ERP technique involves, for example, EEG signal segmentation based on detecting short-term changes in facial landmarks. The multimodal framework can also be implemented by fusing multimodal data consisting of facial expressions and physiological signals such as ECG, heart rate, skin temperature/body temperature, skin conductance, respiration signals and pupil size. For example, videos provide multimodal data regarding vocal and visual modalities in input audiovisual presentations. Vocal and facial expressions can provide essential cues to identify better true affective states (in multimodal emotion recognition using visual and aural information). Aural data in a video express the tone of the speaker. In contrast, visual data convey facial expressions, which can further aid in understanding the user’s affective state. Moreover, a combination of video data and physiological data should enhance the recognition of the human affective state and create a better emotion model.



Multimodal emotion computing integrates the outputs of unimodal systems by fusing/combining information from different modalities for analysis using various (multimodal) fusion techniques for data collected from multimodal sources. Existing techniques for fusing information from different modalities for emotion computing are categorized into two groups: decision-based fusion and feature-based fusion. Data are processed as a combined entity in feature-level fusion, or data are split into modalities and then analyzed in decision-level fusion [47]. Some algorithms use a combination of both of these approaches or rely on specified rules to fuse modalities. The framework of a typical multimodal emotion recognition system is given in Figure 7. It consists of two fundamental steps: processing unimodal data separately and fusing them all. Both steps are equally important. The multimodal system proceeds via the fusion of unimodal information. Unimodal emotion recognition, an essential preprocessing step for multimodal fusion, must perform well to build an intelligent multimodal system. Poor analysis of a modality can worsen the multimodal system’s performance, while an inefficient fusion method can ruin the multimodal system’s stability. Researchers can identify essential and appropriate visual, audio, and physiological machine learning analysis methods from the literature and fuse them using state-of-the-art methods. Multimodal data, such as the data obtained from a video, can be a valuable source of information for emotion analysis, but major challenges need to be addressed. For example, the ways we convey and express opinions vary from one person to another. Some people may express their emotions more vocally, while others do so more visually. When people express their emotions with more vocal modulation, the audio data may contain major cues for emotion mining. On the other hand, when a person is using more facial expressions, most of the cues needed for emotion mining can be assumed to reside in their facial expressions.



Single modalities exhibit limitations in terms of meeting robustness, accuracy, and overall performance requirements, which greatly restrict such systems’ usefulness in practical, real-world applications. The key advantages associated with multimodal approaches are that they are likely to generate more realistic results and provide the possibility of realistic human-to-machine interactions in real-time [47]. The aim of data fusion (i.e., multimodal recognition approach) is to increase the accuracy and reliability of estimates. However, multimodal analysis and processing are complex and still in the development stage. Before real-time multimodal emotion recognition makes its way into our everyday lives (for example, enabled on smart devices), some of the major research challenges that need to be addressed to effectively integrate various modalities include synchronization that is hindered by noisy characteristics in different sensors (audio and speech in a video). Synchronization involves integrating information from different sources across different time scales and measurement values. The lack of data synchronization from heterogeneous inputs hinders the modeling of temporal information. Multimodal approaches also require more data, given the increase in input dimension (quantity of data needed in multimodal approaches increases as the input dimension increases), which raises the issues of the limitation in data available for analysis and handling the vast quantities of data involved. For real-time analysis of multimodal big data, an appropriately scalable big data architecture and platform must be designed to effectively cope with the heterogeneous big data challenges of growing space and time complexity. Though multiple modalities should complement each other to enhance recognition performance, an expression in one modality can distort an expression in a different modality [18]. Various studies have been conducted using only visual features for multimodal emotion analysis. The spatio-temporal 3D structure handles the same unimodal and multimodal effects.



Many studies have used visual and audio modalities for multimodal affect recognition (see Table 13). The human ability to recognize emotions from speech audio is about   60 %  . One study shows that sadness and anger are detected more easily from speech, while recognizing joy and fear is less reliable [215]. Audio data can be extracted from the video emotional stimuli.



Temporal and spatial processing of EEG features involves event-related potentials. An adaptive multimodal system combines visual, auditory, and autonomous nervous system signals from a user to recognize the emotions of the user. Emotional features from brain EEG signals and emotional features from the corresponding audio signal or facial expression images are fused. Recognition is achieved by analyzing the bio-signals of an individual, such as facial, EEG and eye data, using machine learning models. Multimodal emotion recognition architecture is based on audio and EEG data. Eye data and EEG signals are integrated as features in machine learning models, such as SVMs, to identify emotions [216,217,218,219,220,221,222].



Given that the fusion aspects for multimodal emotion computing can be borrowed from multimodal methods that use text modality (textual data) and spoken/natural language analysis for mainly sentiment analysis, such multimodal affective computing models are considered in Table 13. Instead of fusing different modalities at abstract levels that ignore time-dependent interactions between modalities, Gu et al. [223] used hierarchical multimodal architecture (with attention and word-level fusion) to classify utterance-level sentiment and emotion from text and audio data (multimodal data). The two modalities are fused at the feature level using a CNN to analyze the combined data. The accuracy of multimodal affective computing increased over the unimodal framework. In addition, the proposed method enabled visualization of the contribution/interpretability of each modality to the total performance due to the proposed synchronized attention over modalities. Table 13 lists the deep learning methods of multimodal emotion-related signals, while Table 14 lists the multimodal emotion recognition methods that use handcrafted features.



 





Table 13. Multimodal emotion recognition using deep learning features.
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	Ref
	Year
	Multimodal

Database
	Elicitation
	Features
	Classifier
	Average

Accuracy
	Fusion

Method
	 Modalities





	[223]
	2018
	IEMOCAP, EmotiW
	-
	BiGRU, attention layer
	CNN
	Best acc:   72.7 %  , WF1 =   0.726  
	Word-level feature-level fusion, CNN
	Audio/text



	[164]
	2015
	eNTERFACE
	-
	-
	(SVM), ELM
	Acc:   88 %  
	Feature-level fusion
	Audio/facial/ text



	[224]
	2021
	RAVDESS
	Acted
	xlsr-Wav2Vec2.0

AUs/ bi-LSTM
	-
	Acc:   86.70 %  
	Decision-level fusion using multinomial logistic regression
	Audio/facial



	[225]
	2024
	eNTERFACE’05
	Induced
	MobileNetV2

spectrogram/(2D CNN with a federated learning concept)
	-
	Acc:   93.29 %   (subject-dependent)
	Decision-level fusion using average probability voting
	Audio/facial



	[226]
	2023
	WESAD

CASE

k-EmoCon
	-
	temporal convolution-based modality-specific encoders
	FC
	Acc:   84.81 %  

val:   63.29  , ar:   66.32  

val:   64.07  , ar:   50.42  
	Feature-level fusion using a transformer
	EDA, BVP, TEMP



	[227]
	2022
	In-house dataset
	Induced
	CBAM and ResNet34
	MLP
	Acc:   78.32 %   (subject-dependent)
	Data-level fusion
	EEG/facial



	[228]
	2022
	RAVDESS

SAVEE
	-
	ConvLSTM2D and CNN

(MFCCs + MS + SC + TZ) CNN
	MLP
	Acc:   86 %  

Acc:   99 %  
	Feature-level fusion
	Audio/video



	[229]
	2022
	SAVEE

RAVDESS

RML
	-
	2-stream CNN and bi-LSTM

(ZC, EN, ENE) CNN
	MLP
	Acc:   99.75 %  

Acc:   94.99 %  

Acc:   99.23 %  
	Feature-level fusion
	Audio/video



	[230]
	2024
	IEMOCAP (facial/audio)
	-
	AlexNet with contrastive adversarial learning (facial)

MFCC, velocity and acceleration + VGGNet

Convolutional autoencoder (teacher), CNN (student)
	-
	Acc:   62.5 − 85.8 %   per emotion state
	Adaptive decision-level fusion
	Facial/audio



	[231]
	2023
	ASCERTAIN
	Induced
	FOX-optimized DDQ
	-
	Acc:   66.20  
	Optimization-based model fusion
	Facial/audio/

GSR



	[232]
	2023
	RAVDESS

CREMA-D
	-
	3D CNN with attention mechanism

2D CNN with attention mechanism
	-
	Acc:   89.25 %  

Acc:   84.57 %  
	Cross-attention fusion system (feature-level fusion)
	Audio/facial



	[233]
	2023
	M-LFW-F (facial) and CREMA-D (audio)
	-
	modified Xception model (spectrogram images extracted from the audio signal)
	-
	Acc:   79.81 %  
	Feature-level fusion between entry flow and middle flow
	Audio/facial



	[234]
	2023
	AFEW

SFEW

MELD

AffWild2
	-
	VGG19 for face

(spectrogram) ResNet50 for audio
	-
	Acc:   18.06 %  

Acc:   45.63 %  

Acc:   48.91 %  
	Embracenet+, feature-level fusion
	Facial/audio



	[235]
	2024
	In-house dataset
	Induced
	CNN

(EEG topography) CNN
	-
	Acc:   91.21 %  
	Decision-level fusion
	Facial/EEG



	[236]
	2024
	FEGE
	Acted
	3D-CNN + FC
	-
	Acc:   89.16 %  
	model fusion through a shared encoder at feature level and Type-2 fuzzy decision system
	Facial/gesture







EDA: electrodermal activity, BVP: blood volume pressure, TEMP: skin temperature, EOG: electroocoulogram, EMG: electromyography, GSR: galvanic skin response, DDQ: double deep Q-learning, Acc: accuracy, AUs: action units of video, ZC: zero crossing, EN: energy, ENE: entropy of energy, MS: melspectrograms, SC: spectral contrast, TZ: tonnetz.













Table 15 lists the widely used datasets for multimodal emotion recognition/analysis. To our knowledge, no publicly available datasets for multimodal emotion recognition focus solely on subtle expressions; however, some include a mix of macro and micro-expressions.



Different methods can be used for dimensionality reduction [238], and multiple kernel learning algorithms are employed to analyze the data [164]. HMM was used as a classifier to understand emotion and measure statistical dependence across successive time segments [237]. Preprocessing methods have been proposed to reduce the noise in modality data. CNNs perform well in modeling the spatiotemporal information from the data of the three modalities for emotion recognition. Spectral powers of the pupil diameter data and the blinking rate of the eyes were extracted from the eye data. In contrast, the power spectral density (PSD) was extracted from different frequency bands. These features were then used as inputs for an SVM classifier with a radial basis function (RBF) kernel [219].



The recognition performance of the multimodal fusion classification model (by fusing more than one mode of signal) is significantly better than that of the recognition based on single-modal data (in terms of accuracy). The fusion of multimodal information has proved beneficial in improving the accuracy of emotion recognition based on a single modality. For the dimensional model, the performance can be better in one of the dimensions [249]. The fusion is achieved using feature-level and decision-level fusion methods within the neural encoding algorithm. AdaBoost was employed to develop a fused method in which an SVM was used for processing the PSD features from EEG data, and the face data were processed using a CNN [217].





5. Deep Learning Challenges and Solutions for High-Quality Emotion Recognition


In the literature, different methods have been proposed to improve the performance of facial micro-expression recognition tasks and, in particular, to obtain discriminative features. One of the methods is expression magnification, also referred to as motion magnification, which is a data processing method that magnifies the motion features of the original micro-expression video clips (examples of magnifications for micro-expression recognition can be found in references [250,251,252]). In ref. [253], instead of feeding the features extracted from the whole single face into the classifier, the authors adopted the use of part-informed features, where the motion features extracted from different parts of the face (e.g., eyes, eyebrow, nose and mouth) are treated separately and classified separately. The part-informed features are split for the single feature map obtained after the last convolutional layer to form a part-based classification. Part-informed features can also be fused at a later stage. This method injects structure priors into the classification network. For example, in ref. [117], the feature map after the last convolutional layer is split into two parts to represent the eye and the mouth areas separately. Part-informed features offer fine-grained information from the input source. In addition, the part-informed forces the encoder to learn representations focusing on local motions on the face, which is discriminative for expression reconnecting. To succeed in implementing the part-based deep neural network (or part-based classification in general), variations in the natural scene that are not related to facial expressions, such as head posture and background, must be considered. Image registration must be conducted as data preprocessing to have similar head posture, remove background effects [117], and reduce the impact of head posture variations. In subtle emotions, emotion recognition must consider and handle the dynamic emotion subtleties that depend on an individual’s background or condition to better encode fine patterns present in the facial image. Deep learning-based methods (e.g., [92,254]) overcome the shortcomings of the geometric feature-based methods and appearance-based methods. The extraction of deep learning features, the same as handcrafted features, requires face alignment during preprocessing and may require facial landmarks extracted to crop the region of interest in case the facial data are not pre-cropped. However, public datasets such as CASME II have pre-cropped video frames.



Small sample sizes remain an impediment for deep learning-based approaches, given that the performance of deep learning models depends on the size of the dataset. Therefore, using larger training datasets can improve the performance of deep learning methods. In addition, the problem of class imbalance for supervised learning algorithms that tends to bias the classification towards the majority classes leads to poor classification—classes with more data in the training set are distinguished better and have better accuracies [130]. For example, the temporal interpolation model (TIM) method can be used as a data augmentation approach to increase data but can provide less information than real data [130]. Likewise, combining different data sources can degrade classification instead of improving classification. For example, the model trained on a single domain (CASME II) had more salient locations (action units) than that on a cross-domain (CASME II and SAMM), which can hinder facial action unit-based classifiers. The combination of datasets gathered from different sources may also mask important information [255]. To properly handle class imbalances, one well-accepted balanced performance metric of micro-expression recognition is the F1 score [111]. Though multimodal emotion analysis models should be trained on big data from diverse contexts and diverse people to build generalized models, robust techniques must be designed to account for unseen contexts. For example, given speakers in speech emotion recognition, it has been shown that languages affect the emotional recognition of the speakers. However, a dataset used for the design of speech emotion recognition is limited in the number of languages used by the speakers in the dataset, and this limitation affects the problem of the designed model when it is deployed. Effective modeling of temporal information in big data can also be devised.



For the problem of small training sets, especially for micro-expression recognition tasks, and for the problem of class imbalance, the recognition task can use different deep-learning strategies. One of the strategies is the transfer of domain knowledge from macro-expression recognition tasks, namely the source, such as CK+ [148] or BU-3DFE [145]) to micro-expression recognition (namely, the target) using a transfer learning technique for micro-expression tasks. Different domain adaptation techniques, also referred to as style-aggregated methods, have been used and help to enrich the available training samples. These methods include adversarial training [256,257] such as cycleGAN used in ref. [115,117] to obtain domain-invariant features. These methods can be implemented together with the attention transfer mechanism from a teacher model (for the macro-expression) to a student model (for the microexpression) (e.g., [132]) to improve recognition accuracy. Better transfer learning techniques can be explored for further works targeting micro-expression recognition. Another domain adaptation technique that is different from transfer learning methods is the expression magnification and reduction (EMR) technique [117]. Data augmentation can also be implemented by increasing optical flow data for each micro-expression video clip. For example, in ref. [116], for each micro-expression video clip used for training, in addition to the optical flow between the onset and apex frame, a second flow computed between the onset and apex+1 frame was also included.



The accuracy of emotion recognition is not satisfactory, given the high disagreement regarding emotion state when different methods are assessed and approximate accuracies of less than   80 %  . However, considering the context/situation as secondary data to enhance the recognition of the user’s emotional state can improve the recognition. The representation of input also data contributes to the performance of recognition. For example, the representation of a face image as a 3D object on a manifold is useful in capturing the shape deformation and fine details of an emotional expression. Therefore, the recognition system can first extract the emotional features from the manifold through a deep learning-based approach. Then, operations such as convolution on a manifold can be defined, and the feature extraction task should exhibit a low computational complexity. Secondly, a deep learning classifier can be designed to identify dynamic 3D emotional expressions. The classifier must also differentiate between the different phases of a single emotion (onset, apex, offset). Methods that exploit multi-resolution information or work at multiple scales reduce bias. Furthermore, the emotion recognition system can use deep convolution features to extract salient information at multiple scales to improve recognition. Dynamic expression recognition, combined with a single instance and multi-resolution simultaneously, is a potential approach to improve emotion recognition. The goal is to reduce misclassification errors in state-of-the-art emotion recognition methods. The classifier must be invariant with respect to an individual’s identity, such as age, gender or ethnicity, and must exhibit low computational complexity. A useful emotion recognition model in healthcare, education, security applications and others must identify the genuine emotion of the expresser. Different techniques have been designed to recognize the real emotion related to the real feeling of an individual, mainly based on micro facial expressions. In this regard, techniques must be developed for multimodal emotion recognition to report genuine emotional states. In addition, the multimodal emotion recognition model must include the fact that two or more emotions may be experienced at the same time (i.e., a task for multi-label emotion recognition).



Real-world applications run in environments with varying levels of noise. In particular, speech and physiological data are noisy. However, during the design of the emotion recognition system, data less affected by noise are collected. Though a high performance can be registered, this performance does not represent reality. Therefore noise-robust methods and features are needed for practical applications. There are also challenges involved in collecting multimodal data, including acted, induced or natural data. For real-time analysis of big multimodal data, an appropriate scalable big data architecture and platform should be designed to effectively cope with the heterogeneous big data challenges of growing space and time complexity.



The synchronization of modalities in the case of multimodal emotion computing is another challenge that can be solved by considering the fusion of modalities at the feature level or decision level. The other effect to be considered during the design of fusion techniques is the selection of important recognition per individual. For example, the ways we convey and express opinions vary from one person to another. One person may express his/her emotions more vocally, while others may do so more visually. When a person expresses his/her emotions with more vocal modulation, the audio data may contain major cues for emotion mining. On the other hand, when a person is making use of more facial expressions, most of the cues needed for emotion mining can be assumed to reside in their facial expressions.




6. Discussion


The performance of emotion recognition depends on the type of training data and on whether the data are natural, acted or induced [214]. In addition, methods should implement learning and testing on either diversified or different datasets to test the robustness and ability to learn salient characteristics from the samples. The use of in-the-wild datasets during the development of the emotion recognition model is essential. These data closely mirror real-world scenarios.



The aim is an architecture of an intelligent sensing machine that can quickly learn a large amount of information with little prior knowledge and adapt in real-time to accommodate new data. The model must be able to accurately classify emotion states that are at the borderline between several other emotions (see continuous model/circumplex model). Progress has been made regarding developing advanced intelligent systems that aim to detect and process emotional information contained in multimodal sources. The additional complexity of the multimodal approach is sufficiently justified in terms of the improved accuracy obtained. However, multimodal systems should be able to implement recognition continuously (e.g., determine the emotional changes) while online and performing in real-time. The multimodal system with a specific set of required modalities should be versatile and function in case some inputs of the required modalities are not available. In addition to improving the model’s classification rate, the model should report correct spontaneous emotional states. The validity of correct spontaneous emotion expression presence in both micro-expressions and macro-expressions can be conducted to assess the suggestion of Porter [81], who argues that a spontaneous, genuine expression can be a macro- or micro-expression. The model should also be context-sensitive to adapt to any user [258] and can give a consistent result in any real-world environment. The recognition should also consider the fact that a human can experience different emotions at the same time.



The exploitation of non-Euclidean space for data representation and machine learning operations is a technological advance that can help to improve emotion recognition. Geometric deep learning methods use the non-Euclidean domain to retrieve the fine details related to the face deformation of each facial expression. They represent the input 3D image on a graph or manifold [259]. A facial emotional expression recognition representing the input data on the Riemannian manifold was proposed and showed promise, though it exhibited a low classification accuracy [260].



Significant technological advances have been achieved in deep learning design. However, the data and diversity in the data required for the approaches to execute at the desired degree of accuracy in real-world applications remains challenging. Incorporating knowledge representation and reasoning into models is essential for improving generalization across various contexts, scenarios and cultural diversity. This approach can improve emotion recognition’s ability to infer and adapt to new, previously unknown data, increasing the robustness of emotion recognition methods. Furthermore, leveraging explainability and interpretability is critical for model adaptation.



The inclusion of the temporal dimension of data during model training can enhance recognition accuracy. Furthermore, considering dynamic emotions, which account for how emotions change over time, will considerably increase the effectiveness of emotion recognition methods. The emotion recognition accuracy can be improved by considering the evolution of emotions.




7. Conclusions


An efficient emotion recognition system using video images will benefit the diagnosis and follow-up care of mental disorders (such as autism). Telerehabilitation can notably use the recognition system to enable people in areas with poor access to health care to access quality healthcare remotely. The system can also be used for clinical analysis and serve as a therapeutic approach, and it can also be used for real-time monitoring of patients. A real-time emotion recognition system can be utilized for the safety and security of communities. It can be used in education (for example, in e-learning to assess student learning). The system also plays a significant role in human–machine interactions. The system enables an improved flow of communication and enriches the existing information on individuals. It can help in delivering timely and adequate service from the public and private sectors to individuals and communities.



A decade of research has now established that emotional body expressions are stimuli that are reliably perceived and have a solid neural basis. Future research stemming from these findings needs to address the questions on specificity. In investigating this neural basis, this study increasingly provides evidence for the active component at the core of body expression perception. Reflex-like actions and intentional actions are fundamentally different and presumably sub-served by different brain systems. The challenge is to show that already at the reflex stage, without dependence on conscious action intention, we are in the presence of meaningful behavior. The representation of the input video data on a given manifold and the design of an approach to extract features is required to improve classification accuracy and computation complexity. In the geometric deep learning approach, the use case is the analysis of emotions, where classical machine learning techniques exhibit drawbacks and limitations. The design can be evaluated and validated using emotional video datasets from hybrid data sources (e.g., the 4DFAB database, whose data are freely available upon request). The performance of the feature extraction task is commonly assessed by assessing the discriminative power of the generated features based on the classification accuracy of a classifier that uses such features. Ongoing and future research will assess the generated features by reconstructing the input data and evaluating the reconstruction error in terms of the   l 2   norm, similar to the assessment approach of autoencoders and generative adversarial networks. The automatic emotion recognition must solve the problem of people falsely interpreting the emotions.



The development of emotion recognition systems must align with policies that address AI ethical considerations, ensuring that these technologies comply with current regulations. As these systems evolve, context-aware emotion recognition will play a crucial role, enabling adaptation to the nuances of diverse cultural contexts, thus enhancing their applicability across different user groups. Techniques can be developed for deep learning models to achieve more efficient and scalable performance for practical applications by reducing computational complexity without compromising accuracy and robustness.
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Figure 1. Outline of this study’s review protocol. 
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Figure 2. PRISMA flow diagram. 
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Figure 3. Two-dimensional convolutional network-based method. 
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Figure 4. Multistream convolutional neural network-based methods. 
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Figure 5. Three-dimensional convolutional neural network-based methods. 
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Figure 6. Recurrent convolutional network-based methods. 
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Figure 7. Typical multimodal emotion recognition framework. 
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Table 1. Search query/term.
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	Query Structure: Subexpression 1 AND Subexpression 2 AND Subexpression 3





	subexpression 1: multimodal OR “multi modal” OR multi-modal OR “multiple modalities” OR multimodality OR multi-modality OR “multiple channels” OR multichannel OR multi-channel OR “multiple sensors” OR multisensor OR multi-sensor OR bimodal OR bi-modal OR bimodality OR bi-modality OR trimodal OR tri-modal OR trimodality OR tri-modality



	subexpression 2: “emotion analysis” OR “emotion recognition” OR “emotion classification” OR “emotion* detection” OR “emotion computing” OR “emotion sensing” OR “emotion assessment” OR “affect recognition” OR “affective computing” OR “emotional state recognition” OR “affective state recognition”



	subexpression 3: visual OR facial OR face OR “body movement*” OR “body motion*” OR gesture* OR posture* OR gesticulation* OR eye OR gaze OR “pupil* dilation” OR “pupil* reflex” OR “pupil* response” OR pupillometry OR pupillogra* OR oculogra* OR lip* OR video* OR audiovisual OR audio-visual OR vocal* OR speech OR audio* OR voice* OR physiological OR biological OR psychophysiological OR biosignal* OR “bio signal*” OR “bio-signal*” OR electroencephalogra* OR eeg OR magnetoencephalogra* OR electrocardiogra* OR ecg OR ekg OR “heart rate” OR “cardiac activit*” OR electromyogra* OR emg OR temg OR “muscle” OR “blood volume” OR bvp OR “blood pressure” OR “blood pulse” OR electrodermal OR eda OR “galvanic skin” OR gsr OR “skin conductance” OR psychogalvanic OR respiration OR accelerometer* OR acceleration* OR electrooculogra* OR eog OR heog OR photoplethysmogra* OR ppg OR “inter-beat interval” OR “interbeat interval” OR “inter beat interval” OR “brain wave*” OR “brain signal*” OR “brain activit*” OR temperature










 





Table 2. Facial macro-expression recognition using handcrafted features.






Table 2. Facial macro-expression recognition using handcrafted features.





	Ref
	Year
	Database
	Features/Classifier
	Best Performance





	[90]
	2011
	BU3DFE
	LGBP+LBP/SVM
	Acc:   71.10 %  



	[89]
	2013
	CK

CK+

JAFFE

MMI

CMU-PIE
	LDN/SVM
	Acc:   96.60 %  

Acc:   89.30 %  

Acc:   91.60 %  

Acc:   95.80 %  

Acc:   94.40 %  



	[86]
	2013
	CK+
	Geometric/SVM
	Acc:   97.35 %  



	[91]
	2014
	CK+
	AAM/NN
	Acc:   85.73 %  



	[94]
	2020
	CK+
	AUs/RF
	Acc:   75.61 %  



	[87]
	2021
	in-house
	ICAT/RF
	Acc:   98.17 %  



	[88]
	2021
	CK+ MUG
	AUs/Ensemble
	Acc:   72.55 %  

Acc:   88.37 %  



	[95]
	2023
	MUG
	AUs and geometric features/ANFIS
	Acc:   99.6 %  










 





Table 3. Facial micro-expression recognition using handcrafted features.






Table 3. Facial micro-expression recognition using handcrafted features.





	Ref
	Year
	Database
	Features/Classifier
	Best Performance





	[96]
	2011
	SMIC
	LBP-TOP + TIM/MKL
	Acc:   71.4 %  



	[100]
	2013
	SMIC-HS
	LBP-TOP + TIM/SVM
	Acc:   48.78 %  



	[111]
	2014
	SMIC

CASME II
	STM/AdaBoost
	F1:   0.4731  , Acc:   44.34 %  

F1:   0.3337  , Acc:   43.78 %  



	[97]
	2015
	SMIC

CASME II
	LBP-SIP/SVM
	Acc:   62.80 %  

Acc:   66.40 %  



	[99]
	2015
	SMIC

CASME II
	LBP-MOP/SVM
	Acc:   50.61 %  

Acc:   45.75 %  



	[98]
	2015
	SMIC

CASME II
	STLBP-IP
	Acc:   57.93 %  

Acc:   59.51 %  



	[112]
	2015
	CASME II
	Monogenic Riesz Wav./SVM
	F1:   0.4307  



	[104]
	2015
	CASME II
	LBP-TOP with adapt. magnification/SVM
	Acc:   69.63 %  



	[106]
	2015
	SMIC

CASME II
	OSW-LBP-TOP/SVM
	Acc:   57.54 %  

Acc:   66.40 %  



	[107]
	2016
	SMIC

CASME II
	OSF + OSW/SVM
	Acc:   52.44 %  

Acc:   63.16 %  



	[110]
	2016
	CASME

CASME II
	LBP-TOP/RK-SVD
	Acc:   69.04 %  

Acc:   63.25 %  



	[101]
	2017
	CASME II
	LBP-TOP with EVM/SVM
	Acc:   75.30 %  



	[21]
	2017
	SMIC

CASME II
	LBP-TOP with a sparse sampling/SVM
	Acc:   58.00 %  

Acc: 49.00%



	[109]
	2017
	SMIC-HS

CASME

CASME II
	FDM/SVM
	F1:   0.5380  , Acc:   54.88 %  

F1:   0.2401  , Acc:   42.02 %  

F1:   0.2972  , Acc:   41.96 %  



	[108]
	2018
	CAS(ME)2

CASME II

SMIC
	Bi-WOOF/SVM
	F1:   0.47  , Acc:   59.26 %  

F1: 0.61

F1: 0.62



	[102]
	2018
	SMIC-HS

CASME II
	HIGO + Magnification/SVM
	Acc: 75.00%

Acc: 78.14%



	[113]
	2019
	SMIC

CASME

CASME II
	DiSTLBP-RIP/SVM
	Acc:   63.41 %  

Acc:   64.33 %  

Acc:   64.78 %  










 





Table 5. Microexpression recognition for spontaneous datasets using deep learning features.






Table 5. Microexpression recognition for spontaneous datasets using deep learning features.





	
Ref

	
Database

	
Features/Classifier

	
Best Performance






	
2D CNN




	
[117]

	
SMIC, CASME II,

and SAMM

	
EMR

	
UF1:  0.7885  

and UAR:  0.7824  




	
[132]

	
SMIC, CASME II,

and SAMM

	
Dual-Inception

	
UF1:  0.7322   and UAR:  0.7278  




	
[133]

	
SMIC

CASME II

SAMM

	
ResNet, Micro-Attention

	
Acc:  49.4 %  

Acc:  65.9 %  

Acc:   48.5 %  




	
[134]

	
SMIC

CASME II

SAMM

	
OFF-ApexNet

	
Acc:  67.6 %  

Acc:  88.28 %  

Acc:  69.18 %  




	
RCNN




	
[135]

	
SMIC

CASME

CASME II

	
MER-RCNN

	
Acc:  57.1 %  

Acc:  63.2 %  

Acc:  65.8 %  




	
3D-CNN




	
[114]

	
CASME I/II

	
DTSCNN

	
Acc:   66.67 %  




	
[136]

	
SMIC, CASME II,

and SAMM

	
STSTNet

	
UF1:  0.7353  

and UAR:  0.7605  




	
[137]

	
SMIC

CASME

CASME II

	
3D-FCNN

	
Acc:  54.49 %  

Acc:  54.44 . 28 %  

Acc:  59.11 %  




	
Combined 2D CNN and 3D CNN




	
[138]

	
SMIC

CASME II

SAMM + CASME II

	
TSNN-IF

TSNN-LF

	
F1:0.6631, UAR:0.6566, WAR:0.7547

F1: 0.6921, UAR:0.6833, WAR:0.7632




	
Combined 2D-CNN and LSTM/GRU/RNN




	
[139]

	
SMIC

CASME II

SAMM

	
Apex–time network

	
UF1:  0.497   and UAR:  0.489  

UF1:  0.523 %   and UAR:  0.501  

UF1:  0.429   and UAR:  0.427  




	
2D-CNN and then LSTM/GRU/RNN




	
[129]

	
CASME II

	
CNN-LSTM

	
Acc:   60.98 %  




	
[130]

	
CASME II

SAMM

	
ELRCN

	
F1 score:0.5

F1 score:0.409




	
Spatial contextual




	
[140]

	
SMIC, CASME II,

and SAMM

	
CapsuleNet

	
UF1:  0.6520 %   and

UAR:  0.6506 %  




	
[141]

	
CASME II

SAMM

	
AU-GACN

	
Acc:  49.2 %  

Acc:  48.9 %  











 





Table 6. Facial emotion expression datasets.






Table 6. Facial emotion expression datasets.





	Dataset
	No. Samples
	No. Characters
	 Comments





	FER2013
	35 K (small) [35,887]
	35,887
	Hard: Web/Montreal



	JAFFE [144]
	213
	1 actor
	Medium



	BU-3DFE [145]
	2500
	100
	Video



	RAF-DB [146]
	  30 K
	100
	Medium



	Oulu-CASIA
	  30 K
	80 subjects
	Medium



	Ferg
	55 K
	6 3D characters
	Easy



	KDEF [147]
	837
	36
	Image



	SFER
	30 K
	-
	Subtle



	CK+ [148]
	327 (593)
	123 subjects
	video



	MUG [149]
	75 K
	476
	Image



	TFEID [150]
	368
	4
	Image



	RaFD [151]
	676
	18
	Video



	CASME II [152]
	247
	26 subjects
	Spontaneous subtle: video



	SMIC [100]
	164
	16 subjects
	Spontaneous subtle



	SAMM [153]
	159
	32 subjects
	Spontaneous subtle: video










 





Table 7. Body gesture-based recognition.






Table 7. Body gesture-based recognition.





	Ref
	Year
	Database
	Elicitation
	Features
	Classifier
	Average Accuracy





	[158]
	2018
	FABO
	Acted
	keyframes

HMI +

CNN +

convLSTM
	MLP
	   72.50 %   



	[16]
	2019
	GEMEP
	Acted
	CNN
	MLP
	   95.40 %   



	[159]
	2021
	iMiGUE

(micro-gestures)
	Natural
	BiLSTM

(encoder)/

LSTM

(decoder)
	BiLSTM

(encoder)/

LSTM

(decoder)
	   55.00 %   



	[160]
	2022
	MASR
	Acted
	BiLSTM

with

attention

module
	HPN/SAE
	  92.42 %  

(seen)/

  67.85 %  

(unseen)







SAE: semantic auto-encoder, HPN: hierarchical prototype network.













 





Table 8. Speech emotion expression datasets.






Table 8. Speech emotion expression datasets.





	Dataset
	No. of Emotions
	No. of Utterances
	Persons
	Comments
	 Difficulty





	EMO-DB [168]
	7
	535
	10
	Acted
	Medium + text



	EVD [169]
	5
	9750
	5
	Acted
	Medium



	CHAD [170]
	7
	6228
	42
	Acted
	Medium










 





Table 9. Speech emotion recognition methods using handcrafted features.






Table 9. Speech emotion recognition methods using handcrafted features.





	Ref
	Year
	Database
	Features
	Classifier
	Average Accuracy





	[171]
	2018
	EMO-DB

SAVEE
	Combine WLPCCVQ and WMFCCVQ
	RBFNN
	   91.82   

   93.67   



	[172]
	2019
	EMO-DB
	AM–FM modulation features (MS, MFF), cepstral features (ECC, EFCC, SMFCC) from THT
	SVM
	   86.22   



	[173]
	2020
	EMO-DB

SAVEE
	Combine either MFCC, HFCC, TBFCC-B or TBFCC-E
	SVM
	   77.08   

   55.83   







FCN: fully connected network; Acc: accuracy; WAAcc: weighted average accuracy.













 





Table 10. Speech emotion recognition methods using deep learning features.






Table 10. Speech emotion recognition methods using deep learning features.





	Ref
	Year
	Database
	Features
	Classifier
	Average Accuracy





	[174]
	2008
	Crema-D
	CNN
	CNN
	60–70%



	[175]
	2018
	AESDD
	LSTM
	LSTM
	F1 score: 0.6523



	[176]
	2021
	LSSED
	GRU
	GRU
	Acc:53.45



	[177]
	2020
	ESD
	CNN
	SVM
	Acc:63.78



	[178]
	2022
	AESDD
	CNN
	CNN
	   77 %   



	[179]
	2023
	TESS

EMO-DB

RAVDESS

SAVEE

CREMA-D
	Ensemble of 1D CNN,

LSTM

and GRU
	FCN
	WAAcc:   99.46 %  

WAAcc:   95.42 %  

WAAcc:   95.62 %  

WAAcc:   93.22 %  

WAAcc:   90.47 %  



	[180]
	2024
	IEMOCAP

NoiseX92
	Wave-U-Net
	Wave-U-Net
	  66.2 %  

62.4% (at 0 dB SNR)



	[181]
	2024
	EMO-DB

RAVDESS

SAVEE

IEMOCAP

SHEIE
	Ensemble of Transformer,

CNN

and LSTM
	FCN
	   99.86 %   

   96.3 %   

   96.5 %   

   85.3 %   

   83 %   



	[182]
	2023
	RAVDESS

EMOVO
	Statistical mean of MFCCs
	3-1D CNN
	Acc: 87.08

Acc:83.90 (speaker-dependent)



	[183]
	2019
	EMO-DB
	Feature fusion by DBNs: prosody features (fundamental frequency, power), voice quality features (the first, second and third formants with their bandwidths), spectral features (WPCC and W-WPCC)
	DBNs/SVM
	Acc:   86.60 %  



	[172]
	2019
	EMO-DB
	AM–FM modulation features (MS, MFF), cepstral features (ECC, EFCC, SMFCC) from THT
	RNN
	Acc:   91.16 %  







FCN: fully connected network; Acc: accuracy; WAAcc: weighted average accuracy.













 





Table 11. EEG-based emotion recognition methods.
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	Ref
	Year
	Database
	Elicitation
	Features
	Classifier
	 Accuracy





	[190]
	2014
	GAMEEMO
	Acted
	PS

wavelet

ENT

HE

FD
	SVM
	   87.53 %   

   78.41 %   

   65.12 %   

   71.38 %   

   70.63 %   



	[195]
	2014
	DEAP
	Induced
	Sample entropy
	SVM
	val:   80.43 %  , ar:   79.11 %  



	[192]
	2016
	DEAP
	Induced
	Sample entropy of IMFs
	SVM
	   93.20 %   



	[196]
	2016
	In-house dataset induced by IADS
	Induced
	FD, 5 statistics and 4 band powers ( θ ,  α ,  β ,   θ / β   ratio)
	SVM
	   35.76 %   



	[194]
	2011
	in-house dataset induced by audio-visual stimuli
	Induced
	Wavelet
	kNN

LDA
	   83.04 %   

   80.52 %   



	[193]
	2018
	DEAP
	Induced
	Entropy from temporal window
	MLPs combined through DST
	ar:   87.43  , val:   88.74 %  



	[197]
	2018
	SEED

DREAMER
	Induced
	Differential entropy

PSD
	DGCNN
	  79.95 %  

val:   86.23 %  , ar:   84.54 %  , dom:   85.02 %  



	[198]
	2021
	SEED
	Induced
	Differential entropy and brain network
	CNN
	   91.45 %   



	[199]
	2024
	SEED
	Induced
	AND

NDE
	SVM
	79.16–91.39%

81.66–85.39%



	[200]
	2024
	DEAP
	Induced
	Hybrid of time, frequency, time–frequency and location features
	kNN

SVM

ANN
	   82 %   

   83 %   

   96 %   







val: valence; ar: arousal; dom: dominance; AND: average node degree; NDE: node degree entropy; HE: Hurst exponent; FD: fractal dimension; IMF: intrinsic mode functions of an empirical mode decomposition; DST: Dempster–Shafer theory; PS: power spectrum; ENT: approximate entropy.













 





Table 12. Physiologically based emotion datasets.






Table 12. Physiologically based emotion datasets.





	Dataset
	No. of Modalities
	No. of Emotions
	No. of Subjects
	Comments





	WESAD
	BVP, ECG, EDA, EMG, RESP, TEMP, ACC
	6
	15
	Induced



	SWELL
	ECG
	Multi-dimensional (val, ar, dom)
	25
	Induced



	AMIGOS
	ECG, EEG and GSR
	7
	40
	Induced



	GAMEEMO
	EEG
	Multi-dimensional (val, ar)
	28
	Induced







val: valence, ar: arousal, dom: dominance, EDA: electrodermal activity, EMG: electromyogram, RESP: respiration, TEMP: body temperature, BVP: blood volume pulse, ACC: three-axis acceleration.













 





Table 14. Multimodal emotion recognition using handcrafted features.






Table 14. Multimodal emotion recognition using handcrafted features.





	Ref
	Year
	Database
	Modality
	Features
	Classifier
	Average Accuracy
	Fusion Method





	[164]
	2015
	eNTERFACE
	Audio/facial (visual)/text combined
	-
	SVM
	Acc:   87.95 %  
	Feature-level fusion (concatenation)



	[237]
	2012
	RML

eNTERFACE
	Visual/video and audio
	-
	HMM
	Acc:   80 − 85 %  

  70 − 75 %  
	Kernel-based feature-level fusion and decision-level fusion



	[238]
	2013
	RML

eNTERFACE
	Facial visual and audio
	-
	HMM
	Acc:   70 − 80 %  

  70 − 85 %  
	Combination of feature-level (KECA) and decision-level



	[239]
	2020
	ITMDER

WESAD
	ECG, EDA, RESP and BVP
	-
	SVM (ar), RF (val)

QDA (ar)

SVM (val)
	ar:   87.6 %  , val:   89.26 %  

ar:   87.6 %  , val:   92.9 %  
	Feature-level fusion (concatenation)



	[219]
	2011
	In-house dataset (induced)
	Eye gaze and EEG
	-
	SVM
	(FF) ar:   66.4 %  , val:   58.4 %  

(DF) ar:   76.4 %  , val:   68.5 %  
	Feature-level (FF) and decision-level (DF)



	[217]
	2019
	MAHNOB-HCI

DEAP
	Facial and EEG
	CNN/PSD
	CNN/SVM
	ar:   74.17 %  , val:   75.21 %  

ar:   71.54 %  , val:   80.00 %  
	AdaBoost for decision-level fusion



	[240]
	2022
	DEAP
	EOG and EMG
	PSD, Hjorth activity and complexity
	Logit boost
	   59 %   
	Data-level fusion







KECA: kernel entropy component analysis, ECG: electrocardiography, EDA: electrodermal activity, RESP: respiration, BVP: blood volume pulse, RF: random forest, QDA: quadratic discriminant analysis, ar: arousal, val: valence.













 





Table 15. Multimodal emotion recognition datasets.






Table 15. Multimodal emotion recognition datasets.





	Dataset
	No. Emotions
	No. Utterances
	No. Persons
	Comments





	Belfast [241]
	8
	1440
	60
	dimensional + categorical



	eNTERFACE [242]
	7
	239
	42
	-



	HUMAINE [243]
	7
	50
	10
	naturalistic and induced data + text



	IEMOCAP [174]
	10
	5K-10K
	10
	Actors conversation + text



	SEMAINE [244]
	7
	959
	150
	-



	RAVDESS [245]
	8
	1440
	60
	-



	CREMA-D [246]
	6
	7442
	91
	-



	GEMEP [247]
	15
	1260
	10
	-



	MSP-IMPROV [248]
	-
	-
	12
	-



	DEAP
	-
	EEG and audio
	25 (useful)
	Dimensional emotion model description
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