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Abstract: To address the challenges posed by the vast and complex knowledge information in
cultural heritage design, such as low knowledge retrieval efficiency and limited visualization, this
study proposes a method for knowledge extraction and knowledge graph construction based on
graph attention neural networks (GAT). Using Tang Dynasty gold and silver artifacts as samples, we
establish a joint knowledge extraction model based on GAT. The model employs the BERT pretraining
model to encode collected textual knowledge data, conducts sentence dependency analysis, and
utilizes GAT to allocate weights among entities, thereby enhancing the identification of target entities
and their relationships. Comparative experiments on public datasets demonstrate that this model
significantly outperforms baseline models in extraction effectiveness. Finally, the proposed method is
applied to the construction of a knowledge graph for Tang Dynasty gold and silver artifacts. Taking
the Gilded Musician Pattern Silver Cup as an example, this method provides designers with a visualized
and interconnected knowledge collection structure.

Keywords: design; tang dynasty gold and silverware; knowledge extraction; knowledge graph
construction

1. Introduction

The Tang Dynasty represents a pinnacle era in Chinese history, marked by flourishing
culture and art. The excavation of Tang Dynasty gold and silver artifacts not only showcases
the treasures of ancient Chinese craftsmanship but also provides crucial physical evidence
for studying the social, political, economic, and cultural aspects of the Tang Dynasty. Many
of these artifacts are classified as first-class national cultural relics or are prohibited from
being exhibited abroad, highlighting their significance and value in world cultural heritage.
These artifacts are diverse, encompassing a wide range of items, including utensils, drinking
vessels, containers, medical tools, everyday miscellaneous items, ornaments, and religious
instruments. As a valuable part of cultural heritage, Chinese scholars have conducted
detailed research on the historical and artistic value of these artifacts. Yang [1] pointed out
that, since its discovery in 1970, the Tang Dynasty gold and silver hoard from Hejiacun
has received widespread academic attention and the functions and historical significance
of the objects have been clarified. Zhang [2] explored the influence of Sogdian foreign
culture on the creation, development, transformation, and integration of the octagonal cup
with Tang Dynasty culture. Qi [3–5] studied nearly a thousand pieces of Tang Dynasty
gold and silverware, providing detailed identification and in-depth analysis of each object,
resulting in the most comprehensive and in-depth research on Tang Dynasty gold and
silverware to date, both domestically and internationally. A rich cultural heritage allows
designers to fully utilize their knowledge for innovation and development, enabling the
brilliance of Tang Dynasty gold and silverware to be carried forward in contemporary
times. The design knowledge of Tang Dynasty gold and silver artifacts can be categorized
and analyzed through interdisciplinary research across various fields, such as art history,
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cultural studies, materials science, and craftsmanship technology, reflecting their diversity
and cross-cultural characteristics.

In the digital age, utilizing cultural heritage to rapidly aggregate diverse knowledge
and construct a comprehensive knowledge system is a crucial step in the entire design
process. This approach provides data and information support for preliminary research and
information collection, helping designers make more reasonable and efficient design deci-
sions while saving time and resources. In less technologically advanced eras, knowledge
collection mainly relied on paper documents, field investigations, and manual collection.
Clearly, traditional recording methods have become increasingly difficult to use. With
the development of big data technology, the use of digital tools in the field of knowledge
collection has become increasingly widespread. During the knowledge collection phase, to
quickly obtain information and conduct effective preliminary research, both domestic and
international studies have focused on the development of design knowledge databases.
Google Arts & Culture [6] collaborates with numerous world-renowned museums and insti-
tutions, providing online access to a variety of artworks and cultural artifacts. Additionally,
the platform offers high-resolution images, virtual reality tours, interactive exhibitions, and
detailed background information. The Palace Museum’s Digital Artifact Database is based
on the Knowledge Graph of Ancient Chinese Movable Cultural Relics. Building on the cata-
log information of the museum’s collection, it expands to include interdisciplinary concepts
and vocabulary from fields such as Forbidden City studies, art history, iconography, and
biology. This allows users to access and utilize the information resources of the museum’s
collection from multiple dimensions. Chinese scholar Wei Tong [7] constructed a multilin-
gual terminology electronic dictionary using Ming and Qing dynasty porcelain vases as an
example, providing a new perspective for the digital preservation of cultural heritage.

From the perspective of knowledge management, researchers have constructed vari-
ous models, such as an OWL-based and ontology-based building lifecycle management
model, a lightweight and efficient large-scale RDF (resource description framework) data
management system, and an XML topic map and ontology-based product development
knowledge representation model to support knowledge sharing during the product de-
velopment process [8]. Analysis reveals that during the knowledge acquisition process
in the aforementioned knowledge management models, there are issues of inefficiency
and the inability to quickly and effectively obtain the necessary knowledge. Addition-
ally, the architectural design of these platforms lacks sufficient visualization capabilities.
Cultural heritage knowledge is complex and multifaceted, often encompassing multiple
interdisciplinary fields. Designers need to extract effective knowledge information from
vast amounts of data. Thus, establishing a visual data model based on cultural heritage
knowledge has become an urgent problem to address.

The formation of modern knowledge graphs began in 2007, with landmark projects
including DBpedia and Freebase [9]. Knowledge graphs demonstrate unique advantages
in the field of data integration, particularly in handling large-scale datasets that span
various industries and formats. They are commonly used for data integration, search
engine optimization, and intelligent recommendation systems. By analyzing existing
big data modeling methods, they can be categorized into two types: metamodeling and
ontology modeling. Each provides guidance and structural support at different levels
for the construction and application of knowledge graphs. These two modeling methods
have different focuses: metamodeling primarily concentrates on the integration, sharing,
and exchange of data, while ontology modeling focuses on knowledge representation and
logical reasoning [10]. Ontology modeling and metamodeling have become critical steps
in the construction of knowledge graphs. Therefore, this paper proposes a unified data
model for cultural heritage knowledge information aimed at design, based on knowledge
graph technology.

The main steps in constructing a knowledge graph include knowledge modeling,
knowledge storage, knowledge extraction, knowledge fusion, knowledge computation,
and knowledge application. Among these, knowledge extraction is the key step in estab-
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lishing a knowledge graph, encompassing entity recognition and relationship extraction.
Currently, most researchers adopt the traditional pipeline approach, dividing named entity
recognition and relationship extraction into two separate subtasks processed sequentially.
First, named entity recognition is performed, then the entities extracted by the entity model
are paired for relationship matching, and, finally, relationship classification is achieved [11].
The pipeline approach has distinct advantages in modularization, specialization, and ease
of maintenance. However, in the traditional pipeline method, separating entity recognition
and relationship extraction can lead to the propagation of errors. Joint extraction, on the
other hand, effectively connects the tasks of entity recognition and relationship extraction.
Joint extraction typically relies on deep learning methods, using a single model to simulta-
neously identify entities and extract the relationships between them. Tahsin [12] used three
variants of BERT (BERT, DistilBERT, RoBERTa) to train models for analyzing consumer
complaints about laptops. Barroso [13] explored how federated learning (FL) can be used
in natural language processing tasks to handle disagreements among annotators. He pro-
posed the FLEAD (federated learning for exploiting annotators’ disagreements) method,
which uses FL technology to independently learn from all annotators’ opinions. Islam [14]
proposed a federated learning-based method that improves model performance through
collaborative training among multiple clients without sharing data. Huang [15] and others
constructed a design knowledge graph framework and developed a design knowledge
extraction model based on federated learning, enhancing efficiency and improving the
structuring and visualization of design knowledge. Li Chao [16] and colleagues pointed
out the lack of reannotated data for named entity recognition in the field of cultural relics
naming and the issue of nested entities in cultural relic names. They established the “Few
Relics Data” dataset to address the problem of nested entities. Traditional federated learn-
ing has pioneered a new approach to joint entity-relationship extraction models, employing
a method that first extracts relationships and then progressively predicts entities.

The aforementioned studies have effectively strengthened the interaction between
subtasks during the learning process, significantly improving the error accumulation issue
inherent in pipeline extraction. However, these methods mostly rely on unidirectional se-
mantic features for entity recognition, which limits their ability to comprehensively identify
contextual information within text segments and address the problem of entity redundancy.

The research is based on the construction of knowledge graphs using graph attention
networks (GAT) and the BERT pretrained model. GAT is a deep learning model designed
to handle graph-structured data. A graph is composed of nodes and edges, commonly
found in scenarios such as social networks, biological networks, and knowledge graphs.
Each node can contain a feature vector and edges represent the connections between nodes.

In traditional graph convolutional networks (GCNs), Liu [17] explores a hybrid ap-
proach that combines transformer and GCNs for text classification tasks. Meanwhile,
Ullah [18] addresses the issue of over-smoothing in GCNs, where node representations
become indistinguishable as the network depth increases. The paper suggests adding fully
connected layers to mitigate this problem and prevent information from becoming overly
smooth. Finally, Senior [19] discusses the relationship between transformer architecture
and graph neural networks (GNNs), pointing out that transformer can be considered a
special type of GNN and that GNNs may offer better inductive biases in certain tasks. In
contrast to GCN, graph attention networks (GAT) introduce an attention mechanism that
allows each node to dynamically assign different weights to its neighbors, thereby captur-
ing the dependencies between nodes more flexibly. Li [20] proposed a new framework
called multirelational graph attention network (MRGAT), aimed at better modeling the
complex relationships and semantic information in knowledge graphs. Peng et al. [21]
employed dependency-GAT to capture long-distance dependencies between natural lan-
guage questions and database schemas, improving the accuracy of SQL generation through
alignment-enhanced generation.

BERT (bidirectional encoder representations from transformers) is a pretrained lan-
guage model based on the transformer architecture, introduced by Google in 2018. Based
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on the transformer architecture, BERT aims to enhance text comprehension by learning sen-
tence context in a bidirectional manner. The emergence of BERT has revolutionized the field
of NLP, significantly improving performance in various tasks such as question-answering
systems, sentiment analysis, and text classification. Asudani [22] reviews traditional word
embedding models (such as TF-IDF and bag of words) and distributed word embedding
models (such as Word2Vec, GloVe, and fastText). It also introduces context-based embed-
ding models like ELMo, GPT, and BERT. Kanakarajan [23] introduces BioELECTRA, a
model based on ELECTRA, pretrained specifically for the biomedical domain using full
texts from PubMed and PMC (PubMed Central). Compared to BERT, these models lack the
contextual awareness and deep understanding provided by BERT, which can pose chal-
lenges in more complex fine-tuning tasks and limit performance in tasks requiring deeper
contextual understanding. Its innovation lies in its ability to understand the contextual
semantics bidirectionally, greatly improving performance in natural language processing
tasks. Rouabhi [24] used BERT and BioBERT models, both transformer based, with a pri-
mary focus on improving multilabel classification performance through data augmentation.
Kim et al. [25] demonstrated significant performance improvements with the pretrained
BERT model in multiple medical NLP tasks, particularly excelling in processing Korean
medical texts.

The combination of GAT and BERT allows for better handling of complex relationships
and contextual dependencies in graph structures, making them suitable for processing com-
plex texts. Given the richness and diversity of knowledge surrounding Tang Dynasty gold
and silver artifacts, integrating these two models can significantly enhance the effectiveness
of knowledge graph construction and multilabel classification tasks.

2. Research Objectives

Based on the aforementioned issues, this paper focuses on the knowledge information
of Tang Dynasty gold and silver artifacts, with the goal of establishing a design-oriented
knowledge graph for Tang Dynasty gold and silver artifacts. The success of the research
lies in proposing an entity relationship extraction method based on graph attention neural
networks to address the problems of entity overlap and inaccurate entity weight allocation.
This provides a practical and highly compatible model for the study of the knowledge
graph of Tang Dynasty gold and silver artifacts, facilitating designers in quickly obtaining
knowledge information and improving the efficiency of preliminary data collection for
design. At the same time, based on the cultural background of Tang Dynasty gold and
silver artifacts, it allows amateurs to quickly learn and acquire knowledge.

3. Unified Data Modeling in the Cultural Heritage Knowledge Collection Stage
for Design
3.1. Data Feature Analysis

Design knowledge spans various stages, including preliminary data collection, concep-
tual design, and other phases of the design process, involving multiple participants such
as designers and user groups. Each group may have different understandings of design
knowledge. The usage scenarios and recording standards also vary and the characteristics
of design knowledge information are as follows:

(1) Information diversity: design knowledge encompasses structured, semistructured,
and unstructured data. The diverse data forms make integration and processing
cumbersome.

(2) Information overload: the sheer volume of design knowledge includes a significant
amount of irrelevant or low-quality information, making it challenging for designers
to promptly and accurately extract the relevant information they need.

(3) Ambiguity in meaning: different teams and organizations use various standards to
describe design knowledge, leading to potential discrepancies in interpretation across
different contexts, which increases communication costs.
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(4) Dynamic iteration: design knowledge is continuously updated and iterated upon,
with its collection progressing alongside the design project’s development and evolv-
ing requirements.

3.2. Unified Data Modeling Process for Knowledge Information Based on Knowledge Graphs

Given the unique and complex nature of design knowledge information related to
cultural heritage artifacts, this section analyzes information integration, innovation needs,
and interdisciplinary fusion in the design process. By combining knowledge management
and application requirements, we propose a unified data modeling technique for cultural
heritage design knowledge information based on knowledge graphs.

As illustrated in Figure 1, the unified data modeling process for design knowledge
information based on knowledge graphs consists of three modules: design knowledge data
sources, design knowledge information data model construction, and design knowledge
information data model application.

Appl. Sci. 2024, 14, x FOR PEER REVIEW  5  of  30 
 

(1) Information diversity: design knowledge encompasses structured, semistructured, 

and unstructured data. The diverse data forms make integration and processing cum-

bersome. 

(2) Information overload: the sheer volume of design knowledge includes a significant 

amount of irrelevant or low-quality information, making it challenging for designers 

to promptly and accurately extract the relevant information they need. 

(3) Ambiguity in meaning: different teams and organizations use various standards to 

describe  design  knowledge,  leading  to  potential  discrepancies  in  interpretation 

across different contexts, which increases communication costs. 

(4) Dynamic  iteration: design knowledge  is continuously updated and  iterated upon, 

with its collection progressing alongside the design project’s development and evolv-

ing requirements. 

3.2. Unified Data Modeling Process for Knowledge Information Based on Knowledge Graphs 

Given the unique and complex nature of design knowledge information related to 

cultural heritage artifacts, this section analyzes information integration, innovation needs, 

and interdisciplinary fusion in the design process. By combining knowledge management 

and application requirements, we propose a unified data modeling technique for cultural 

heritage design knowledge information based on knowledge graphs. 

As illustrated in Figure 1, the unified data modeling process for design knowledge 

information based on knowledge graphs consists of  three modules: design knowledge 

data  sources,  design  knowledge  information  data  model  construction,  and  design 

knowledge information data model application. 

 

Figure 1. Unified data modeling for knowledge information based on knowledge graphs. 

3.3. Key Technology Research 

The construction of the design knowledge information data model encompasses sev-

eral stages: knowledge modeling, knowledge storage, knowledge extraction, knowledge 

fusion, knowledge computation, and knowledge application. This study employs a bot-

tom-up construction method, focusing on the design knowledge collection stage within 

the entire design process to build a preliminary design knowledge graph ontology frame-

work. Based on the diverse data within design knowledge information, knowledge repre-

sentation  is  carried  out  to  assist  in  knowledge  extraction,  knowledge  fusion,  and 

knowledge storage. Among these stages, knowledge extraction and knowledge fusion are 

Figure 1. Unified data modeling for knowledge information based on knowledge graphs.

3.3. Key Technology Research

The construction of the design knowledge information data model encompasses
several stages: knowledge modeling, knowledge storage, knowledge extraction, knowledge
fusion, knowledge computation, and knowledge application. This study employs a bottom-
up construction method, focusing on the design knowledge collection stage within the
entire design process to build a preliminary design knowledge graph ontology framework.
Based on the diverse data within design knowledge information, knowledge representation
is carried out to assist in knowledge extraction, knowledge fusion, and knowledge storage.
Among these stages, knowledge extraction and knowledge fusion are critical steps in
constructing a knowledge graph. Using machine learning methods, we designed techniques
for knowledge extraction and knowledge fusion and stored the resulting data.

Knowledge extraction technology involves the automatic identification and extraction
of structured knowledge from textual data. This includes entity recognition, relationship ex-
traction, and attribute extraction, which are used to construct knowledge graphs, databases,
or other knowledge management systems. For example, in the sentence The gilded tortoise-
pattern silver plate, peach-shaped, features a gilded tortoise in the center, entities such as gilded
tortoise-pattern silver plate and tortoise can be extracted. The relationship between these
entities is decorates, and the attribute of the gilded tortoise-pattern silver plate entity is gold and
silver artifact, describing the shape attribute of the gilded tortoise-pattern silver plate entity.
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In this extraction task, the attribute extraction task is redefined as a problem that
combines entity recognition and relationship extraction. The core of this method lies in
not only identifying entities in the text but also recognizing attribute values associated
with these entities and linking these attribute values to the corresponding entities through
specific relationships. Therefore, the focus of knowledge extraction should be on entity
recognition and relationship extraction.

Structured data typically employs manually mapped rules. For data with an ex-
plicit structure, such as tables in databases, predefined rules can directly map entities and
their relationships within the data. These rules are manually created based on the struc-
tural characteristics of the data and are used to identify and extract specific information.
Semistructured data generally uses wrapper induction methods to identify and standardize
the source code paths of the information to be extracted, which is used to extract informa-
tion from semistructured web data. Design knowledge information, such as traditional
cultural knowledge, often comprises unstructured data. Unstructured data (such as text
files, text in images, etc.) is converted into an editable format through text recognition and
other technologies. Specialized recognition techniques are needed to extract knowledge
information from this data, identifying specific entities, relationships, and more.

Due to the generally low quality of most design knowledge information data, this
study proposes an improved text information extraction method, namely an entity-relationship
joint extraction method based on a segmental attention fusion mechanism. During the
process of entity recognition and relationship extraction, the method fully considers the
contextual information in the text data, enhancing the accuracy of entity recognition. The
text is divided into multiple segments and entity recognition and relationship extrac-
tion are independently performed for each segment, addressing the issue of overlapping
entity relationships.

After extracting knowledge from the text, it is necessary to merge entities with the
same name. This is because the same name might refer to different entities or the same
entity might be referred to by different names in various contexts. To effectively manage
the extracted knowledge, these ambiguous entities with the same name need to be merged
to ensure consistency in the knowledge base.

When dealing with situations where the same name refers to different entities, a
pretrained language model based on contextual features is used to encode sentences
containing these ambiguous entities. This approach captures the contextual information
surrounding each entity. Then, the similarity between two entities with the same name is
calculated based on their contextual encodings and compared to a predetermined threshold.
If the similarity between the two entities is higher than this threshold, they are considered
to have the same meaning. If the similarity is lower than the threshold, they are considered
to refer to different entities.

When different names refer to the same entity, it is necessary to determine whether two
or more expressions refer to the same entity. This ensures that the entities being compared
and evaluated logically belong to the same category. To achieve this, sentences are encoded
using a pretrained language model based on contextual features. This encoding is combined
with a graph neural network (GNN) normalization model and a biaffine attention model
with a feedforward neural network layer, utilizing two scoring mechanisms.

These scoring mechanisms leverage the encoded contextual information and the
structural information from the GNN to calculate the likelihood that different named
entities refer to the same entity. This score is then compared to a predetermined threshold.
If the score is higher than the threshold, it can be inferred that the two differently named
entities indeed refer to the same entity. Conversely, if the score is lower than the threshold,
they are considered to refer to different entities.

When entity recognition faces the challenge of nested entities, such as entities embed-
ded within other entities in the text, specialized techniques are required. For instance, in
the sentence Apple’s iPhone 15, both Apple and iPhone 15 are entities, with iPhone 15 nested
within the larger entity Apple’s iPhone 15. Similarly, a pretrained language model can be
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used to extract contextual features. These features are then processed using a graph neural
network (GNN) and a biaffine attention model to capture the nested relationships between
entities. Finally, a feedforward neural network layer is used for detailed feature analysis
and recognition.

4. Data Model Construction
4.1. Entity-Relationship Extraction Model Construction

To better identify design knowledge information, this study constructs an entity
recognition model based on the BERT pretrained model [26]. The BERT model, built
on the transformer architecture, uses bidirectional training to understand the context of
language, allowing it to more comprehensively capture the complexity and nuances of
language. The entity recognition model consists of an embedding layer and an entity
recognition layer, while the relationship extraction model consists of an embedding layer
and a relationship extraction layer. To address the issue of overlapping entity relationships
in design knowledge and accurately identify entities and their relationships, we established
an entity-relationship joint extraction model with a segmental attention fusion mechanism.
This model comprises three parts: an embedding layer, an entity recognition layer, and a
relationship classification layer.

The role of the embedding layer is to convert words in the text into vector forms that
can be recognized by the computer. These vectors capture the semantic features of the
words and are used to process actual textual data. The entity recognition layer utilizes
contextual information to identify entities in the text and their categories. Once the entities
are recognized, the task of the relationship classification layer is to determine the types of
relationships between these entities. By encoding and classifying pairs of entities, this layer
identifies the specific relationships between them.

In BERT’s pretraining tasks, some words in the input sequence are randomly replaced
with a special [MSAK] token. This allows the model to learn to predict the masked words
based on their context, thereby understanding the relationships and semantics of the words
within the sentence. The goal of the model is to predict these masked words. This approach
forces the model to learn to understand the meaning of words based on their context,
thereby enabling it to capture language features bidirectionally, as shown in Figure 2.
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4.1.1. Embedding Layer

The embedding layer encodes words from natural language into dense mathematical
vectors, converting the input text into high-dimensional space vectors that a computer
can recognize. This helps the model understand the basic meanings of words. The core
structure of the BERT model consists of the stacking of multiple transformer modules,
forming a bidirectional self-attention representation model. Each transformer module
primarily includes two submodules: the multihead attention mechanism submodule and
the feed-forward neural network submodule. These submodules incorporate residual
connections and layer normalization. After processing the text through the BERT model,
an output vector sequence of the same length as the input text is obtained. These output
vectors contain the semantic information of the input text, providing representations for
downstream tasks such as entity recognition and relationship extraction.

Given the input text, the sentence is encoded as U = {u0, u1, u1, · · · , un}, where uv is
the v-th character in the sentence U and n is the length of the sequence. Here, u0 = [CLS] is
the start of the sentence; un = [SEP] is the separator of the sentence. This step converts the
text sequence into a fixed-length vector, representing the semantic information of the text.
After the model input, position embedding and sentence embedding are also required. Po-
sition embedding indicates the position of a word in the sentence and sentence embedding
represents the vector of the entire sentence or text segment, with markers used to separate
and segment the sentence. Through BERT encoding, the sentence’s semantic feature vector
R = {r0, r1, r1, · · · , rn} is obtained. After the BERT model assigns word vector encoding,
semantic dependency relations are introduced to strengthen the feature representation be-
tween word vectors. Semantic dependency relations refer to the grammatical relationships
within a sentence, which are used to understand the sentence’s structure and meaning,
thereby enhancing the expressiveness of word vectors. This paper employs the dependency
parser of Stanford CoreNLP [27] to obtain the dependency relationship matrix based on
the input sentence. Considering that different dependency relations and dependent words
have varying impacts on the grammatical features of a sentence, a graph attention neural
network (GAT) model [28] is introduced. In this model, the input sentence is treated as
a graph where words are nodes and dependency relations are the connections between
these nodes. The graph attention neural network dynamically adjusts the attention weights
between different words to extract more comprehensive word and syntactic connections.

By using a graph attention neural network (GAT), the dependency tree of a sentence
is encoded to extract syntactic information of the words in the sentence, thereby enhancing
the word vectors. The dependency parser analyzes the sentence to identify the dependency
relations between words in the sentence, such as subject–verb relationships, verb–object
relationships, and prepositional–object relationships. Based on the identified dependency
relations, a matrix Mn×n is constructed. According to the input text T and the relationship
matrix Mn×n, a graph with n nodes is built. The graph attention neural network is defined
as L layers. In the l-th layer, tl

i represents the vector of node i. The update vector of node i

is represented as t(l+1)
i , which is calculated based on the vectors of the connected nodes.

The calculation formulas are shown in Equations (1) and (2).

αl
ij =

exp
(

LeakReLU
(
→
a
(l)T [

W(l)rj
i

∣∣∣∣∣∣W(l)rj
i

])
∑n

k=1 Mik

(
LeakReLU

(
→
a
(l)T [

W(l)rj
i

∣∣∣∣∣∣W(l)rj
i

]) (1)

r(l+1)
i = θ

(
∑n

j=1 Mijα
l
ijW

(l)rl
j

)
(2)

In the formulas, rl
i , rl

j, and rl
k are the vector representations of nodes i, j, and k,

respectively, in the l-th layer of the graph neural network, αl
ij is the correlation coefficient

between nodes i and j, Mij represents the dependency relationship between nodes i and
j, Mij = 0 indicates that there is no dependency relationship between nodes i and j while
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Mij = 1 indicates a dependency relationship, i.e., a direct connection or interaction exists
between the two nodes, and Mij = 1 indicates that there is no dependency relationship
between nodes i and j. W(l) represents the trainable weight matrix in the l-th layer, used to
perform a linear transformation on the input features to adapt to the learning tasks of the

current layer, || represents the concatenation of two vectors,
⇀
a
(l)

represents the parameters

of the l-th layer, and
⇀
a
(l)T

is the transpose operation of
⇀
a
(l)

; LeakReLU is an improved
linear activation function used to address the traditional rectified linear unit activation
function and θ is the nonlinear activation function.

The semantic feature vectors R and the dependency relationship matrix Mn×n are
input into the graph attention neural network (GAT) for L layers, obtaining the syntactic
feature vectors S = {s1, s2, · · · , sn}. By concatenating the semantic feature vectors and the
syntactic feature vectors of the text sequence, the final output feature vectors are obtained,
as shown in Equation (3):

ei = [ri; si] (3)

In the formula, ri is the semantic feature vector of the i-th word and si is the syntactic
feature vector of the i-th word. In the embedding layer, the text sequence feature vectors
are E = {e1, e2, · · · , en}.

4.1.2. Entity Recognition Layer

In the entity recognition layer, the text is divided into segments of different lengths. A
classifier is used to classify these segments to determine whether each segment belongs
to a predefined entity category or is a nonentity. The entity categories are defined before
model training. Let the entity categories be O = {o1, o2, · · · , on}, where n is the number
of categories. The input text U is segmented to obtain segments P = {ui, ui+1, · · · , ui+k},
where the length of each segment is k + 1. To reduce misclassification during entity
recognition and accurately identify entities and nonentities, a nonentity set {none} is
defined. Each segment p is mapped to O ∪ {none} and the input vector for the segment
classifier is constructed by concatenating the segment’s semantic feature vector, length
feature vector, and global feature vector.

(1) Segment semantic feature vector: This is obtained by performing global average
pooling on the word embedding vectors of each word within the segment, representing the
semantic content of the entire segment. The word vector layer corresponding to segment a
is e, calculated as shown in Equation (4) [29]

span = Avgpooling(ei, ei+1, · · · , ei+k) (4)

(2) Segment semantic feature vector: A predefined matrix W contains feature vectors
wk+1 of different lengths within the text, encompassing the vectors corresponding to each
segment. The embedding matrix can be learned through backpropagation and its contents
are updatable, thereby enhancing the model’s capability to process text.

(3) Segment global feature vector: The global feature vector of a text segment is
extracted through a pooling attention mechanism that captures the contextual information
of the text segment. The attention mechanism calculates the relevance weights between the
text segment and other parts of the text. Then, average pooling is applied to aggregate the
weighted features, resulting in a compact representation of the global context, as shown in
Figure 3.
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Figure 3. Pooling attention mechanism.

The calculation process of the pooling attention mechanism is as follows:
Step 1: Construct the query vector, key vector, and value vector. Convert the segment

semantic feature vector e(b) into a query vector Qb and convert the sentence semantic fea-
ture vector E into a key vector Kb and a value vector Vb. These converted vectors are used to
calculate the attention weights, thereby extracting the most relevant contextual information
for the specific text segment. The calculation formulas are shown in Equations (5)–(7) [30]

Qp = e(p)WQ
p (5)

Kp = EWK
p (6)

Vp = EWV
p (7)

In this context, the dimensions of the vectors are as follows: the query vector Qp has
a dimension of (k + 1)× dq, the key vector Kb has a dimension of n× dk, and the value
vector Vb has a dimension of n× dv.

Step 2: In the pooling attention mechanism, calculate the attention coefficient att based
on the between the query vector Qp and the key vector Kp. This coefficient is used to assess
the relevance of each word in the sentence to the specific text segment, such as entity pairs.
The dimension is n and T denotes the transpose operation, as shown in Equation (8) [31,32]

att = softmax

(
maxpooling

(
QpKT

p√
dk

))
(8)

Step 3: Use the attention coefficient att to generate the final weighted representation.
Multiply the attention coefficient att by the value vector Vp to obtain the segment global
vector cp, as shown in Equation (9) [31,32]

cp = att ·Vp (9)

Concatenate the three types of feature vectors to obtain the comprehensive input text
feature vector xp, as shown in Equation (10) [31,32].

xp =
[
span; wk+1; cp

]
(10)

Finally, use a fully connected network and a softmax function to construct a classifier
model to classify the input text segments. For the input feature vector xp, the fully connected
network first performs a series of linear transformations and nonlinear activations and
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then outputs a probability distribution ŷp through the softmax function. This distribution
represents the probability that the input segment belongs to the corresponding entity
category, as shown in Equation (11) [33].

ŷp = softmax
(
Wpxp + bp

)
(11)

Finally, the model outputs the probability distribution, predicting which entity each
segment belongs to.

4.1.3. Relationship Classification Layer

The objective of the relationship extraction task is to identify entity pairs and their
relationships from the text. A segmental attention fusion mechanism is used, allowing
the model to accurately extract key information by considering both the entities and the
contextual information, as illustrated in Figure 4. Take the relationship categories of entities
as H = {h1, h2, · · · hn}, where n is the number of relationship types, and determine the
relationship between segments p1 and p2 in the input text P. The text is divided into five
parts based on the entity positions, enabling the model to accurately learn the contextual
information before, between, and after the entities. By combining the text feature vectors E,
the feature vectors of entity 1 and entity 2, E(g1) and E(g2), respectively, the feature vectors
of the text to the left of entity 1 cleft, the text between the entities cmiddle, and the text to
the right of entity 2 cright are obtained. In the case of overlapping entities, the text feature
vector between the two entities is defined as the text feature vector of this overlapping part.
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In the relationship extraction task, the sentence is divided into five parts and the
conversion to vectors will have different dimensions. Average pooling is used to uniformly
process text segments of different lengths. The feature vectors of the five text segments
are concatenated to obtain the sentence feature vector as shown in Equations (12) to (17).
In these equations, cle f t represents the text to the left of the entity, cmiddle represents the
text between the entities, cright represents the text to the right of the entity, c(g1) represents
entity 1, and c(g2) represents entity 2 [34].

tle f t = Avgpooling
(

cle f t

)
(12)

tg1 = Avgpooling(e(g1)) (13)

tmiddle = Avgpooling(cmiddle) (14)



Appl. Sci. 2024, 14, 8231 12 of 28

tg2 = Avgpooling(e(g2)) (15)

tright = Avgpooling
(

cright

)
(16)

T =
[
tle f t; tg1; tmiddle; tg1; tright

]
(17)

Then, a long short-term memory (LSTM) network is used to process the fused text
feature vectors. LSTM is a powerful tool for handling text data as it can capture long-term
dependencies in sentences or documents. Bidirectional LSTM, an improved version of
RNN, includes both forward and backward propagation. At each time step, it contains an
LSTM cell that selectively remembers, forgets, and outputs information. The process is
described by Equations (18) to (23) [35].

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (18)

ft = σ
(

Wx f xt + Wh f
ht−1 + Wc f ct−1 + b f

)
(19)

gt = tanh(Wxcxt + Whcht−1 + Wccct−1 + bc) (20)

ct = itgt + ftct−1 (21)

ot = tanh(Wxoxt + Whoht−1 + Wcoct−1 + bo) (22)

ht = ottanh(ct) (23)

The model’s output includes two results from both forward and backward directions,

concatenated as ht =

[←
ht,
→
ht

]
, and output as the final bi-LSTM result.

The self-attention mechanism is employed to calculate and process the relationships
and dependencies within the text, achieving extraction and integration of the feature vectors
from the five text segments. The self-attention mechanism is used to calculate the relevance
of the input data, including the query vector Q, key vector K, and value vector V, obtained
through a linear transformation of the input data, as shown in Equations (24) to (26) [32].
In these equations, W is the weight matrix and the dimensions of the query vector Q, key
vector K, and value vector V are 5× dq, 5× dk, and 5× dv, respectively.

Q = TWQ (24)

K = TWK (25)

V = TWV (26)

Then, the attention weights between the five text segments are calculated. First, the dot
product operation is used to calculate the attention coefficients between the query vector
Q and the key vector K. Next, the softmax function is applied to normalize the attention
coefficients. The normalized attention coefficients are then multiplied by the value vector
V to obtain the fused feature vector hr, as shown in Equation (27) [33]

hr = softmax
(

QKW
√

d

)
V (27)

Next, a fully connected network is used to learn the relationship features between
entity pairs. The softmax function is employed to convert the network outputs into proba-
bilities for each relationship category. The model is trained by minimizing the cross-entropy
loss between the predicted probabilities and the true labels, as shown in Equation (28) [33].

ŷr = Sig(Wrhr + br) (28)
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4.2. Model Training and Optimization

The input dataset is divided into training, validation, and test sets. After preprocessing
the input data, the model needs to undergo parameter tuning and validation evaluation.

The parameter tuning process consists of two stages: one involves adjusting and
optimizing the model’s hyperparameters using the validation set and the other involves
adjusting and optimizing the model’s internal parameters using the training set. During
the model training process, loss functions are designed for the entity recognition task and
the relationship extraction task to calculate the error between the model’s predictions and
the actual values, reflecting the accuracy of the model’s predictions.

The error calculated from the loss function is used to optimize the model’s parameters
through the backpropagation algorithm, adjusting the internal parameters of the model
to minimize the loss function value. If the model’s performance does not significantly
improve or if overfitting occurs, adjustments to the model structure, such as changing the
number of network layers, may be necessary.

The entity recognition task can be treated as a multiclass classification problem, using
the cross-entropy loss function as the loss function for the entity recognition task, as shown
in Equation (29) [36]

LNER = ∑n+1
i=0 lg

(
ŷp

i

)
(29)

n is the total number of entity labels in the entity recognition task and ŷp
i is the proba-

bility that the model predicts segment p belongs to the i-th entity category.yi represents the
actual label information, using one-hot encoding, where yi = 1 indicates that the segment
p belongs to the i-th category; if yi = 0, it indicates that the segment p does not belong to
the i-th category. In the relationship extraction task, to handle a single entity potentially
having multiple types of relationships, a multilabel cross-entropy loss function is used
to calculate the loss. This loss function is suitable for multientity classification problems,
where each entity is considered an independent binary classification problem. For each
possible relationship type, the model will predict a probability to indicate whether the
relationship exists. The calculation formula is shown in Equation (30) [36].

LRE = −∑n+1
j=0 lg(ŷr

k) + (1− yk)lg(1− ŷr
k) (30)

r represents the total number of possible relationship categories and ŷr
k is the prob-

ability predicted by the model, indicating the model’s prediction of the existence of a
relationship of the k-th category between two entities. yk represents the true distribution of
the relationship category labels, using one-hot encoding. If yk = 1, it means that there is a
relationship of the k-th category between the two entities; if yk = 0, it means that there is
no relationship of the k-th category between the two entities.

The overall loss function of the model consists of the loss function for entity recognition
and the loss function for relationship extraction, as shown in Equation (31) [36]

L = LNER + LRE (31)

By minimizing the total loss parameter, the model’s overall extraction capability can
be improved, achieving joint optimization for both entity recognition and relationship
extraction tasks.

5. Experiment Validation
5.1. Dataset Creation

To validate the effectiveness of the model in handling entity relations, we will conduct
tests on both Chinese and English datasets. For the Chinese dataset, we will use the Tang
Dynasty Gold and Silver Artifacts Knowledge Text Dataset.

In the collection of artifact knowledge aimed at design, the preliminary stage requires
acquiring a large amount of artifact knowledge information, filtering out irrelevant texts,
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and retaining key descriptions of the artifact’s shape, decoration, craftsmanship, and
cultural origin. To achieve this goal, we need to first gather a substantial amount of
textual information. The unstructured data are based on authoritative historical materials
and literature related to Tang Dynasty gold and silver artifacts, which nearly cover all
significant collections of Tang Dynasty gold and silver artifacts [3–5,37–45]. These materials
offer comprehensive studies from the perspectives of archaeology and history, providing
detailed descriptions of various aspects, such as the artifacts’ shapes and decorations,
thereby enriching the dataset’s corpus. Scholar Qi Dongfang’s book “Study of Tang Dynasty
Gold and Silver Artifacts” offers detailed descriptions of the functions and series of gold and
silver artifacts, laying the foundation for the dataset’s categorization. The selected artifacts
in the dataset include not only everyday containers but also Buddhist artifacts unearthed
from the Famen Temple underground palace, such as offering vessels and ritual implements.
These gold and silver artifacts, mostly offered by Tang emperors Yizong and Xizong, exhibit
high aesthetic value in their shapes and decorations due to their royal origin. Therefore,
the gold and silver artifacts unearthed from the Famen Temple underground palace are
also an important part of the dataset. According to the research of scholars, analyzing the
fundamental properties of artifacts includes their function, technology, appearance, and
symbolic meaning. These summarize the basic information and interpretation of cultural
relics, which facilitates a deeper understanding of their knowledge.

During the text training process, we use the ChatGPT-4 model for data augmentation.
Traditional data augmentation methods (such as synonym replacement, random deletion,
etc.) have limitations in generating text with accuracy and diversity and still require
manual annotation in many application scenarios [46–52]. Multiple studies have shown
the powerful capability of ChatGPT in text data augmentation, significantly improving
classification performance in few-shot learning [53]. The availability of unstructured
text data enhances the model by integrating dimensions of usability, determinants, and
rules. Through methods such as synonym replacement, text expansion, and adding or
rewriting contextual information, the dataset is enhanced while preserving the original
entity relationships. Based on modules of shape, decoration, craftsmanship, and cultural
connotation of Tang Dynasty gold and silver artifacts, structured triple information is
used to annotate the text, defining entity categories and relationship categories. This
process ultimately constructs the Tang Dynasty Gold and Silver Artifacts Knowledge Text
Dataset. Using structured triple information to label the text, defining entity categories
and relationship categories, the Tang Dynasty Gold and Silver Artifacts Knowledge Text
Dataset is finally constructed. The dataset is illustrated in Table 1, taking the gilt silver
cup with musical performance patterns as an example. It includes the shape, decoration,
decorative techniques, parts of the artifact, and cultural origin of the gilt silver cup with
musical performance patterns, covering most relationship categories of Tang Dynasty gold
and silver artifacts.

The English dataset used is the New York Times (NYT) dataset. The NYT dataset
comes from actual news articles with annotated entities and relationships and additional
information. It is used as a benchmark to validate the performance of the PRGC framework
in joint relationship triplet extraction tasks [54]. The dataset covers various types of
relationships and includes overlapping triplets, effectively testing the model’s ability to
handle overlapping relationships [55].
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Table 1. Information of sample instances.

Name Text Entity Relationship Entity

Gilded
Musician

Pattern Silver
Cup

The gilded musician pattern silver cup has an
octagonal body, with each edge slightly

concave in the middle and arched at both
ends, forming a curved beaded pattern that

adds a touch of softness to the otherwise
rigid lines of the shape. Each of the eight

curved surfaces of the cup body features a
musician: four are playing instruments like
the pan flute, small drum, vertical flute, or
pipa, while the other four are dancing with
sleeves, holding a pot, or holding a cup. All
eight musicians are depicted as Hu people,
adorned with flat-chiseled scrolling vines,

mountains, and birds, and fish-egg patterns
as background. The bottom of the cup is

bordered with a string of beads and turns
inward to form a round base, connecting to a
trumpet-shaped short ring foot, which is also
decorated with bead patterns. The base and

the ring foot are chiseled with floral and
cloud patterns, and filled with fish-egg

patterns. One side of the cup has a circular
handle decorated with two relief heads of Hu
people with deep-set eyes, broad noses, and
long beards, facing each other at the back of

their heads. This feature is also seen in
Sogdian silverware: the outside of the ring

handle has a three-dimensional animal head,
and the hook tail of the handle is welded to
the cup body. The inner and outer walls of
the cup are fully gilded. The strong exotic
style indicates that this gilded musician

pattern silver cup is a piece of
Sogdian silverware.

Gilded Musician Pattern
Silver Cup Shape Octagonal

Gilded Musician Pattern
Silver Cup Structure Eight curved surfaces

Gilded Musician Pattern
Silver Cup Decoration Musicians

Octagonal Decoration Curved beaded pattern
Musicians Shape Pan flute
Musicians Shape Small drum
Musicians Shape Vertical flute
Musicians Shape Pipa
Musicians Shape Dancing with sleeves
Musicians Shape Holding a pot
Musicians Shape Holding a cup
Musicians Shape Hu people

Gilded Musician Pattern
Silver Cup Decorative Technique Flat-chiseling

Gilded Musician Pattern
Silver Cup Decoration Scrolling vines

Gilded Musician Pattern
Silver Cup Decoration Mountains and birds

Gilded Musician Pattern
Silver Cup Decoration Fish-egg pattern

Gilded Musician Pattern
Silver Cup Decoration Background filling

Gilded Musician Pattern
Silver Cup Decoration Beaded pattern

Gilded Musician Pattern
Silver Cup Decoration Round base

Gilded Musician Pattern
Silver Cup Decoration Trumpet-shaped foot

Gilded Musician Pattern
Silver Cup Decoration Floral and cloud

patterns
Gilded Musician Pattern

Silver Cup Part Circular handle
Circular handle Part Finger rest

Gilded Musician Pattern
Silver Cup Cultural Origin Sogdian silverware

Circular handle Structure Outside of the handle

Table 2 summarizes the data volumes of the New York Times dataset and the Tang
Dynasty gold and silver artifact knowledge dataset, divided into training, validation, and
test sets. Sentences are classified into three categories based on the overlap of triplets:

Table 2. Dataset statistics.

NYT Tang Dynasty Gold and Silver Artifacts

Training Set 56,195 122,442
Validation Set 4999 15,922

Test Set 5000 25,109
Normal 3266 14,220

SEO 1297 6440
EPO 978 10

Relationships 14 122,442

Normal: no overlapping triplets.
Single entity overlap (SEO): one entity overlaps between two triplets, meaning one

entity has relationships with multiple entities.
Entity pair overlap (EPO): multiple relationships exist between a pair of entities. A

sentence can belong to both EPO and SEO, meaning it can simultaneously contain single
entity overlaps and entity pair overlaps.

5.2. Experimental Environment

The model training was conducted using an NVIDIA Geforce RTX 3090 GPU with
10GB of memory. The programming language used was Python 3.9.12 and the deep learning
framework was PyTorch 2.1.2+cu121.



Appl. Sci. 2024, 14, 8231 16 of 28

5.3. Parameter Settings

This table presents the key hyperparameters used in the training process. The learning
rate is set to 1 × 10−5, ensuring gradual updates to the model weights during training. The
maximum number of epochs is set to 30, indicating the model will be trained for 30 full
cycles over the dataset. The batch size is 8, meaning the model processes 8 samples at a
time before updating its parameters. A seed value of 42 is used to ensure reproducibility of
the training results by controlling the randomization process. The results are summarized
as shown in Table 3.

Table 3. Model Training Hyperparameter Settings.

Learning Rate Max Epoch Batch Size Seed

1 × 10−5 30 8 42

5.4. Standard Dataset Experimental Results

To compare the joint learning model with other outstanding joint learning models, the
following models were selected:

CopyRE: the core idea combines the sequence-to-sequence (Seq2Seq) model with a
copy mechanism, allowing it to directly copy parts of the input text when generating output.

GraphRel: a relationship extraction model based on graph neural networks (GNN).
This model utilizes graph structures to represent entities and relationships in a sentence
and captures dependencies between entities and relationships through graph convolutional
networks (GCN).

CopyMTL: by training multiple related tasks (such as entity recognition and relation-
ship extraction) simultaneously, this model uses shared representation learning to improve
the model’s generalization capability.

RSAN [56]: a relationship extraction model based on the self-attention mechanism.
By introducing relation-aware self-attention, it captures interactions between entities and
relationships in a sentence.

Table 4 shows the comparison results of the proposed model with other benchmark
models on two standard datasets. It can be seen that our model generally outperforms all
benchmark models on all three evaluation metrics (precision P, recall R, and F1 score).

Table 4. Model performance comparison.

NYT

Prec Rec F1

CopyRE 59.6 54.6 57.0
GraphRel 62.7 60.1 61.3
CopyMTL 71.3 68.5 69.9

RSAN 71.7 87.1 78.7
our-model 85.4 85.5 85.2

In the previous benchmark models, the F1 scores of each model were relatively high
on the NYT dataset, especially for CopyRE and GraphRel. This is due to the limitations of
these benchmark models, such as CopyRE and GraphRel, in feature extraction and context.
understanding, which fail to fully capture complex semantic information and relationships.

To further validate the model’s performance in handling overlapping triplets, ex-
periments were conducted on different types of sentences from various perspectives and
compared with other benchmark models. As shown in Table 5, our model outperforms
other models in normal sentences, EPO overlapping triplets, and SEO overlapping triplets
across all datasets. The comparison of our model with other benchmark models on different
types of sentences demonstrates that our model is more stable and superior in handling
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overlapping triplet tasks, whereas other benchmark models perform poorly in dealing with
SEO and EPO sentences.

Table 5. Model performance comparison on different types of triplets.

Dataset Model Normal EPO SEO

NYT

CopyRE 63.0 42.8 50.5
GraphRel 63.1 50.8 59.7
CopyMTL 71.3 56.8 68.4

RSAN 75.3 84.9 75.3
Our-model 85.3 85.3 81.5

Table 6 compares the performance of each model on sentences containing different
numbers of triplets. The sentences are divided into five categories: those containing 1,
2, 3, 4, and 5 or more triplets. The models’ precision (Prec), recall (Rec), and F1 scores
are evaluated in detail for sentences of varying complexity. As the number of triplets
in a sentence increases, the complexity of the sentence also increases. Table 6 shows the
performance differences of each model in handling these complex sentences, particularly
highlighting the superiority and stability of our model in complex scenarios.

Table 6. Model performance comparison on sentences with different numbers of triplets.

Dataset Model N = 1 N = 2 N = 3 N = 4 N ≥ 5

NYT

CopyRE 67.0 56.2 51.2 47.2 25.8
GraphRel 63.7 64.6 58.9 55.2 47.1
CopyMTL 71.2 71.3 70.3 73.1 48.9

RSAN 73.3 82.1 82.7 84.5 76.4
Our-model 84.1 85.4 86.1 85.5 85.3

5.5. Experimental Results on the Tang Dynasty Gold and Silver Artifacts Dataset

To evaluate the model’s performance in handling different types of overlapping triplets
in the Tang Dynasty gold and silver artifacts dataset, Table 7 compares the performance
of our model. This comparison aims to verify the model’s effectiveness in dealing with
overlapping relationships. Table 7 shows the precision (Prec), recall (Rec), and F1 scores of
the model on sentences with different types of overlapping triplets. By comparing these
metrics, we can validate the model’s performance in handling tasks with different types of
overlapping relationships.

Table 7. Comparison of precision, recall, and F1 score of the model on sentences with different types
of overlapping triples.

SEO EPO All

Prec Rec F1 Prec Rec F1 Prec Rec F1

84.05 84.03 84.9 85.6 86.1 85.6 84 84 84.9

The data indicate that our model performs exceptionally well on the Tang Dynasty
gold and silver artifacts dataset, achieving high F1 scores on both normal sentences and EPO
overlapping sentences. This demonstrates the model’s capability to effectively address the
problem of overlapping entity relationships. The model demonstrated efficient performance
during data processing. After setting an automatic early stopping mechanism triggered by
10 consecutive epochs without improvement, the training was completed within 19 epochs,
with each epoch taking approximately 996 s. The training accuracy reached 0.8506, while
the validation accuracy was 0.8050. All the above data have been compiled into Table 8.
Even when utilizing an NVIDIA GeForce RTX 3060 GPU, the model operated efficiently,
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highlighting its computational effectiveness. Figure 5 illustrates the trend of training
accuracy over the course of the 19 epochs.

Table 8. Model performance summary.

Metric Value

Training Accuracy 0.8506
Validation Accuracy 0.8050

Epochs 19
Time per Epoch (seconds) 996
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6. Knowledge Retrieval of Tang Dynasty Gold and Silver Artifacts

Considering the vast amount of information, complexity of data, and lack of uniform
data sources related to Tang Dynasty gold and silver artifacts, a unified data model based
on knowledge graphs has been constructed. This model aims to meet the design knowledge
extraction needs for cultural and creative product design. Using manual annotation, a large
amount of knowledge about the shapes of artifacts from Tang Dynasty gold and silver
collections was collected. Based on the research on the shapes, functions, patterns, decora-
tions, usage scenarios, and symbolism of Tang Dynasty gold and silver artifacts in various
series of books, the knowledge information has been summarized. The construction of the
knowledge graph supports designers in efficiently gathering information and facilitates
smoother preliminary research work.

6.1. Overall Functionality

The unified data model for knowledge information on Tang Dynasty gold and silver
artifacts undergoes data preprocessing, knowledge extraction, data integration, and storage
into a graph database. Based on the knowledge graph, information retrieval is conducted
to assist designers in collecting information, thereby maximizing the value of textual
information. The architecture of the unified data model for Tang Dynasty gold and silver
artifacts knowledge information is shown in Figure 6.
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gold and silver artifacts.

The unified data model for knowledge information on Tang Dynasty gold and silver
artifacts is divided into three layers: schema layer, data layer, and knowledge management
layer. The following is an explanation of each layer.

(1) Schema layer: This layer determines the names, entities, attributes, and relationships
of Tang Dynasty gold and silver artifacts. It constructs concepts, classifications,
hierarchical structures, and ontology models in this domain, expressing various
semantic relationships among entities to ensure the completeness and consistency of
the knowledge graph data. From the top-level concepts, it further refines the structure
to obtain the entities and relationships of gold and silver artifacts.

(2) Data layer: Structured data, such as tables and relational databases, can be directly
converted into knowledge graph representations based on the unified data model for
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Tang Dynasty gold and silver artifacts. Historians and archaeologists have conducted
systematic research on Tang Dynasty gold and silver artifacts, mainly documented
in reports or published books, which are expressed in a standardized manner and
contain dense and rich knowledge. These unstructured data need to be collected and
organized manually. The dataset originates from published bibliographies related
to Tang Dynasty gold and silver artifacts, with entities, attributes, and semantic
relationships annotated.

(3) Knowledge management layer: The knowledge graph effectively represents the com-
plex knowledge extracted and integrated from various sources, facilitating formatted
storage and retrieval. To help designers manage knowledge of Tang Dynasty gold and
silver artifacts and precisely locate various information, a knowledge management
prototype system based on a graph database has been designed. The system functions
are composed of four modules: data query, knowledge extraction, knowledge graph
visualization, and knowledge base management.

Based on the unified data model for knowledge information on Tang Dynasty gold
and silver artifacts, the system function modules are designed as shown in Figure 7.
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The knowledge graph construction module encompasses knowledge information data
management, knowledge graph building, knowledge management, and the updating and
maintenance of the knowledge graph and models. Its main tasks include collecting and
entering various types of knowledge information related to Tang Dynasty gold and silver
artifacts and ensuring the systematic management and dynamic updating of knowledge
information by continuously updating and iterating the knowledge graph through the
constructed model during actual application. The knowledge graph application module
consists of two main parts: practical tools and user management. The practical tools section
is responsible for the visualization and efficient retrieval of the knowledge graph, providing
search functions for quickly obtaining the needed information. The user management
section focuses on managing user data permissions.

6.2. System Interface

Using the unified data modeling technology for knowledge information on Tang Dy-
nasty gold and silver artifacts based on knowledge graphs, a knowledge retrieval platform
has been constructed. Taking the “Gilded Musician Pattern Gold Cup” as an example, the
practical workflow of the knowledge retrieval platform includes the following steps:

(1) Data transmission: As shown in Figure 8, users can upload knowledge information on
the platform. After uploading the knowledge information to the database, the internal
model is called to learn and process this knowledge. This process includes knowledge
extraction, knowledge fusion, and integration with the existing knowledge graph.
Finally, the processed knowledge information is stored in the database. Figure 9
shows the knowledge upload status, displaying the upload progress, including the
number of files uploaded, and allows further management and modification of the
uploaded knowledge information on this interface.

(2) Knowledge retrieval: As shown in Figure 10, after entering “Gilded Musician Pattern
Gold Cup” in the search bar, the cursor points to the “Gilded Musician Pattern Gold
Cup” entity. The right side displays the total number of all related entities, which
is 26, the types of relationships, which are 7, and all associated entities. Addition-
ally, by selecting any entity in the graph, users can navigate to the pages of other
related entities.

(3) Graph comparison: As shown in Figure 11, in the artifact comparison interface, users
can search for and locate various types of artifact knowledge in the comparison
section. The system calculates the number of entities related to gold and silver
artifacts and the number of relationships between them. To visually present the
data, the system generates a bar chart showing the top five relationships by count
for the compared gold and silver artifacts. The horizontal axis of the bar chart
represents the relationships and the vertical axis represents the frequency of each
relationship in the corresponding artifacts. Additionally, the names of the gold and
silver artifacts associated with specific relationships are listed below the chart to
enable quick identification and further analysis by the user.
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7. Discussion and Outlook
7.1. Association between Knowledge Graphs and Artifact Information

This paper takes the knowledge of Tang Dynasty gold and silver artifacts, part of
China’s material heritage, as an example, focusing on the knowledge collection phase
during the early design stage, addressing challenges such as knowledge data diversity,
data redundancy, and data ambiguity. A unified data model for Tang Dynasty gold and
silver artifact knowledge was constructed, using graph structures to express complex
relationships and semantics between entities. By integrating semantic web technology and
inference engines and leveraging linked data technology, the model enables the expression
of more diversified knowledge. It can integrate heterogeneous data sources to form a
unified knowledge representation. During the construction of the knowledge graph, users
can intuitively and efficiently browse information through the integrated knowledge graph
visualization function.

In prior research on Tang Dynasty gold and silver artifacts, researchers have gener-
ally followed a pattern in their descriptions of these artifacts: first providing a unified
description of the form, components, and connection relationships of the artifacts, and then
detailing each part’s features, patterns, and cultural connotations in a vertical order, such
as from top to bottom or starting from the connection points. Based on Chinese language
logic, different word types in the text are deconstructed, with irrelevant adjectives and
auxiliary words being removed. For example, in the description of the silver cup with
pointed lotus petals and wild goose patterns: “flared mouth, slightly outward-turned rim,
curved belly expanding outward, trumpet-shaped octagonal high foot ring, with a circular
petal hoop at the middle of the foot ring, and a circular tray at the top connecting the cup
body. Formed by hammering, flat-chased patterns, gilded decorations, fish-roe ground. The
cup body consists of two layers of lotus petals, nine petals per layer, with engraved birds,
flowing clouds, trees, and landscapes within each petal. The foot ring tray is engraved with
ruyi cloud patterns, while the foot surface is engraved with birds or symmetrical flowers”.
In this description, “flared mouth, slightly outward-turned rim, curved belly expanding
outward, trumpet-shaped octagonal high foot ring” provides a general description of the
overall shape of the artifact, followed by “the cup body consists of two layers of lotus
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petals. . . the foot surface is engraved with birds or symmetrical flowers”, which describes
the details of the artifact’s shape and explains the connection between the cup body and
the foot ring. The silver cup with pointed lotus petals and wild goose patterns has two
main components: the cup body and the high foot ring. The cup body features a flared
mouth, an outward-turned rim, and an outward-expanding belly, while the high foot ring
is trumpet shaped with eight petals and a circular petal hoop, connected to the cup body by
a circular tray. The decorations on the cup body and foot ring are also described separately.

It becomes evident that the textual descriptions of various gold and silver artifacts
closely align with the underlying construction logic of knowledge graphs. Important
components can be extracted as nodes in the knowledge graph while connection and nesting
structures can be extracted as edges (i.e., relationships), with material and excavation
information serving as attributes. This structured approach simplifies these texts, making
it easier for users to understand the complex knowledge system.

7.2. Effectiveness of Model Construction

The research combines graph attention networks (GAT) and BERT with the training
model for joint extraction, significantly enhancing the ability to represent and integrate
complex knowledge systems. By deeply encoding the text data related to gold and silver ar-
tifacts using the BERT model, its bidirectional contextual understanding capability precisely
captures subtle semantic information within the text, ensuring the accurate extraction of
each entity and its related descriptions. This process is particularly suitable for the complex
and multilayered descriptive structures of gold and silver artifacts, from the overall shape
of the artifact to the detailed features of its patterns and connections, all of which BERT can
effectively identify.

After semantic encoding is completed, the dependency analysis module further parses
the structural relationships between entities. For instance, in the description of the two key
components “cup body” and “foot ring”, the dependency analysis can clearly determine
their connection method and the interaction between them. Through this analysis, the
model is not only able to recognize individual entities but can also systematically extract
the structural dependency information between entities.

The graph attention network (GAT) further processes these entity nodes and their
relationships by assigning weights. When handling complex descriptions of gold and silver
artifacts, GAT excels at capturing the interdependencies between elements such as shape,
pattern, and material. For example, in the case of the “silver cup with pointed lotus petals
and wild goose patterns”, the cup body and high foot ring are treated as key modules and
set as nodes in the knowledge graph while their connection and pattern details are precisely
represented through edges and attributes in the graph structure. Through this structured
approach, the model not only faithfully reconstructs the dependency relationships between
complex entities but also ensures that the representation of this knowledge in the graph is
more intuitive and organized.

By combining semantic analysis with multidimensional graph structure processing,
the joint application of GAT and BERT, compared to traditional knowledge extraction
methods, not only automates the extraction of entities and relationships but also ensures
the stable operation of the entire knowledge system through deep exploration of the text’s
semantics and graph structures.

7.3. Digital Innovation in Cultural Heritage Preservation

By constructing a knowledge graph platform for Tang Dynasty gold and silver arti-
facts, users can quickly access and integrate knowledge resources within the field. Due
to the large volume of Tang Dynasty gold and silver artifacts and the varying descrip-
tions across different periods, the knowledge information is extensive and complex. The
platform unifies and organizes the descriptive data from various monographs, enabling
users to conveniently and efficiently access accurate heritage knowledge, helping them to
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deeply explore and apply cultural heritage knowledge, thereby significantly improving the
efficiency of knowledge integration.

For designers, the knowledge resources integrated into the platform allow them to
flexibly apply elements such as the shapes and patterns of Tang Dynasty gold and silver-
ware in modern design, accelerating design innovation. For the general public, the platform
provides a quick and effective way to understand the complex and difficult knowledge
of artifacts, not only preserving cultural heritage but also promoting its recreation and
application in contemporary society. Through semantic analysis and reasoning functions,
the platform uncovers potential knowledge hidden behind different entities and relation-
ships. For example, by analyzing similarities between different artifacts and the inheritance
of craftsmanship techniques, it can reveal more about the development patterns and cul-
tural background of Tang Dynasty gold and silver artifacts, offering new perspectives and
directions for academic research on cultural heritage.

This research introduces knowledge graph technology, providing a new method for
the digital preservation of cultural heritage. This approach not only systematizes and
visualizes vast, dispersed heritage knowledge but also forms a comprehensive knowledge
network based on data linkage. With this technical approach, cultural heritage is no longer
just static historical data but becomes a dynamic digital asset that can be interactively
displayed, studied, and researched.

7.4. Limitations and Outlook

The model primarily relies on existing textual data for training and knowledge ex-
traction and the descriptions related to Tang Dynasty gold and silver artifacts may vary
due to differences in time periods and literary styles across sources. In the early stages
of annotation, a certain level of manual intervention is required, especially during the
construction and validation phases of the knowledge graph. Reducing the need for hu-
man involvement and increasing automation will help accelerate the construction of the
knowledge graph and enhance its applicability across different fields. While the current
visualization interface has improved the user experience to some extent, the interactivity
and user-friendliness still need enhancement. The needs of different user groups, such
as designers, researchers, and the general public, may differ. Therefore, balancing the
demands of various users and providing personalized knowledge displays and interactive
interfaces is a direction for future system optimization.

Future research will continue to enhance data collection efforts, integrating more
heterogeneous data sources, such as archaeological literature, images, and physical records,
to form a more comprehensive and enriched knowledge graph of cultural heritage. In
response to practical needs, research will also focus on developing a knowledge-based
Q&A system for cultural heritage design, utilizing the knowledge graph to handle more
complex natural language processing tasks, making the retrieval and collection of design
knowledge more efficient. Additionally, research will explore methods for integrating cross-
domain data to establish connections between different cultural heritages. The knowledge
management experience from Tang Dynasty gold and silver artifacts will be expanded to
other cultural heritage fields, such as bronzeware, porcelain, calligraphy, and painting,
to build a larger-scale knowledge graph system. By promoting this experience, a unified
knowledge management platform encompassing a broader range of cultural heritage
categories can be established, further advancing the digital preservation of China’s material
cultural heritage.
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